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Preface to the Second Edition

The second edition of Business Statistics, while continuing to retain the clear, crisp
pedagogy of the first edition, adds new features and an even stronger emphasis on
practical, applied statistics in order to expand the decision-making ability of the
reader. Efforts have been made to assist readers in converting data into useful
information that can be used by decision makers in making more thoughtful,
information-based decisions. Thus, the text presents business statistics as ‘value-
added’ techniques.

Features of the Second Edition

1. Most of the problems of the first edition were examined for appropriateness,
clarity and logic before inclusion in the present edition.

2. Several new solved/unsolved problems, which make a significant contribution
to the learning process, have been added in each chapter in an effort to
maximize the utility of the book.

3. Definitions of important terms are provided in the margins for easy reference.
4. New and improved concept quizzes and cases are provided to foster inquisitiveness

and to strengthen the impact of key points.
5. The chapter on test of hypothesis has been thoroughly revised. Many non-

parametric statistical tests have also been added in the chapter on chi-square
test.
I thank the editorial team at Pearson Education for their efforts in reshaping

the text into the second edition. I also extend my heartfelt thanks to my students
who pointed out typographical errors in the first edition.

In preparing the text of this book, I benefited immensely from many books and
publications. I express my gratitude to the authors and publishers of these books.

I thank my wife and children for their encouragement, support and motivation
in preparing this edition.

I hope the book will fulfil the requirements of its readers and will continue to
receive their support and suggestions. Suggestions and comments for improving
the book are always welcome and will be appreciated and acknowledged.

J. K. Sharma



Preface

Statistical thinking enhances our understanding of how life works, allows control
over some societal issues and helps individuals make informed decisions. I am sure
after studying this book your skills in business decision-making and understanding
of the problems of business and industry will improve.

This book has been written as a practical response to the needs of students who
want to obtain a reasonable grasp of basic statistical techniques or methods in a limited
time. The emphasis throughout the book is on understanding through practice,
interpretation of results and their application to the real-life problems. Statistical
theory and derivation of formulae are deliberately kept to a minimum. This will
encourage students who lack confidence in their mathematical ability to understand
statistical techniques.

Each chapter of the book includes the necessary theory and methods of carrying
out the various techniques and analysis. A large number of solved examples and self
practice problems (all with hints and answers) are provided to motivate students to
apply statistical techniques to real data and draw statistical inferences. Other than
providing useful guidance to the students in several professional and competitive
examinations, this book should serve as core textbook for the students of

• BBA, BCA, B.Com.
• PGDBM, MBA, M.Com., MA (Eco)
• MCA, BE, B.Tech. (Computer Science)
• CA, ICWA, AMIE

I am indebted to all my students, friends and colleagues for their helpful input
while writing this book. In particular, I am thankful to Prof. V. K. Bhalla and Prof.
R. P. Hooda for their valuable suggestions and encouragement.

In writing this book I have benefited immensely by referring to several books
and research papers. I express my gratitude to authors, publishers and institutions
of all such books and papers.

I would like to thank the editorial team at Pearson Education, for their assistance
in bringing out this book. Thanks are also due to Mr. Dinesh Kaushik and Mr.
Pawan Tyagi for their cooperation in designing the layout of the book. Finally, I
am thankful to my wife and children for their patience, understanding, love and
assistance in making this book a reality. It is to them that I dedicate this book.

Suggestions and comments to improve the book in content and style are always
welcome and will be greatly appreciated and acknowledged.

J. K. Sharma
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1
Statistics: An Overview

L E A R N I N G  O B J E C T I V E S

Statistical thinking will
one day be as necessary
for efficient citizenship
as the ability to read and
write.

—H. G. Wells

After studying this chapter, you should be able to
present a broad overview of statistics as a subject.
bring out applications of statistics and its usefulness in managerial decision-
making.
describe the data collection process.
understand basic concepts of questionnaire design and measurement scales.

1.1 REASONS FOR LEARNING STATISTICS

H. G. Wells’ statement that the ‘statistical thinking will one day be as necessary as the
ability to read and write’ is valid in the context of today’s competitive business environ-
ment where many organizations find themselves data-rich but information-poor. Thus
for decision-makers it is important to develop the ability to extract meaningful informa-
tion from raw data to make better decisions. It is possible only through the careful
analysis of data guided by statistical thinking.

Reasons for analysis of data is an understanding of variation and its causes in any
phenomenon. Since variation is present in all phenomena, therefore knowledge of it
leads to better decisions about a phenomenon that produced the data. It is from this
perspective that the learning of statistics enables the decision-maker to understand how
to

• present and describe information (data) so as to improve decisions.
• draw conclusions about the large population based upon information obtained

from samples.
• seek out relationship between pair of variables to improve processes.
• obtain reliable forecasts of statistical variables of interest.

Thus a statistical study might be simple exploration enabling us to gain an insight into a
virtually unknown situation or it might be sophisticated analysis to produce numerical
confirmation or refection of some widely held belief.

As shown in Fig. 1.1, the text matter of the book has been organized keeping in view
these four reasons for learning statistics.

1

Data: A collection of
observations of one or more
variables of interest.

Population: A collection of
all elements (units or
variables) of interest.

C h a p t e r
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1.2  GROWTH AND DEVELOPMENT OF STATISTICS

The views commonly held about statistics are numerous, but often incomplete. It has
different meanings to different people depending largely on its use. For example, (i) for
a cricket fan, statistics refers to numerical information or data relating to the runs scored
by a cricketer; (ii) for an environmentalist, statistics refers to information on the quantity
of pollution released into the atmosphere by all types of vehicles in different cities; (iii)
for the census department, statistics consists of information about the birth rate per
thousand and the sex ratio in different states; (iv) for a share broker, statistics is the
information on changes in share prices over a period of time; and so on.

The average person perceives statistics as a column of figures, various types of graphs,
tables and charts showing the increase and/or decrease in per capita income, wholesale
price index, industrial production, exports, imports, crime rate and so on. The sources
of such statistics for a common man are newspapers, magazines/journals, reports/bulle-
tins, radio, and television. In all such cases the relevant data are collected, numbers
manipulated and information presented with the help of figures, charts, diagrams, and
pictograms; probabilities are quoted, conclusions reached, and discussions held. Efforts
to understand and find a solution (with certain degree of precision) to problems pertain-
ing to social, political, economic, and cultural activities, seem to be unending. All such
efforts are guided by the use of methods drawn from the field of statistics.

The development of mathematics in relation to the probability theory and the advent
of fast-speed computers have substantially changed the field of statistics in the last few
decades. The use of computer software, such as SAS and SPSS, have brought about a
technological revolution. The increasing use of spreadsheet packages like Lotus 1-2-3
and Microsoft Excel have led to the incorporation of statistical features in these pack-
ages. These softwares have made the task of statistical analysis quite convenient and
feasible.

Statistics: The art and
science of collecting,
analysing, presenting, and
interpreting data.

Figure 1.1
Flow Chart of Reasons For Learning
Statistics
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1.3  STATISTICAL THINKING AND ANALYSIS

An integral part of the managerial approach focuses on the quality
of products manufactured or services provided by an organization.
This approach requires the application of certain statistical meth-
ods and the statistical thinking by the management of the organiza-
tion. Statistical thinking can be defined as the thought process that focuses
on ways to identify, control, and reduce variations present in all phenom-
ena. A better understanding of a phenomenon through statistical
thinking and use of statistical methods for data analysis, enhances
opportunities for improvement in the quality of products or ser-
vices. Statistical thinking also allows one to recognize and make in-
terpretations of the variations in a process.

As shown in Fig. 1.2, management philosophy acts as a guide for
laying a solid foundation for total quality improvement efforts. How-
ever, use of behavioural tools such as brainstorming, team-building,
and nominal group decision-making, and statistical methods such as
tables, control charts, and descriptive statistics, are also necessary for understanding
and improving the processes.

The steps of statistical thinking necessary for increased understanding of and im-
provement in the processes are summarized in Fig. 1.3.

1.4  STATISTICS DEFINED 

As Statistical Data The word statistics refers to a special discipline or a collection of
procedures and principles useful as an aid in gathering and analysis of numerical infor-
mation for the purpose of drawing conclusions and making decisions. Since any nu-
merical figure, or figures, cannot be called statistics owing to many considerations which
decide its use, statistical data or mere data is more appropriate expression to indicate
numerical facts.

A few definitions which describe the statistics characteristics are as follows:

• The classified facts respecting the condition of the people in a state . . . espe-
cially those facts which can be stated in numbers or in tables of numbers or in
any tabular or classified arrangement. —Webster

Figure 1.2
Quality Improvement Process Model

Figure 1.3
Flow Chart of Process Improve-
ment
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This definition is quite narrow as it confines the scope of statistics only to such facts and
figures which are related to the conditions of the people in a state.

• By statistics we mean quantitative data affected to a marked extent by multiplicity
of causes. —Yule and Kendall

• By statistics we mean aggregates of facts affected to a marked extent by multiplic-
ity of causes numerically expressed, enumerated, or estimated according to rea-
sonable standards of accuracy, collected in a systematic manner for predeter-
mined purpose and placed in relation to each other. —Horace Secrist

The definition given by Horace is more comprehensive than those of Yule and Kendall.
This definition highlights the following important characteristics

(i) statistics are aggregates of facts,
(ii) statistics are effected to a marked extent by multiplicity of causes,

(iii) statistics are numerically expressed,
(iv) statistics are enumerated or estimated according to reasonable standards of ac-

curacy,
(v) statistics are collected in a systematic manner for a pre-determined purpose,

and
(vi) statistics are placed in relation to each other.

As Statistical Methods  Methods adopted as aids in the collection and analyses of numeri-
cal information or statistical data for the purpose of drawing conclusions and making
decisions are called statistical methods.

Statistical methods, also called statistical techniques, are sometimes loosely referred
to cover ‘statistics’ as a subject in whole. There are two branches of statistics: (i) Math-
ematical statistics and (ii) Applied statistics. Mathematical statistics is a branch of mathemat-
ics and is theoretical. It deals with the basic theory about how a particular statistical
method is developed. Applied statistics, on the other hand, uses statistical theory in
formulating and solving problems in other subject areas such as economics, sociology,
medicine, business/industry, education, and psychology.

The field of applied statistics is not easy because the rules necessary to solve a par-
ticular problem are not always obvious although the guiding principles that underlie
the various methods are identical regardless of the field of their application. As a matter
of fact, experience and judgment are otherwise more necessary to execute a given statis-
tical investigation.

The purpose of this book is limited to discussing the fundamental principles and
methods of applied statistics in a simple and lucid manner so that readers with no
previous formal knowledge of mathematics could acquire the ability to use statistical
methods for making managerial decisions.

A few relevant definitions of statistical methods are given below:

• Statistics is the science which deals with the methods of collecting, classifying,
presenting, comparing and interpreting numerical data collected to throw some
light on any sphere of enquiry. —Seligman

• The science of statistics is the method of judging, collecting natural or social
phenomenon from the results obtained from the analysis or enumeration or
collection of estimates. —King

A. L. Bowley has given the following three definitions keeping in mind various
aspects of statistics as a science:

• Statistics may be called the science of counting.
• Statistics may be called the science of average.
• Statistics is the science of the measurement of social organism regarded as a

whole in all its manifestations.
These definitions confine the scope of statistical analysis only to ‘counting, average,

and applications’ in the field of sociology alone. Bowley realized this limitation and
himself said that statistics cannot be confined to any science. Another definition of statis-
tics given by Croxton and Cowden is as follows:

Quantitative data:
Numerical data measured on
the interval or ratio scales to
describe ‘how much’ or ‘how
many’.
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• Statistics may be defined as a science of collection, presentation, analysis and
interpretation of numerical data. —Croxton and Cowden

This definition has pointed out four stages of statistical investigation, to which one more
stage ‘organization of data’ rightly deserves to be added. Accordingly, statistics may be
defined as the science of collecting, organizing, presenting, analysing, and interpreting
numerical data for making better decisions.

1.5  TYPES OF STATISTICAL METHODS

Statistical methods, broadly, fall into the following two categories:

(i) Descriptive statistics, and
(ii) Inferential statistics

Descriptive statistics includes statistical methods involving the collection, presentation,
and characterization of a set of data in order to describe the various features of that set of
data.

In general, methods of descriptive statistics include graphic methods and numeric
measures. Bar charts, line graphs, and pie charts comprise the graphic methods, whereas
numeric measures include measures of central tendency, dispersion, skewness, and kur-
tosis.

Inferential statistics includes statistical methods which facilitate estimating the charac-
teristic of a population or making decisions concerning a population on the basis of
sample results. Sample and population are two relative terms. The larger group of units
about which inferences are to be made is called the population or universe and a sample
is a fraction, subset, or portion of that universe.

Inferential statistics can be categorized as parametric or non-parametric. The use of
parametric statistics is based on the assumption that the population from which the
sample is drawn, is normally distributed. Parametric statistics can be used only when
data are collected on an interval or ratio scale. Non-parametric statistics makes no explicit
assumption regarding the normality of distribution in the population and is used when
the data are collected on a nominal or ordinal scale.

The need for sampling arises because in many situations data are sought for a large
group of elements such as individuals, companies, voters, households, products,
customers, and so on to make inferences about the population that the sample represents.
Thus, due to time, cost, and other considerations data are collected from only a small
portion of the population called sample. The concepts derived from probability theory
help to ascertain the likelihood that the analysis of the characteristic based on a sample
do reflect the characteristic of the population from which the sample is drawn. This
helps the decision-maker to draw conclusions about the characteristics of a large
population under study.

Following definitions are necessary to understand the concept of inferential statistics:

• A process is a set of conditions that repeatedly come together to transform inputs
into outcomes. Examples includes a business process to serve customers, length
of time to complete a banking transaction, manufacturing of goods, and so on.

• A population (or universe) is a group of elements or observations relating to a
phenomenon under study for which greater knowledge and understanding is
needed. The observations in population may relate to employees in a company,
a large group of manufactured items, vital events like births and deaths or road
accidents. A population can be finite or infinite according to the number of
observations under statistical investigation.

• A statistical variable is an operationally defined characteristic of a population or
process and represents the quantity to be observed or measured.

• A sample is a group of some, but not all, of the elements or observations of a
population or process. The individual elements of a sample are called sampling
or experimental units.

• A parameter is a descriptive or summary measure (a numerical quantity) associated
with a statistical variable that describes a characteristic of the entire population.

Inferential statistics: It
consists of procedures used
to make inferences about
population characteristics on
the basis of sample results.

Sample: A subset (portion)
of the population.

Descriptive statistics: It
consists of procedures used
to summarize and describe
the characteristics of a set of
data.
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• A statistic is a numerical quantity that describes the characteristic of a sample
drawn from a population.

For example, a manufacturer who produces electrical coils wanted to learn the average
resistance of coils. For this he selects a sample of coils at regular intervals of time and
measures the resistance of each. If the sample average does not fall within the specified
range of variations, the process controls are checked and adjustments are made. In this
example, the population or universe would be all the coils being produced by the
manufacturing process; the statistical variable is the resistance of a coil; statistic is the
average resistance of coils in a given sample; parameters of interest are the average
resistance and variation in resistance among manufactured coils; and sampling units are
the coils selected for the sample.

1.6  IMPORTANCE AND SCOPE OF STATISTICS

The scope of applications of statistics has assumed unprecedented dimensions these
days. Statistical methods are applicable in all diversified fields such as economics, trade,
industry, commerce, agriculture, bio-sciences, physical sciences, educations, astronomy,
insurance, accountancy and auditing, sociology, psychology, meteorology, and so on.
Bringing out its wide applications, Carrol D. Wright (1887), United States Commis-
sioner of the Bureau of Labour, has explained the importance of statistics in saying so:

To a very striking degree our culture has become a statistical culture. Even a
person who may never have heard of an index number is affected by those index
numbers which describe the cost of living. It is impossible to understand Psy-
chology, Sociology, Economics or a Physical Science without some general idea
of the meaning of an average, of variation, of concomitance of sampling, of how
to interpret charts and tables.

In the recent past, statistics has acquired its importance as a subject of study in the
curricula of many other disciplines. According to the statistician, Bowley, ‘A knowledge of
statistics is like a knowledge of foreign language or of algebra, it may prove of use at any time
under any circumstances’.

Given below is a brief discussion on the importance of statistics in a few other impor-
tant disciplines.

1.6.1  Statistics and the State

A state in the modern setup collects the largest amount of statistics for various purposes.
It collects data relating to prices, production, consumption, income and expenditure,
investments, and profits. Popular statistical methods such as time-series analysis, index
numbers, forecasting, and demand analysis are extensively practised in formulating eco-
nomic policies. Governments also collect data on population dynamics in order to ini-
tiate and implement various welfare policies and programmes.

In addition to statistical bureaus in all ministries and government departments in
the Central and state governments, other important agencies in the field are the Central
Statistical Organisation (CSO), National Sample Survey Organization (NSSO), and the
Registrar General of India (RGI).

1.6.2  Statistics in Economics

Statistical methods are extensively used in all branches of economics. For example:

(i) Time-series analysis is used for studying the behaviour of prices, production
and consumption of commodities, money in circulation, and bank deposits and
clearings.

(ii) Index numbers are useful in economic planning as they indicate the changes
over a specified period of time in (a) prices of commodities, (b) imports and
exports, (c) industrial/agricultural production, (d) cost of living, and the like.

(iii) Demand analysis is used to study the relationship between the price of a com-
modity and its output (supply).
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(iv) Forecasting techniques are used for curve fitting by the principle of least squares
and exponential smoothing to predict inflation rate, unemployment rate, or
manufacturing capacity utilization.

1.6.3  Statistics in Business Management

According to Wallis and Roberts, ‘Statistics may be regarded as a body of methods for
making wise decisions in the face of uncertainty.’ Ya-Lin-Chou gave a modified defini-
tion over this, saying that ‘Statistics is a method of decision making in the face of uncer-
tainty on the basis of numerical data and calculated risks.’ These definitions reflect the
applications of statistics in the development of general principles for dealing with uncer-
tainty.

Statistical reports provide a summary of business activities which improves capabil-
ity of making more effective decisions regarding future activities. Discussed below are
certain activities of a typical organization where statistics plays an important role in their
efficient execution.

Marketing Before a product is launched, the market research team of an organization,
through a pilot survey, makes use of various techniques of statistics to analyse data on
population, purchasing power, habits of the consumers, competitors, pricing, and a
hoard of other aspects. Such studies reveal the possible market potential for the product.

Analysis of sales volume in relation to the purchasing power and concentration of
population is helpful in establishing sales territories, routing of salesman, and advertis-
ing strategies to improve sales.

Production Statistical methods are used to carry out R&D programmes for improvement
in the quality of the existing products and setting quality control standards for new ones.
Decisions about the quantity and time of either self-manufacturing or buying from out-
side are based on statistically analysed data.

Finance A statistical study through correlation analysis of profit and dividend helps to
predict and decide probable dividends for future years. Statistics applied to analysis of
data on assets and liabilities and income and expenditure, help to ascertain the financial
results of various operations.

Financial forecasts, break-even analysis, investment decisions under uncertainty—
all involve the application of relevant statistical methods for analysis.

Personnel In the process of manpower planning, a personnel department makes statis-
tical studies of wage rates, incentive plans, cost of living, labour turnover rates, employ-
ment trends, accident rates, performance appraisal, and training and development
programmes. Employer-employee relationships are studied by statistically analysing vari-
ous factors—wages, grievances handling, welfare, delegation of authority, education and
housing facilities, and training and development.

1.6.4  Statistics in Physical Sciences

Currently there is an increasing use of statistical methods in physical sciences such as
astronomy, engineering, geology, meteorology, and certain branches of physics. Statisti-
cal methods such as sampling, estimation, and design of experiments are very effective in
the analysis of quantitative expressions in all fields of most physical sciences.

1.6.5  Statistics in Social Sciences

The following definitions reflect the importance of statistics in social sciences.

• Statistics is the science of the measurement of social organism, regarded as a
whole in all its manifestations. —Bowley

• The science of statistics is the method of judging collective, natural or social
phenomenon from the results obtained from the analysis, enumeration or col-
lection of estimates. —W. I. King
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Some specific areas of applications of statistics in social sciences are as listed below:

(i) Regression and correlation analysis techniques are used to study and isolate all
those factors associated with each social phenomenon which bring out the changes
in data with respect to time, place, and object.

(ii) Sampling techniques and estimation theory are indispensable methods for con-
ducting any social survey pertaining to any strata of society, and drawing valid
inferences.

(iii) In sociology, statistical methods are used to study mortality (death) rates, fertility
(birth rates) trends, population growth, and other aspects of vital statistics.

1.6.6  Statistics in Medical Sciences

The knowledge of statistical techniques in all natural sciences—zoology, botany, meteo-
rology, and medicine—is of great importance. For example, for proper diagnosis of a
disease, the doctor needs and relies heavily on factual data relating to pulse rate, body
temperature, blood pressure, heart beats, and body weight.

An important application of statistics lies in using the test of significance for testing
the efficacy of a particular drug or injection meant to cure a specific disease. Compara-
tive studies for effectiveness of a particular drug/injection manufactured by different
companies can also be made by using statistical techniques such as the t-test and F-test.

To study plant life, a botanist has to rely on data about the effect of temperature, type
of environment, and rainfall, and so on.

1.6.7  Statistics and Computers

Computers and information technology, in general, have had a fundamental effect on
most business and service organizations. Over the last decade or so, however, the advent
of the personal computer (PC) has revolutionized both the areas to which statistical
techniques are applied. PC facilities such as spreadsheets or common statistical packages
have now made such analysis readily available to any business decision-maker. Comput-
ers help in processing and maintaining past records of operations involving payroll
calculations, inventory management, railway/airline reservations, and the like. Use of
computer softwares, however, presupposes that the user is able to interpret the com-
puter outputs that are generated.

Remark We discussed above the usefulness of statistical techniques in some important
fields. However, the scope of statistics is not limited to these only. Statistical data and
methods are useful to banking, research and development, insurance, astronomy, ac-
countancy and auditing, social workers, labour unions, chambers of commerce, and so
on.

1.7  LIMITATIONS OF STATISTICS

Although statistics has its applications in almost all sciences—social, physical, and natu-
ral—it has its own limitations as well, which restrict its scope and utility.

1.7.1  Statistics Does Not Study Qualitative Phenomena

Since statistics deals with numerical data, it cannot be applied in studying those prob-
lems which can be stated and expressed quantitatively. For example, a statement like
‘Export volume of India has increased considerably during the last few years’ cannot be
analysed statistically. Also, qualitative characteristics such as honesty, poverty, welfare,
beauty, or health, cannot directly be measured quantitatively. However, these subjective
concepts can be related in an indirect manner to numerical data after assigning particu-
lar scores or quantitative standards. For example, attributes of intelligence in a class of
students can be studied on the basis of their Intelligence Quotients (IQ) which is consid-
ered as a quantitative measure of the intelligence.



C H A P T E R  1 S T A T I S T I C S :  A N  O V E R V I E W 9

1.7.2  Statistics Does Not Study Individuals

According to Horace Secrist ‘By statistics we mean aggregate of facts effected to a marked extent
by multiplicity of factors . . . and placed in relation to each other.’ This statement implies that
a single or isolated figure cannot be considered as statistics, unless it is part of the
aggregate of facts relating to any particular field of enquiry. For example, price of a
single commodity or increase or decrease in the share price of a particular company
does not constitute statistics. However, the aggregate of figures representing prices, pro-
duction, sales volume, and profits over a period of time or for different places do consti-
tute statistics.

1.7.3  Statistics Can be Misused

Statistics are liable to be misused. For proper use of statistics one should have enough
skill and experience to draw accurate and sensible conclusions. Further, valid results
cannot be drawn from the use of statistics unless one has a proper understanding of the
subject to which it is applied.

The greatest danger of statistics lies in its use by those who do not possess sufficient
experience and ability to analyse and interpret statistical data and draw sensible conclu-
sions. Bowley was right when he said that ‘statistics only furnishes a tool though imperfect
which is dangerous in the hands of those who do not know its use and deficiencies.’ For example,
the conclusion that smoking causes lung cancer, since 90 per cent of people who smoke
die before the age of 70 years, is statistically invalid because here nothing has been
mentioned about the percentage of people who do not smoke and die before reaching
the age of 70 years. According to W. I. King, ‘statistics are like clay of which you can make a
God or a Devil as you please.’ He also remarked, ‘science of statistics is the useful servant but
only of great value to those who understand its proper use.’

1.8  HOW TO LIE WITH STATISTICS

Despite the happy use of statistics and statistical methods in almost every profession, it is
still distrusted. Statistics is considered one of the three types of lies: lies, damn lies, and
statistics. Listed below may be two reasons for such a notion being held by people about
statistics.

(i) Figures being innocent and convincing, are easily believable.
(ii) Figures which support a particular statement may not be true. Such figures may

be incomplete, inaccurate, or deliberately manipulated by prejudiced persons
in an attempt to deceive the user or attain ones own motive.

Table 1.1 lists some of the personal qualities and attributes considered necessary for an
individual to be an effective statistician:

Table 1-1 Personal Qualities and Attributes For A Statistician*

An effective statistician

• is well-trained in the theory and practice of statistics. • has a pleasing personality and is able to work with others.
• is an effective problem-solver. • gets highly involved in solving organizational problems.
• has good oral and written communication skills. • is able to extend and develop statistical methodology.
• can work within the constraints of real-life. • can adapt quickly to new problems and challenges.
• knows how to use computers to solve problems. • produces high quality work in an orderly and timely
• understands the realities of statistical practices. fashion.

* Source: “Preparing Statistics for Cancers in Industry,” The American Statistician, Vol. 34, No. 2, May 1980.
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C o n c e p t u a l  Q u e s t i o n s  1 A

1. What is statistics? How do you think that the knowledge
of statistics is essential in management decisions. Give ex-
amples.

2. Write a brief note on the application of statistics in busi-
ness and industry.

3. Discuss the meaning and scope of statistics, bringing out
its importance particularly in the field of trade and com-
merce.

4. (a) How far can statistics be applied for business decisions?
Discuss briefly bringing out limitations, if any

(b) Define ‘statistics’ and give its main limitations.
5. (a) Explain how statistics plays an important role in man-

agement planning and decision-making?
(b) Define statistics and statistical methods. Explain the

uses of statistical methods in modern business.
[Vikram Univ., MBA, 1996]

6. Statistical methods are the most dangerous tools in the
hands of an inexpert. Examine this statement. How are
statistics helpful in business and industry? Explain.

[Delhi Univ., MBA, 1999]
7. (a) Define statistics. Discuss its applications in the man-

agement of business enterprises. What are its limita-
tion, if any.

[Jodhpur Univ., MBA; HP Univ., MBA, 1996]
(b) Explain the utility of statistics as a managerial tool.

Also discuss its limitations.
[Osmania Univ., MBA, 1998]

8. What role does Business Statistics play in the manage-
ment of a business enterprise? Examine its scope and limi-
tations. [Delhi Univ., MBA, 1998]

9. (a) Statistics are like clay of which you can make a God or
Devil, as you please. Explain.

(b) There are three known lies : lies, dam-lies and statis-
tics. Comment on this statement and point out the
limitations of statistics.

10. Discuss briefly the applications of Business Statistics, point-
ing out their limitations, if any. [Delhi Univ., MBA, 1997]

11. Describe the main areas of business and industry where
statistics are extensively used.

12. Statistics affects everybody and touches life at many points.
It is both a science and an art. Explain this statement with
suitable examples.

13. With the help of few examples explain the role of statistics
as a managerial tool.

14. ‘Statistics in the science of estimates and probabilities’.
Explain the statement and discuss the role of statistics in
the management of business enterprises.

15. Are statistical methods likely to be of any use to a business
firm ? Illustrate your answer with some typical business
problems and the statistical techniques to be used there.

[HP Univ., MBA, 1996; Delhi Univ., MBA, 2000;
Roorkee Univ., MBA, 2000]

16. ‘Statistics is a body of methods for making wise decisions
in the face of uncertainty’. Comment on the statement
bringing out clearly how statistics helps in business deci-
sion-making. [Osmania Univ., MBA, 1996]

17. ‘Statistical thinking will one day be as necessary for effi-
cient citizenship as the ability to read and write’ Com-
ment. Also give two examples, of how the science of statis-
tics could be of use in managerial decision-making.

[HP Univ., MBA, 1996]
18. ‘Statistics is a method of decision-making in the face of

uncertainty on the basis of numerical data and calculated
risks’. Comment and explain with suitable illustrations.

[Delhi Univ., MBA, 1992, 1993]
19. ‘Without adequate understanding of statistics, the investi-

gator in social sciences may frequently be like the blind
man grouping in a dark closet for a black cat that is not
there’. Comment. Give two examples of the use and abuse
of statistics in business.

20. One can say that statistical inference includes an interest in
statistical description as well, since the ultimate purpose of
statistical inference is to describe population data. Does
statistical inference differ from statistical description? Dis-
cuss.

21. What characteristics are inevitable in virtually all data and
why is the understanding of it important?

22. ‘Modern statistical tools and techniques are important for
improving the quality of managerial decisions’. Explain
this statement and discuss the role of statistics in the plan-
ning and control of business. [HP Univ., MBA, 1998]

23. ‘The fundamental gospel of statistics is to push back the
domain of ignorance, rule of thumb, arbitrary or prepare
decisions, traditions, and dogmatism, and to increase the
domain in which decisions are made and principles are
formulated on the basis of analysed quantitative facts’.
Explain the statement with the help of a few business
examples. [Osmania Univ., MBA, 1999]

24. ‘Statistics are numerical statements of facts but all facts
numerically stated are not statistics’. Comment upon the
statement.

25. (a) Define statistics. Why do some people look at this
science with an eye of distrust?

(b) ‘The  science of statistics is the most useful servant
but only of great value to those who understand its
proper use’. Discuss.

26. Bring out the applications of statistics in economics and
business administration as a scientific tool. Also point out
any two limitations of statistics.

[CA Foundation, May 1996]
27. Give an example of the use of descriptive statistics and

inferential statistics in each of the following areas of appli-
cation in a business firm.
(a) Production management
(b) Financial management
(c) Marketing management
(d) Personnel management

28. Discuss the differences between statistics as numerical facts
and as a discipline or field of study.

29. ORG conducts weekly surveys of television viewing
throughout the country. The ORG statistical ratings indi-
cate the size of the viewing audience for each major net-
work television programme. Rankings of the television
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programmes and of the viewing audience market shares
for each network are published each week.
(a) What is the organization, ORG, attempting to mea-

sure?

(b) What is the population?
(c) Why would a sample be used for this situation?
(d) What kinds of decisions or actions are based on the

ORG studies?

1.9  NEED FOR DATA

Statistical data are the basic material needed to make an effective decision in a particular
situation. The main reasons for collecting data are as listed below:

(i) To provide necessary inputs to a given phenomenon or situation under study.
(ii) To measure performance in an ongoing process such as production, service,

and so on.
(iii) To enhance the quality of decision-making by enumerating alternative courses of

action in a decision-making process, and selecting an appropriate one.
(iv) To satisfy the desire to understand an unknown phenomenon.
(v) To assist in guessing the causes and probable effects of certain characteristics in

given situations.

For any statistical analysis to be useful, the collection and use of input data is extremely
important. One can collect an enormous amount of data on a subject of interest in a
compact and usuable form from the internet. However, the reliability of such data is
always doubtful. Thus, before relying on any interpreted data, either from a computer,
internet or other source, we should study answers to the following questions: (i) Have
data come from an unbaised source, that is, source should not have an interest in supplying
the data that lead to a misleading conclusion, (ii) Do data represent the entire population
under study i.e. how many observations should represent the population, (iii) Do the
data support other evidences already available. Is any evidence missing that may cause to
arrive at a different conclusion? and (iv) Are data support the logical conclusions drawn.
Have we made conclusions which are not supported by data.

Nowadays computers are extensively used for processing data so as to draw logical
conclusions. Since a computer is only a machine used for fast processing of input data,
the output data received are only as accurate as the data that is fed in. The decision-
maker thus needs to be careful that the data he is using comes from a valid source and
evidences that might cause him to arrive at a different conclusion are not missing.

In order to design an experiment or conduct a survey one must understand the
different types of data and their measurement levels.

1.9.1  Types of Data
Statistical data are the outcome of a continuous process of measuring, counting, and/or
observing. These may pertain to several aspects of a phenomenon (or a problem) which
are measurable, quantifiable, countable, or classifiable. While conducting a survey or
making a study, an investigator develops a method to ask several questions to deal with
the variety of characteristics of the given population or universe. These characteristics
which one intends to investigate and analyse are termed as variables. The data, which are
the observed outcomes of these variables, may vary from response to response. Consumer
behaviour (attitude), profit/loss to a company, job satisfaction, drinking and/or smoking
habits, leadership ability, class affiliation or status are examples of a variable.

Table 1.2 summarizes the types of variables which can be studied to yield the observed
outcomes in relation to the nature of data, information, and measurement.

Table 1.2 Nature of Data, Information, and Measurement

Data Type                              Information Type Measurement Type

Categorical → Do you practice Yoga? Yes     No 
Discrete → How many books do you have

Numerical in your library? Number
Continuous → What is your height? Centimetres or Inches
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It may be noted from Table 1.2 that categorical variables are those which are not ex-
pressed in numerical terms. Sex, religion, and language are a few examples of such
variables. The numerical variables are classified into two categories:

(i) Discrete variables—which can only take certain fixed integer numerical values.
The number of cars sold by Maruti Udyog Ltd. in 2001, or the number of
employees in an organization are examples of discrete variables.

(ii) Continuous variables—which can take any numerical value. Measurement of
height, weight, length, in centimetres/inches, grams/kilograms are a few ex-
amples of continuous variables.

Remark: Discrete data are numerical measurements that arise from a process of count-
ing, while continuous data are numerical measurements that arise from a process of mea-
suring.

A flow chart of the research process is shown in Fig. 1.4.

1.10  PRINCIPLES OF MEASUREMENT

Just as there are rules or guidelines that have to be followed to ensure that the wording
of the questionnaire is appropriate to minimize bias, so also are some principles of
measurement that are to be followed to ensure that the data collected are appropriate to
test our hypothesis. These principles of measurement ecompass the scales and scaling
techniques used in measuring concepts, as well as the assessment of reliability and valid-
ity of the measures used. Appropriate scales have to be used depending on the type of
data that need to be obtained. Once data are obtained, the “goodness of data” is assessed
through tests of validity and reliability. Validity established how well a technique, or a
process measures a particular concept, the reliability indicates how stably and consis-
tently the technique measures the variable.

In general, the principles of measurement (scaling) has three characteristics:

1. Numbers are ordered. One number is less than, equal to or greater than another
number.

2. Difference between numbers are ordered. The difference between any pair of
numbers is greater than, less than or equal to the difference between any other
pair of numbers.

3. The number series has a unique origin indicated by the number zero.

Figure 1.4
A Flowchart of the Research
Process
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Nominal scale: A scale of
measurement for a variable
that uses a label (or name) to
identify an attribute of an
element of the data set.

Ordinal scale: A scale of
measurement for a variable
that is used to rank (or
order) observations in the
data set.

The combinations of these characteristics of order, distance and origin provide the
following widely used classification of measurement scales:

Scale of Characteristics of Basic Impirical Operation
Measurement Measurement

• Nominal No order, distance
or unique origin

• Ordinal Order but no distance
or unique origin

• Interval Both order and distance
but not unique

• Ratio Order, distance and
unique origin

Nominal Scale In nominal scaling the numerical values are either named or categorized
in such as way that these values are mutually exclusive and collectively exhaustive. For
example, shirt numbers in a football or cricket match are measured at a nominal level. A
player wearing a shirt number 24 is not more of anything than a player wearing a shirt
number 12 and is certainly not twice the number 12. In other words, if we use numbers
to identify categories, they are recognised as levels only and have no qualitative value.

Nominal classifications may consists of any other number to separate groups if such
groups are mutually exclusive and collectively exhaustive. For example, based on a nominal
scale: each of the respondent has to fit into one of the six categories of nationality and
scale will allow computation of the percentage of respondents who fit into each of these
six categories

• Indian • Srilankan
• Nepalise • Bhottanis
• Pakistanis • Others

Nominal scale is said to be least powerful among four scales because this scale sug-
gest no order or distance relationship and have no arithmetic origin. Few examples of
nominal scaling are: sex, blood type, religion, nationality, etc.

Nominal scale is usually used for obtaining personal data such as gender, place of
work, and so on, where grouping of individuals or objects is useful, as illustrated below.

1. Your gender 2. Your place of work
• Male • Production • Finance
• Female • Sales • Personnel

Ordinal Scale In ordinal scaling the numerical values are categorised to denote qualita-
tive differences among the various categories as well as rank-ordered the categories in
some meaningful way according to some preference. The preferences would be ranked
from best to worst, first to last, numbered 1, 2, and so on.

The ordinal scale not only indicates the differences in the given items but also gives
some information as to how respondents distinguish among these items by rank order-
ing them. However, the ordinal scale does not give any indication of the magnitude of
the differences among the ranks, i.e. this scale implies a statement of ‘greater than’ or
‘less than’ (an equality statement is also acceptable) without stating how much greater or
less. The real difference between ranks 1 and 2 may be more or less than the difference
between ranks 4 and 5. The interval between values is not interpretable in an ordinal
measure.

Determination of categorical information.
Numbers only identify groups which can-
not be ordered
Determination of greater or lesser values.
Num-bers allow ranking but no arith-
metic
Determination of equality of intervals or
differences. Intervals between numbers
are meaningful
Determination of equality of ratios. Inter-
vals between numbers are meaningful and
also their ratio as the lowest value is a
meaningful zero.
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Besides ‘greater than’ and ‘less than’ measurements other measurements such as
‘superior to’, ‘happier than’ or ‘above’ may also be used as ordinal scale.

Oridinal scale is usually used to rate the preference or usage of various brands of a
product by individuals and to rank individuals, objects, or events. For example, rank
the following personal computers with respect to their usage in your office, assigning
the number 1 to the most used system, 2 to the next most used, an so on. If particular
system is not used at all in your office, put a 0 against it.

IBM/AT Compaq
IBM/XT AT&T
Apple II Tandy 2000
Macintosh Zenith

Interval Scale An interval scale allows us to perform certain arithmetical operations on
the data collected from  the respondents. Whereas the nominal scale only allows us to
qualitatively distinguish groups by categorizing them into mutually exclusive and collec-
tively exhaustive sets, the oridinal scale allows us to rank-order the preferences, and the
interval scale allows us to compute the mean and the standard deviation of the responses
on the variables. In other words, the interval scale not only classify individuals accord-
ing to certain categories and determines order of these categories; it also measure the
magnitude of the differences in the preferences among the individuals.

In interval measurement the distance between attributes does have meaning. For
example, when we measure temperature (in Fahrenheit), the distance from 30–40 is
same as distance from 70–80. The interval values in interpretable. Because of this, it
makes sense to compute an average of an interval variable, where it doesn’t make sense to
do so for oridinal scales.

Interval scale is used when responses to various questions that measure a variable
can be determined on a five-point (or seven-point or any other number of points) scale.
For example, respondents may be asked to indicate their response to each of the ques-
tions by circling the number that best describes their feeling.

Strongly Disagree Neutral Agree Strongly
Disagree Agree

1 2 3 4 5

1. My job offers me a chance to test my 1 2 3 4 5
abilities.

2. Mastering this job meant a lot to me. 1 2 3 4 5
3. Doing this job well is a reward in itself. 1 2 3 4 5
4. Considering the time spent on the job, I 2 3 4 5

feel thoroughly familiar with my tasks
and responsibilities.

Ratio Scale The ratio scale has an absolute measurement point. Thus the ratio scale not
only measures the magnitude of the differences between points on the scale but also
provides the proportions in the differences. It is the most powerful of the four scales
because it has a unique zero origin. For example, a person weighing 90 kg is twice as
heavy as one who weighs 45 kg. Since multiplying or dividing both of these numbers (90
and 45) by any given number will preserve the ratio of 2 : 1. The measure of central
tendency of the ratio scale could either be arithmetic or geometric mean and the mea-
sure of dispersion could either be standard deviation or variance, or coefficient of varia-
tion.

Ratio scales are usually used in organizational research when exact figures on objective
(as opposed to subjective) factors are desired. Few examples are as under:

1. How many other organizations did you work for before joining this job?
2. Please indicate the number of children you have in each of the following catego-

ries:

Interval scale: A scale of
measurement for a variable
in which the interval
between observations is
expressed in terms of a fixed
standard unit of measure-
ment.

Ratio scale: A scale of
measurement for a variable
that has interval measurable
is standard unit of measure-
ment and a meaningful
zero, i.e. the ratio of two
values is meaningful.
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• over 6 years but under 12
• 12 years and over

3. How many retail outlets do you operate?

The responses could range from 0 to any figure.

Graphic Rating Scale A graphical representation helps the respondent to indicate
the response to a particular question by placing a mark at the appropriate point on
the line as in the adjoining example.

Itemized Rating Scale This scale helps the respondent to choose one option that is
most relevant for answering certain questions as in the following examples.

(a) Not at all Somewhat Moderately Very much
interested interested interested interested

How would you rate your interest 1 2 3 4
in changing organizational policies?

(b) Extremely Rather Quite Very Excellent
Poor Poor Well Well

How well is the new 1 2 3 4 5
distribution channel working?

Other Measurement Scales

(a)  Continuous rating scales
Type A

0 10 20 30 40 50 60 70 80 90 100
Unfavourable Neutral Favourable

Type B

 Unfavourable Favourable
(b)  Itemized rating scale
Type A
Favourable Unfavourable
_________ : _________ : _________ : _________ : _________ : _________ : _________
extremely quite slightly neither slightly quite extremely

Type B
Favourable           Unfavourable
_________ : _________ : _________ : _________ : _________ : _________ : _________
Type C
Favourable

Unfavourable
_________ : _________ : _________ : _________ : _________ : _________ : _________

7 6 5 4 3 2 1
Type D
Favourable Unfavourable

7 6 5 4 3 2 1
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(c)  Stapel scale
Perfectly 7 6 5 4 3 2 1 Not at all
For example describe your visit to Shimla during January

safe _____ boring _____
pleasant _____ status _____
risky _____ enjoyable _____
necessary _____ old _____
useless _____ valuable _____
attractive _____ cold _____

Similarly, given on the next page are five characteristics of an automobile. Allocate
100 points among the characteristics such that the allocation represents the importance
of each characteristic to you. The more points a characteristic receives, the more impor-
tant it is. If the characteristic is not at all important, it is possible to assign zero points. If
a characteristic is twice as important as some other, then it should receive twice as many
points.

Characteristics Number of Points
•  Styling 50
•  R ide 10
•  Petrol mileage 35
•  Warranty 5
•  Closeness to dealer 0

100

(d)  Semantic differential scale

Describe going to Delhi during the summer vacations:
important _____ : _____ : _____ : _____ : _____ : _____ : _____ unimportant
worthless _____ : _____ : _____ : _____ : _____ : _____ : _____ valuable
good _____ : _____ : _____ : _____ : _____ : _____ : _____ bad
rewarding _____ : _____ : _____ : _____ : _____ : _____ : _____ punishing
useful _____ : _____ : _____ : _____ : _____ : _____ : _____ useless
pessimistic _____ : _____ : _____ : _____ : _____ : _____ : _____ optimistic
hard _____ : _____ : _____ : _____ : _____ : _____ : _____ soft
boring _____ : _____ : _____ : _____ : _____ : _____ : _____ interesting
active _____ : _____ : _____ : _____ : _____ : _____ : _____ passive
compulsory _____ : _____ : _____ : _____ : _____ : _____ : _____ voluntary
serious _____ : _____ : _____ : _____ : _____ : _____ : _____ humorous

pleasant _____ : _____ : _____ : _____ : _____ : _____ : _____ unpleasant

1.11 SOURCES OF DATA

The choice of a data collection method from a particular source depends on the facilities
available, the extent of accuracy required in analyses, the expertise of the investigator,
the time span of the study, and the amount of money and other resources required for
data collection. When the data to be collected are very voluminous and require huge
amounts of money, manpower, and time, reasonably accurate conclusions can be drawn
by observing even a small part of the population provided the concept of sampling is
used objectively.

Data sources are classified as (i) primary sources, and (ii) secondary sources.

1.11.1  Primary Data Sources

Individuals, focus groups, and/or panels of respondents specifically decided upon and
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set up by the investigator for data collection are examples of primary data sources. Any
one or a combination of the following methods can be chosen to collect primary data:

(i) Direct personal observations
(ii) Direct or indirect oral interviews

(iii) Administrating questionnaires

The methods which may be used for primary data collection are briefly discussed
below:

Observation  In observational studies, the investigator does not ask questions to seek
clarifications on certain issues. Instead he records the behaviour, as it occurs, of an event
in which he is interested. Sometimes mechanical devices are also used to record the
desired data.

Studies based on observations are best suited for researches requiring non-self re-
port descriptive data. That is, when respondents’ behaviours are to be understood with-
out asking them to part with the needed information. Diverse opinions in the diagnosis
of a particular disease could be an example of an observational study.

Certain difficulties do arise during the collection of such data on account of (i) the
observer’s training, philosophy, opinions, and expectations, (ii) the interdependence of
observations and inferences, and (iii) the inadequacies of the sense organs causing sig-
nificant variations in the observations of the same phenomenon.

Interviewing  Interviews can be conducted either face-to-face or over telephone. Such
interviews provide an opportunity to establish a rapport with the interviewer and help
extract valuable information. Direct interviews are expensive and time-consuming if a
big sample of respondents is to be personally interviewed. Interviewers’ biases also come
in the way. Such interviews should be conducted at the exploratory stages of research to
handle concepts and situational factors.

Telephone interviews help establish contact with interviewers spread over distantly
separated geographic locations and obtain responses quickly. This method is effective only
when the interviewer has specific questions to ask the needs and responses promptly. Since
the interviewer in this case cannot observe the non-verbal responses at the other end, the
respondent can unilaterally terminate the interview without warning or explanation.

Questionnaire  It is a formalized set of questions for extracting information from the
target respondents. The form of the questions should correspond to the form of the
required information. The three general forms of questions are: dichotomous (yes/no re-
sponse type); multiple choice, and open-ended. A questionnaire can be administered per-
sonally or mailed to the respondents. It is an efficient method of collecting primary data
when the investigator knows what exactly is required and how to measure such variables
of interest as:

• Behaviour—past, present, or intended.
• Demographic characteristics—age, sex, income, and occupation.
• Level of knowledge.
• Attitudes and opinions.

As such there are no set principles that must be used to design a questionnaire.
However, general principles of questionnaire design based on numerous studies and
experiences of survey researchers are shown in Fig. 1.5. A good questionnaire does,
however, require the application of common sense, concern for the respondent, a clear
concept of the information needed, and a thorough pre-testing of the questionnaire.

1. The wording and design of questions The writing of good questions is an art, and a
time-consuming art at that! In order to obtain valid and reliable responses one needs
well-worded questions. There are a number of pitfalls to be avoided:

• Open Ended Versus Closed Questions: Open-ended questions allow respondents to
answer them in any way they choose. Examples of an open-ended question are :

(i) State five things that are interesting and challenging in the job,
(ii) What you like about your supervisors or work environment,
(iii) What is you opinion about investment portfolio of your organization.

Questionnaire: A set of
questions for extracting
information from the target
respondents.
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A closed question, would ask the respondents to make choices among a set of alternatives.
For instance, instead of asking the respondent to state any five aspects of the job that are
interesting and challenging, the researcher might list ten or fifteen characteristics that
might seem interesting or challenging in jobs and ask the respondent to rank the first
five among these.

Closed questions help the respondent to make quick decision by making a choice
among the several alternatives that are provided. They also help the researcher to code
the information easily for subsequent analysis. Of course, care has to be taken to ensure
that the alternatives are mutually exclusive and collectively exhaustive. If there are over-
lapping categories, or if all possible alternatives are not given (i.e., the categories are not
exhaustive), the respondents might get confused and the advantage of making a quick
decision may be lost.

• Positively and Negatively Worded Questions: Instead of phrasing all questions posi-
tively, it is advisable to include some negatively worded questions also, so that it
minimizes the tendency in respondents to mechanically circle the points toward
one end of the scale. For example, a set of six questions are used to measure the
variable ‘perceived success’ on a five-point scale, with 1 being ‘very low’ and 5 being
‘very high’ on the scale. A respondent who is not particularly interested in com-
pleting the questionnaire is more likely to stay involved and remain alert while
answering the questions when positively and negatively worded questions are in-
terspersed in the questionnaire. For instance, if the respondent had circled 5 for a
positively worded question such as, ‘I feel I have been able to accomplish a number
of different things in my job’ he cannot circle number 5 again to the negatively
worded questions, ‘I do not feel I am very effective in my job.’ The use of double
negatives and excessive they tend to confuse respondents. For instance, it is better
to say ‘Coming to work is not great fun’ than to say ‘Not coming to work is greater
fun than coming to work.’ Likewise, it is better to say ‘The strong people need no
tonics’ than to say ‘Only the strong should be given no tonics.’

• Double-Barreled Questions: A question that lends itself to different possible answers to
its subparts is called a double-barreled question. Such questions should be avoided

Figure 1.5
Principles of Questionnaire Design
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and two or more separate questions should be ask. For example, the question “Do
you think there is a good market for the product and that it will sell well? could
bring a ‘yes’ response to the first part (i.e., there is a good market for the product)
and a ‘no’ response to the latter part (i.e., it will not sell well—for various other
reasons). In this case, it would be better to ask two questions such as: (a) ‘Do you
think there is a good market for the product?’ (b) ‘Do you think the product will sell
well?’

• Ambigious Questions: Questions that can be interpreted different by different re-
spondents should be avoided. For example, for the question such as: ‘To what
extent would you say you are happy?’, the respondent might not be sure whether
the question refers to his feelings at the workplace, or at home, or in general.
Because, respondent might presume that the question relates to the workplace. Yet
the researcher might have intended to inquire about the, overall degree of satisfac-
tion that the respondent experiences in everyday life–a feeling not specific to the
workplace alone or at home.

• Level of Wording: It is important to tailor the level of wording of questions in
accordance with the understanding respondents’. Jargons are to be avoided, and it
should be established in the pilot study that the respondents understand the con-
cepts. For instance, asking questions about ‘Trisomy 21’ might be inappropriate
while ‘mongolism’ or ‘Down syndrome’ could be intelligible. Using double nega-
tives should be avoided. In general, the questions should be simple and concise.

• Biased and Leading Questions: The wording of the questions should not lead the
respondent to feel committed to respond in a certain way. For example, the ques-
tion ‘How often do you go to church?’ may lead the respondent to respond in a way
that is not entirely truthful if they, in fact, never go to church. Not only can the
wording of a question be leading but the response format may also be leading. For
example, if a ‘never’ response were excluded from the available answers to the
above question, the respondent would be led to respond in an inaccurate way.

Bias might also arise from possible carry-over effects from answering a pattern of
questions. For instance, a questionnaire on health workers’ attitudes to abortion might
include the questions ‘Do you value human life?’ followed by ‘Do you think unborn
babies should be murdered in their mothers’ wombs?’. In this case, the respondent is
being led both by the context in which the second question is asked and the bias involved
in the emotional wording of the questions. Surely, one would have to be a monster to
answer ‘yes’ to the second question, given the way it was asked.

Finally, it should be kept in mind that even a good questionnaire might be invalidly
administered. For instance, a survey on ‘Attitudes to migration’ might be answered less
than honestly by respondents if the interviewer is obviously of immigrant background.

2. The structure of questionnaire A questionnaire may be structured in different ways,
but typically the following components are included:

• Introductory Statement: The introductory statement describes the purpose of the
questionnaire, the information sought, and how it is to be used. It also introduces
the researchers and explains whether the information is confidential and/or anony-
mous.

• Demographic Questions: It is usual to collect information about the respondents,
including details such as age, sex, education, and so on. It is best to position these
questions first as they are easily answered and serve as a ‘warm-up’ to what follows.

• Factual Questions: It is generally easier for respondents to answer direct factual
questions such as, ‘Do you have a driver’s licence?’ than to answer opinion ques-
tions. Often, this type of question is positioned early on in the questionnaire—also
to help ‘warm up’!
(iv) Opinion Questions: Questions that require reflection on the part of the respon-
dent are usually positioned after the demographic and factual questions.

• Closing Statements and Return Instructions: The closing statements in a questionnaire
usually thank the respondent for their participation, invite the respondent to take
up any issues they feel have not been satisfactorily addressed in the questionnaire,
and provide information on how to return the questionnaire.
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It is best to avoid complicated structures involving, for example, many conditional
questions such as ‘If you answered yes to Question 6 and no to Question 9, please answer
Question 10’. Conditional questions usually confuse respondents and ought be avoided
where possible.

3. Categories of questionnaires

• Structured Questionnaire: It is a formal list of questions to be posed to the respondents
in a predetermined order. The responses permitted are also completely predeter-
mined. Such questions are often called closed questions since the respondents are asked
to make choices among a set of alternatives given by the investigator.

A structured questionnaire can also be disguised and non-disguised. This classification
is based on whether the objectives of the study are disclosed or not disclosed to the
respondents. A structured undisguised questionnaire is one where the purpose of the study
and the particulars of the sponsor are disclosed to the respondent. In such cases, the
questionnaire contains a list of questions in a predetermined order and freedom of
response is limited only to the stated alternatives. Such questions help the respondent
to make quick decisions by making a choice among the given alternatives. The alterna-
tives provided have to be mutually exclusive and collectively exhaustive.

In the case of a structured disguised questionnaire, the objectives of the study and its
sponsor are not disclosed to the respondents. Such questionnaires are not often used
because it is felt necessary to have the respondents taken into confidence so that they
appreciate the relevance of the desired information needed and willingly offer accu-
rate answers.

• Unstructured Questionnaire: In this case, the investigator does not offer a limited set of
response choices, but provides only a frame of reference within which the respon-
dents are expected to answer. Such questionnaires are sometimes referred to as open-
ended questions. Examples of open-ended questions are:

(i) State three things that are interesting and challenging in your job.
(ii) State about the behaviour of a supervisor or the work environment.

These questions encourages the respondents to share as much information as possible
in a free environment. The investigator may also provide extra guidance to the re-
spondents by using a set of questions to promote discussion and elaboration.

The unstructured questionnaire is used in exploratory research studies or where
the investigator is dealing with a complex phenomenon which does not lend itself to
structured questioning. Such questionnaires are also useful when the investigator
requires to know the respondent’s emotions, needs, motivation level, attitude, and
values. Obviously, using a questionnaire of this type, needs more time per interview
and, therefore, raises the cost of the study. Editing and tabulation of these question-
naires also impose practical difficulties. Interestingly, unstructured questionnaires
could also be of two types— disguised and undisguised.

Examples of questionnaire design

Two sets of questionnaire having most of the qualities of a good questionnaire are as
under:

Questionnaire 1: Consumer Preferences

Name: _________________________________________________  Age: ______________________

Address: ___________________________________________________________________________

City: _______________________________ Pin: _________________ Phone: __________________

Marital status:  Married  Single Occupation: __________________
Family type:  Joint  Nuclear
Family members:  Adults  Children
Family income:  Less than 10,000  10,000 to 15,000

 15,000 to 20,000  More than 20,000
Remarks (if any):
Place and Date:
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1. What kind of food do you normally eat at home?
 North Indian  South Indian  Mughlai  Chinese
 Continental  Italian  Fast Food  Others ________

2. How frequently do you eat out?
In a week  Once  Twice  Thrice  More than thrice
In a fortnight  Once  Twice  Thrice  More than thrice
In a month  Once  Twice  Thrice  More than thrice

3. You usually go out with:
 Family  Friends  Colleagues  Others _________

4. Any specific days when you go out:
 Weekdays  Weekends  Holidays  Special Occassions
 No specific days

5. You generally go out for:
 Lunch  Snacks  Dinner  Party/Picnics
 Others _________

6. Where do you usually go:
 Restaurant  Chinese joint  Fast food joint  Others _________

7. Who decides on the place to go:
 Husband  Wife  Children  Others _________

8. How much do you spend on eating out (one time):
 Below 200  200-500  500-800  More than 800

9. What are the factors that determine your choice for the restaurant/joint?
Rank the following from 1-9 (9-highest score):

 Restaurant  Chinese joint  Fast food joint  Others _______

10. Name the fast food giants that you are aware of (in Delhi):
 Nirula’s  Wimpy’s  McDonalds  Pizza Hut
 Dominos  Slice of Italy  Pizza Express  Others _________

11. How frequently do you go out/order for fast food?
 Very frequently  Often  Sometimes  Never

12. What do you prefer:  Going Out  Home Delivery  Take Away
13. Which of the places mentioned above in Q.10 are visited by you—(and why):

(a) Most frequently ________________________________________
(b) Sometimes ____________________________________________
(c) Never _________________________________________________

14. What are the distinguishing factors you look for in fast food service:
(Rank from 1 to 8, 8-highest score)

 Quality  Service  Location  Wide Menu Range
 Price  Taste  Home Delivery  Others _________

15. What your order normally consists of:
 Pizza  Burgers  Footlong  Curries & Breads
 Soups  Pasta  Desert  Others _________

16. The price paid by you for the above is:

Outlets Very High Little High Just Right

Nirula’s
Wimpy’s
Pizza Hut
Domino’s
Slice of Italy
Pizza Express
McDonalds
Others
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17. If you feel that the price paid by you is very high, what should be the price accord-
ing to you:

Items Vegetarian Non-Vegetarian

Pizza
Burger
Footlong
Others

Questionnaire 2: Journal outlets for Production/Operations
Management (POM) Research

If you have not received a Ph.D. degree, and have not accepted a full-time teaching position yet,
mark the tick ( ) and stop. You need not complete the questionnaire.

If you have not received a Ph.D. degree but have accepted a full-time teaching position some-
where, mark the tick ( ). Skip Question 11, and answer all other questions.

1. How relevant do you consider the journal as a Production/Operations Management (POM)-
related research outlet? Use the scale below.

1 2 3 4 5 6 7 8 9
Most Quite Relevant Somewhat Not

relevant relevant relevant relevant
2. Based on the quality of the POM-related articles published, how would you rate the journal?

(Use the scale below)
1 2 3 4 5 6 7 8 9 0

Level Level Level Level Level Not
A A– B B– C possible

to rate
3. How does your institution/college rate this journal? (Use the scale in Question 2)
4. How many articles have you authored or coauthored in this journal (include any articles that

are currently in the press)?

Academy of Management Journal _____ _____ _____ _____ _____
Academy of Management Review _____ _____ _____ _____ _____
Computers and Industrial Engineering _____ _____ _____ _____ _____
Computers and Operations Research _____ _____ _____ _____ _____
Decision Sciences _____ _____ _____ _____ _____
European Journal of Operational Research _____ _____ _____ _____ _____
Harvard Business Review _____ _____ _____ _____ _____
Interfaces _____ _____ _____ _____ _____
Journal of Operations Management _____ _____ _____ _____ _____
Journal of Operational Research Society _____ _____ _____ _____ _____
Journal of Purchasing and Materials Management _____ _____ _____ _____ _____
Management Science _____ _____ _____ _____ _____
Naval Research Logistics Quarterly _____ _____ _____ _____ _____
Omega _____ _____ _____ _____ _____
Operations Research _____ _____ _____ _____ _____
Production and Inventory Management _____ _____ _____ _____ _____
Production and Operations Management _____ _____ _____ _____ _____
(List below any other journal that you consider related to POM research)
_____________________________ _____ _____ _____ _____ _____
_____________________________ _____ _____ _____ _____ _____
_____________________________ _____ _____ _____ _____ _____
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5. Using the scale below, please indicate the importance of the following factors in your assess-
ment of the quality of a POM journal.

1 2 3 4 5 6 7 8 9
Most Very Important Somewhat Not

important important important important
at all

____ Acceptance rate ____ Number of issues per year
____ Methodological rigour of the published work ____ Age of the journal
____ Editor and editorial board members ____ Professional organization that

sponsors the journal
____ Authors who publish in the journal ____ Other (please specify)

6. At this stage of your career, how important to your career advancement is the quality of the
journals in which your articles appear? (Use the scale below)

1 2 3 4 5 6 7 8 9
Most Very Important Somewhat Not

important important important important
at all

7. At this stage of your career, how important to your career advancement is the quality of
articles you author/coauthor? (use the scale below)

1 2 3 4 5 6 7 8 9
Most Very Important Somewhat Not

important important important important
at all

8. How much weightage does your institution/college place on research and publication in
evaluating your annual performance? ______ (use a number between 0 and 100%)

9. What business degree(s) is (are) offered by the institution in which you teach? (tick all that
apply)

 Undergraduate  Masters level (MBA, MCA, M.Tech, etc.)
 Doctoral; (M.Phil, Ph.D.)

10. What is your academic rank?
 Full professor  Associate professor  Assistant professor
 Other (e.g., instructor, lecturer, etc.)

11. In which year was your Ph.D. degree granted?  ______

12. How many POM-related articles have you authored/coauthored in referenced journals? (in-
clude any articles that are currently in the press) ________

1.11.2  Secondary Data Sources

Secondary data refer to those data which have been collected earlier for some purpose
other than the analysis currently being undertaken. Besides newspapers and business
magazines, other sources of such data are as follows:

1. External secondary data sources
• Government publications, which include

(i) The National Accounts Statistics, published by the Central Statistical Organi-
zation (CSO). It contains estimates of national income for several years, growth
rate, and rate on major economic activities such as agriculture, industry,
trade, transport, and so on;

(ii) Wholesale Price Index, published by the office of the Economic Advisor,
Ministry of Commerce and Industry;

(iii) Consumer Price Index;
(iv) Reserve Bank of India bulletins;
(v) Economic Survey.

• Non-Government publications include publications of various industrial and trade
associations such as

(i) The Indian Cotton Mills Association
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(ii) The various Chambers of Commerce
(iii) The Bombay Stock Exchange, which publishes a directory containing finan-

cial accounts, key profitability and other relevant data.
• Various syndicate services such as Operations Research Group (ORG).  The In-

dian Market Research Bureau (IMRB) also collects and tabulates abundant market-
ing information to suit the requirements of individual firms, making the same
available at regular intervals.

• International organizations which publish data are:
(i) The International Labour Organization (ILO)—which publishes data on the

total and active population, employment, unemployment, wages, and con-
sumer prices.

(ii) The Organization for Economic Cooperation and Development (OECD)—
which publishes data on foreign trade, industry, food, transport, and science
and technology.

(iii) The International Monetary Fund (IMF)—which publishes reports on na-
tional and international foreign exchange regulations and other trade barri-
ers, foreign trade, and economic developments.

2. Internal secondary data sources  The data generated within an organization in the
process of routine business activities, are referred to as internal secondary data. Finan-
cial accounts, production, quality control, and sales records are examples of such data.
However, data originating from one department of an organization may not be useful for
another department in its original form. It is, therefore, desirable to condense such data
into a form needed by the other.

Advantages and Disadvantages of Secondary Data
Secondary data have their own advantages and disadvantages. The advantages are that
such data are easy to collect and involve relatively lesser time and cost. Deficiencies and
gaps can be identified easily and steps taken promptly to overcome the same.

Figure 1.6
Flow Chart Showing the Procedure
for Evaluating Secondary Data
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Their disadvantage is that the unit of measurement may not be the same as required
by the users. For example, the size of a firm may be stated in terms of either number of
employees, gross sales, gross profit, or total paid-up capital.

The scale of measurement may also be different from the one desired. For example,
dividend declared by various companies may have breakup of ‘less than 10 per cent’
‘10–15 per cent’; ‘15–20 per cent,’ and so on. For a study requiring to know the num-
ber of companies who may have declared dividend of ‘16 per cent and above’, such
secondary data are of no use.

Robert W. Joselyn in his book Designing and Marketing Research Project, Petrocelli/
Charter, 1977, New York, suggested an approach for evaluating the usefulness of sec-
ondary data and understanding their limitations. The flow chart showing the steps to be
taken for evaluating the secondary data is shown in Fig. 1.6.

After data have been collected from a representative sample of the population, the
next step is to analyse the data so that the research hypotheses can be tested. For this,
some preliminary steps need to followed. These steps help to prepare the data for analy-
sis, ensure that the data obtained are reasonably good, and allow the results to be mean-
ingfully interpreted. A flow diagram in Fig. 1.7 shows the data analysis process.

Figure 1.7
Flow Diagram of Data
Analysis Process

C o n c e p t u a l  Q u e s t i o n s  1 B

30. A manager of a large corporation has recommended that
a Rs 1000 raise be given to keep a valued subordinate
from moving to another company. What internal and ex-
ternal sources of data might be used to decide whether
such a salary increase is appropriate?

31. In the area of statistical measurement instruments such as
questionnaires, reliability refers to the consistency of the
measuring instrument and validity refers to the accuracy
of the instrument. Thus, if a questionnaire yields compa-
rable or similar results when completed by two equivalent
groups of respondents, then the questionnaire can be de-
scribed as being reliable. Does the fact that an instrument
is reliable guarantee that it is also a valid instrument? Dis-
cuss.

32. Describe the three basic steps involved in the develop-
ment and use of a written questionnaire prior to actual
data analysis.

33. Describe the three general forms of questions that can be
included in a questionnaire and give an example of each in
the context of a political poll.

34. One can say that statistical inference includes an interest in
statistical description as well, since the ultimate purpose of
statistical inference is to describe population data. How
then, does statistical inference differ from statistical de-
scription? Discuss.

35. In a recent study of causes of death in men 60 years of age
and older, a sample of 120 men indicated that 48 died as a
result of some form of heart disease.
(a) Develop a descriptive statistic that can be used as an

estimate of the percentage of men 60 years of age or
older who die from some form of heart disease

(b) Are the data on the causes of death qualitative or
quantitative?

(c) Discuss the role of statistical inference in this type of
medical research
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36. Determine whether each of the following random vari-
ables is categorical or numerical. If it is numerical, deter-
mine whether the phenomenon of interest is discrete or
continuous.
(a) Amount of time the personal computer is used per

week
(b) Number of persons in the household who use the

personal computer
(c) Amount of money spent on clothing in the last month
(d) Favourite shopping centre.
(e) Amount of time spent shopping for clothing in the

last month
37. State whether each of the following variables is qualitative

or quantitative and indicate the measurement scale that is
appropriate for each.
(a) Age
(b) Gender
(c) Class rank
(d) Make of automobile
(e) Annual sales
(f) Soft-drink size (small, medium, large)
(g) Earnings per share
(h) Method of payment (cash, check, credit card)

38. A firm is interested in testing the advertising effectiveness
of a new television commercial. As part of the test, the
commercial is shown on a 6:30 p.m. local news programme
in Delhi. Two days later, a market research firm conducts
a telephone survey to obtain information on recall rates
(percentage of viewers who recall seeing the commercial)
and impressions of the commercial.
(a) What is the population for this study?
(b) What is the sample for this study?

(c) Why would a sample be used in this situation? Ex-
plain.

39. Suppose the following information is obtained from a
person on his application for a home loan from a bank:
(a) Place of residence: GK II, New Delhi
(b) Type of residence: Single-family home
(c) Date of birth: 14 August 1975
(d) Monthly income: Rs 25,000
(e) Occupation: Systems Engineer
(f) Employer: Telecom company
(g) Number of years at job: 5
(h) Other income: Rs 30,000 per year
(i) Marital status: Married
(j) Number of children: 1
(k) Loan requested: Rs 5,00,000
(l) Term of Loan: 10 years
(m) Other loan: Car
(n) Amount of other loan: Rs 1,00,000
Classify each of the 14 responses by type of data and level
of measurement.

40. Suppose that the Rotary Club was planning to survey
2000 of its members primarily to determine the percent-
age of its membership that currently own more than one
car.
(a) Describe both the population and the sample of in-

terest to the club
(b) Describe the type of data that the club primarily wishes

to collect
(c) Develop the questionnaire needed by writing a series

of five categorical questions and five numerical
questions that you feel would be appropriate for this
survey

True or False
1. The scale of measurement of a variable is a nominal scale

when data are labels to identify an attribute of the ele-
ment. (T/F)

2. The statistical method used to summarize data depends
upon whether the data are qualitative or quantitative. (T/F)

3. Statistical studies can be classified as either experimental
or observational. (T/F)

4. Learning statistics does not help to improve processes.
(T/F)

5. Statistics cannot be misused. (T/F)
6. All facts numerically stated are not statistics. (T/F)
7. Statistical thinking focuses on ways to understand, man-

age, and reduce variation. (T/F)
8. An average value computed from the set of all observa-

tions in the population is called a statistic. (T/F)
9. Inferential statistics help in generalizing the results of a

sample to the entire population. (T/F)

10. Descriptive statistical methods are used for presenting and
characterizing data. (T/F)

11. A statistic is a summary measure that describes the char-
acteristic of a population. (T/F)

12. A descriptive measure computed from a sample of the
population is called a parameter. (T/F)

13. Enumerative studies involve decision-making regarding
a population and/or its characteristics. (T/F)

14. Analytical studies involve taking some action on a process
to improve performance in the future. (T/F)

15. Data are needed to satisfy our curiosity. (T/F)
16. A continuous variable can also be used for quantitative

data when every value within some interval is a possible
result. (T/F)

17. A summary measure computed from sample data is called
statistic. (T/F)

18. The summary numbers for either a population or a sample
are called descriptive statistics. (T/F)

Concepts Quiz Answers

1. T 2. T 3. T 4. F 5. F 6. T 7. T 8. F 9. T
10. T 11. F 12. F 13. T 14. T 15. T 16. T 17. T 18. T

C h a p t e r  C o n c e p t s  Q u i z
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Data Classification, Tabulation and
Presentation

L E A R N I N G  O B J E C T I V E S

It’s not the figures them-
selves . . ., it’s what you do
with them that matters.

—K. A. C. Manderville

If you torture the data long
enough, it will confess.

—Ronald Coase

After studying this chapter, you should be able to
understand types of data and the basis of their classification.
use techniques of organizing data in tabular and graphical form in order to
enhance data analysis and interpretation.

2.1 INTRODUCTION

In Chapter 1, we learned how to collect data through primary and/or secondary sources.
Whenever a set of data that we have collected contains a large number of observations,
the best way to examine such data is to present it in some compact and orderly form.
Such a need arises because data contained in a questionnaire are in a form which does
not give any idea about the salient features of the problem under study. Such data are not
directly suitable for analysis and interpretation. For this reason the data set is organized
and summarized in such a way that patterns are revealed and are more easily interpreted.
Such an arrangement of data is known as the distribution of the data. Distribution is
important because it reveals the pattern of variation and helps in a better understanding
of the phenomenon the data present.

2.2 CLASSIFICATION OF DATA

Classification of data is the process of arranging data in groups/classes on the basis of
certain properties. The classification of statistical data serves the following purposes:

(i) It condenses the raw data into a form suitable for statistical analysis.
(ii) It removes complexities and highlights the features of the data.

(iii) It facilitates comparisons and in drawing inferences from the data. For example,
if university students in a particular course are divided according to sex, their
results can be compared.

27

C h a p t e r



28 BUSINESS S T AT I S T I C S

(iv) It provides information about the mutual relationships among elements of a
data set. For example, based on literacy and criminal tendency of a group of
peoples, it can be established whether literacy has any impact or not on criminal
tendency.

(v) It helps in statistical analysis by separating elements of the data set into
homogeneous groups and hence brings out the points of similarity and
dissimilarity.

2.2.1 Requisites of Ideal Classification

The classification of data is decided after taking into consideration the nature, scope,
and purpose of the investigation. However, an ideal classification should have following
characteristics:

It should be unambiguous It is necessary that the various classes should be so defined
that there is no room for confusion. There must be only one class for each element of the
data set. For example, if the population of the country is divided into two classes, say
literates and illiterates, then an exhaustive definition of the terms used would be essential.

Classes should be exhaustive and mutually exclusive Each element of the data set must
belong to a class. For this, an extra class can be created with the title ‘others’ so as to
accommodate all the remaining elements of the data set.

Each class should be mutually exclusive so that each element must belong to only
one class. For example, classification of students according to the age: below 25 years
and more than 20 years, is not correct because students of age 20 to 25 may belong to
both the classes.

It should be stable The classification of a data set into various classes must be done in
such a manner that if each time an investigation is conducted, it remains unchanged and
hence the results of one investigation may be compared with that of another. For example,
classification of the country’s population by a census survey based on occupation suffers
from this defect because various occupations are defined in different ways in successive
censuses and, as such, these figures are not strictly comparable.

It should be flexible A classification should be flexible so that suitable adjustments can
be made in new situations and circumstances. However, flexibility does not mean instability.
The data should be divided into few major classes which must be further subdivided.
Ordinarily there would not be many changes in the major classes. Only small sub-classes

Figure 2.1
Tabular and Graphical Methods For
Summarizing Data
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may need a change and the classification can thus retain the merit of stability and yet
have flexibility.

The term stability does not mean rigidity of classes. The term is used in a relative
sense. One-time classification can not remain stable forever. With change in time, some
classes become obsolete and have to be dropped and fresh classes have to be added. The
classification may be called ideal if it can adjust itself to these changes and yet retain its
stability.

2.2.2 Basis of Classification

Statistical data are classified after taking into account the nature, scope, and purpose of
an investigation. Generally, data are classified on the basis of the following four bases:

Geographical Classification In geographical classification, data are classified on the basis
of geographical or locational differences such as—cities, districts, or villages between
various elements of the data set. The following is an example of a geographical distribution

City : Mumbai Kolkata Delhi Chennai
Population density : 654 685 423 205
(per square km)

Such a classification is also known as spatial classification. Geographical classifications
are generally listed in alphabetical order. Elements in the data set are also listed by the
frequency size to emphasize the importance of various geographical regions as in ranking
the metropolitan cities by population density. The first approach is followed in case of
reference tables while the second approach is followed in the case of summary tables.

Chronological Classification When data are classified on the basis of time, the classification
is known as chronological classification. Such classifications are also called time series
because data are usually listed in chronological order starting with the earliest period.
The following example would give an idea of chronological classification:

Year : 1941 1951 1961 1971 1981 1991 2001
Population : 31.9 36.9 43.9 54.7 75.6 85.9 98.6
(crore)

Qualitative Classification In qualitative classification, data are classified on the basis of
descriptive characteristics or on the basis of attributes like sex, literacy, region, caste, or
education, which cannot be quantified. This is done in two ways:

(i) Simple classification: In this type of classification, each class is subdivided
into two sub-classes and only one attribute is studied such as: male and female;
blind and not blind, educated and uneducated, and so on.

(ii) Manifold classification: In this type of classification, a class is subdivided into
more than two sub-classes which may be sub-divided further. An example of
this form of classification is shown in the box:

Quantitative Classification In this classification, data are classified on the basis of some
characteristics which can be measured such as height, weight, income, expenditure,
production, or sales.

Quantitative variables can be divided into the following two types. The term variable
refers to any quantity or attribute whose value varies from one investigation to another.

(i) Continuous variable is the one that can take any value within the range of numbers.
Thus the height or weight of individuals can be of any value within the limits. In
such a case data are obtained by measurement,

(ii) Discrete (also called discontinuous) variable is the one whose values change by
steps or jumps and can not assume a fractional value. The number of children
in a family, number of workers (or employees), number of students in a class, are
few examples of a discrete variable. In such a case data are obtained by counting.
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The following are examples of continuous and discrete variables in a data set:

Table 2.1

Discrete Series Continuous Series

Number of Children Number of Families Weight (kg) Number of Persons

0 10 100 to 110 10
1 30 110 to 120 20
2 60 120 to 130 25
3 90 130 to 140 35
4 110 140 to 150 50
5 20

320 140

2.3 ORGANIZING DATA USING DATA ARRAY

The best way to examine a large set of numerical data is first to organize and present it in
an appropriate tabular and graphical format.

Table 2.2 presents the total number of overtime hours worked for 30 consecutive
weeks by machinists in a machine shop. The data displayed here are in raw form, that is,
the numerical observations are not arranged in any particular order or sequence.

Table 2.2 Raw Data Pertaining to Total Time Hours Worked by Machinists

94 89 88 89 90 94 92 88 87 85
88 93 94 93 94 93 92 88 94 90
93 84 93 84 91 93 85 91 89 95

These raw data are not amenable even to a simple reading and do not highlight any
characteristic/trend, such as the highest, the lowest, and the average weekly hours. Even
a careful look at these data do not easily reveal any significant trend regarding the
nature and pattern of variations therein. As such no meaningful inference can be drawn,
unless these data are reorganized to make them more useful. For example, if we are to
ascertain a value around which most of the overtime hours cluster, such a value is
difficult to obtain from the raw data.

Moreover, as the number of observations gets large, it becomes more and more
difficult to focus on the specific features in a set of data. Thus we need to organize the
observation so that we can better understand the information that the data are revealing.

The raw data can be reorganized in a data array and frequency distribution. Such
an arrangement enables us to see quickly some of the characteristics of the data we have
collected.

When a raw data set is arranged in rank order, from the smallest to the largest
observation or vice-versa, the ordered sequence obtained is called an ordered array.
Table 2.3 reorganizes data given in Table 2.2 in the ascending order

Table 2.3 Ordered Array of Total Overtime Hours Worked by Machinists

84 84 85 85 87 88 88 88
88 89 89 89 90 90 91 91
92 92 93 93 93 93 93 93
94 94 94 94 94 95

It may be observed that an ordered array does not summarize the data in any way as
the number of observations in the array remains the same. However, a few advantages of
ordered arrays are as under:
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Advantages and Disadvantages of Ordered Array

Advantages The following are a few advantages of an ordered array:

(i) It provides a quick  look at the highest and lowest observations in the data
within which individual values vary.

(ii) It helps in dividing the data into various sections or parts.
(iii) It enables us to know the degree of concentration around a particular observation.
(iv) It helps to identify whether any values appear more than once in the array.

Disadvantages In spite of various advantages on converting a set of raw data into an
ordered array, an array is a cumbersome form of presentation which is tiresome to
construct. It neither summarizes nor organizes the data to present them in a more
meaningful way. It also fails to highlight the salient characteristics of the data which may
be crucial in terms of their relevance to decision-making.

The above task cannot be accomplished unless the observations are appropriately
condensed. The best way to do so is to display them into a convenient number of groupings
with the number of observations falling in different groups indicated against each. Such
tabular summary presentation showing the number (frequency) of observations in each
of several non-overlapping classes or groups is known as frequency distribution (also referred
to as grouped data).

2.3.1 Frequency Distribution

A frequency distribution divides observations in the data set into conveniently established,
numerically ordered classes (groups or categories). The number of observations in each
class is referred to as frequency denoted as f.

Few examples of instances where frequency distributions would be useful are when
(i) a marketing manager wants to know how many units (and what proportions or
percentage) of each product sells in a particular region during a given period, (ii) a tax
consultant desires to keep count of the number of times different size of firs are audited,
and (iii) a financial analyst wants to keep track of the number of times the shares of
manufacturing and service companies to be or gain order a period of time.

Advantages and Disadvantages of Frequency Distribution

Advantages The following are a few advantages of grouping and summarizing raw data
in this compact form:

(i) The data are expressed in a more compact form. One can get a deeper insight
into the salient characteristics of the data at the very first glance.

(ii) One can quickly note the pattern of distribution of observations falling in various
classes.

(iii) It permits the use of more complex statistical techniques which help reveal
certain other obscure and hidden characteristics of the data.

Disadvantages A frequency distribution suffers from some disadvantages as stated below:

(i) In the process of grouping, individual observations lose their identity. It becomes
difficult to notice how the observations contained in each class are distributed.
This applies more to a frequency distribution which uses the tally method in its
construction.

(ii) A serious limitation inherent in this kind of grouping is that there will be too
much clustering of observations in various classes in case the number of classes
is too small. This will cause some of the essential information to remain unexposed.

Hence, it is important that summarizing data should not be at the cost of losing
essential details. The purpose should be to seek an appropriate compromise between
having too much of details or too little. To be able to achieve this compromise, certain
criteria are discussed for constructing  a frequency distribution.

Frequency distribution: A
tabular summary of data
showing the number
(frequency) of observations
in each of several non
overlapping class intervals.
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The frequency distribution of the number of hours of overtime given in Table 2.2 is
shown in Table 2.4.

Table 2.4 Array and Tallies

Number of Overtime Hours Tally Number of Weeks (Frequency)

84 || 2
85 || 2
86 — 0
87 | 1
88 |||| 4
89 ||| 3
90 || 2
91 || 2
92 || 2
93 ||||| 6
94 |||| 5
95 | 1
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Constructing a Frequency Distribution As the number of observations obtained gets large,
the method discussed above to condense the data becomes quite difficult and time-
consuming. Thus to further condense the data into frequency distribution tables, the
following steps should be taken:

(i) Select an appropriate number of non-overlapping class intervals
(ii) Determine the width of the class intervals

(iii) Determine class limits (or boundaries) for each class interval to avoid overlapping.

1. Decide the number of class intervalsssss The decision on the number of class groupings
depends largely on the judgment of the individual investigator and/or the range that will
be used to group the data, although there are certain guidelines that can be used. As a
general rule, a frequency distribution should have at least five class intervals (groups),
but not more than fifteen. The following two rules are often used to decide approximate
number of classes in a frequency distribution:

(i) If k represents the number of classes and N the total number of observations,
then the value of k will be the smallest exponent of the number 2, so that 2k ≥ N.

In Table 2.3 we have N = 30 observations. If we apply this rule, then we shall have

23 =8 (< 30)
24 =16 (< 30)
25 =32 (> 30)

Thus we may choose k = 5 as the number of classes.
(ii) According to Sturge’s rule, the number of classes can be determined by the

formula
k =1 + 3.222 loge N

where k is the number of classes and loge N is the logarithm of the total number
of observations.

Applying this rule to the data given in Table 2.3, we get
k =1 + 3.222 log 30

=1 + 3.222 (1.4771) = 5.759 ≅ 5
2. Determine the width of class intervals When constructing the frequency distribution it
is desirable that the width of each class interval should be equal in size. The size (or
width) of each class interval can be determined by first taking the difference between the
largest and smallest numerical values in the data set and then dividing it by the number
of class intervals desired.
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Class midpoint: The point
in each class that is halfway
between the lower and
upper class limits.

Width of class interval (h) =
Largest numerical value Smallest numerical value

Number of classes desired
−

The value obtained from this formula can be rounded off to a more convenient value
based on the investigator's preference.

From the ordered array in Table 2.3, the range is: 95 – 84 = 11 hours. Using the
above formula with 5 classes desired, the width of the class intervals is approximated as:

Width of class interval =
11
5

 = 2.2 hours

For convenience, the selected width (or interval) of each class is rounded to 3 hours.

3. Determine class limits (Boundaries) The limits of each class interval should be clearly
defined so that each observation (element) of the data set belongs  to one and only one
class.

Each class has two limits—a lower limit and an upper limit. The usual practice is to let
the lower limit of the first class be a convenient number slightly below or equal to the
lowest value in the data set. In Table 2.3, we may take the lower class limit of the first class
as 82 and the upper class limit as 85. Thus the class would be written as 82–85. This class
interval includes all overtime hours ranging from 82 upto but not including 85 hours.
The various other classes can be written as:

Overtime Hours Tallies Frequency
(Class intervals)

82 but less than 85 | | 2
85 but less than 88 | | | 3
88 but less than 91 | | | |  | | | | 9
91 but less than 94 | | | | | | | | 10
94 but less than 97 | | | | | 6
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Mid-point of Class Intervals The main advantage of using the above summary table is that
the major data characteristics become clear to the decision-maker. However, it is difficult
to know how the individual values are distributed within a particular class interval
without access to the original data. The class midpoint is the point halfway between the
boundaries (both upper and lower class limits) of each class and is representative of all
the observations contained in that class.

Arriving at the correct class mid-points is important, for these are used as representative
of all the observations contained in their respective class while computing many important
statistical measures. A mid-point is obtained by dividing the sum of the upper and lower
class limits by two. Problems in computing mid-points arise when the class limits are
ambiguous and not clearly defined.

The width of the class interval should, as far as possible, be equal for all the classes.
If this is not possible to maintain, the interpretation of the distribution becomes difficult.
For example, it will be difficult to say whether the difference between the frequencies of
the two classes is due to difference in the concentration of observations in the two classes
or due to the width of the class intervals being different.

Further, to facilitate computation of the summary measures discussed in Chapter 3,
the width of the class intervals should preferably be not only the same throughout, it
should also be a convenient number such as 5, 10, or 15. A width given by integers 7, 13,
or 19 should be avoided.

2.3.2 Methods of Data Classification

There are two ways in which observations in the data set are classified on the basis of class
intervals, namely
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(i) Exclusive method, and
(ii) Inclusive method

Exclusive Method When the data are classified in such a way that the upper limit of a
class interval is the lower limit of the succeeding class interval (i.e. no data point falls
into more than one class interval), then it is said to be the exclusive method of classifying
data. This method is illustrated in Table 2.5.

Table 2.5 Exclusive Method of Data Classification

Dividend Declared in per cent Number of Companies
(Class Intervals) (Frequencies)

0–10 5
10–20 7
20–30 1 5
30–40 1 0

Such classification ensures continuity of data because the upper limit of one class is
the lower limit of succeeding class. As shown in Table 2.5, 5 companies declared dividend
ranging from 0 to 10 per cent, this means a company which declared exactly 10 per cent
dividend would not be included in the class 0–10 but would be included in the next
class 10–20. Since this point is not always clear, therefore to avoid confusion data are
displayed in a slightly different manner, as given in Table 2.6.

Table 2.6

Dividend Declared in per cent Number of Companies
(Class Intervals) (Frequencies)

0 but less than 10 5
10 but less than 20 7
20 but less than 30 15
30 but less than 40 10

Inclusive Method When the data are classified in such a way that both lower and upper
limits of a class interval are included in the interval itself, then it is said to be the
inclusive method of classifying data. This method is shown in Table 2.7.

Table 2.7 Inclusive Method of Data Classification

Number of Accidents Number of Weeks
(Class Intervals) (Frequencies)

0– 4 5
5 – 9 22

10 –14 13
15 –19 8
20– 24 2

Remarks: 1. An exclusive method should be used to classify a set of data involving
continuous variables and an inclusive method should be used to classify a set of data
involving discrete variables.
2. If a continuous variable is classified according to the inclusive method, then certain

adjustment in the class interval is needed to obtain continuity as shown in Table 2.8.
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Table 2.8

Class Interval Frequency

30 –   44 28
45 –   59 32
60 –   74 45
75 –   89 50
90 – 104 35

To ensure continuity, first calculate correction factor as:

x = 
Upper limit of a class Lower limit of the next higher class

2
−

and then subtract it from the lower limits of all the classes and add it to the upper
limits of all the classes.

From Table 2.8, we have x  = (45 – 44) ÷ 2 = 0.5. Subtract 0.5 from the lower
limits of all the classes and add 0.5 to the upper limits. The adjusted classes would
then be as shown in Table 2.9.

Table 2.9

Class Intervals Frequency

29.5 – 44.5 28
44.5 – 59.5 32
59.5 – 74.5 45
74.5 – 89.5 50
89.5 – 104.5 35

3. Class intervals should be of equal size to make a meaningful comparison between
classes. In a few cases, extreme values in the data set may require the inclusion of
open-end classes and this distribution is known as an open-end distribution. Such open-
end classes do not pose any problem in data analysis as long as only a few frequencies
(or values) lie in these classes. However, an open-end distribution is not fit for further
mathematical calculations because mid-value which is used to represent the class,
cannot be determined for an open-end class. An example of an open-end distribution
is given in Table 2.10.

Table 2.10

Age Population
(Years) (Millions)

Under 5 17.8
5 – 17 44.7

18 – 24 29.9
25 – 44 69.6
45 – 64 44.6
65 and above 27.4

234.0

Table 2.11 provides a tentative guide to determine an adequate number of classes.

Table 2.11 Guide to Determine the Number of Classes to Use

Number of Observations, N Suggested Number of Classes

20 5
50 7

100 8
200 9
500 10

1000 11
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Example 2.1: The following set of numbers represents mutual fund prices reported at
the end of a week for selected 40 nationally sold funds.

10 17 15 22 11 16 19 24 29 18
25 26 32 14 17 20 23 27 30 12
15 18 24 36 18 15 21 28 33 38
34 13 10 16 20 22 29 29 23 31

Arrange these prices into a frequency distribution having a suitable number of classes.

Solution: Since the number of observations are 40, it seems reasonable to choose 6
(26 > 40) class intervals to summarize values in the data set. Again, since the smallest
value is 10 and the largest is 38, therefore the class interval is given by

h = 
Range

Number of classes
 = 

38 10
6
−

 = 
28
6

 = 4.66 _~  5

Now performing the actual tally and counting the number of values in each class, we
get the frequency distribution by exclusive method as shown in Table 2.12:

Table 2.12: Frequency Distribution

Class Interval Tally Frequency
(Mutual Fund Prices, Rs) (Number of Mutual Funds)

10 –  15 | | | | | 6
15 –  20 | | | | | | | | | 11
20 –  25 | | | | | | | | 9
25 –  30 | | | | | | 7
30 –  35 | | | | 5
35 –  40 | | 2

40

Example 2.2: The take-home salary (in Rs) of 40 unskilled workers from a company for
a particular month was.

2482 2392 2499 2412 2440 2444
2446 2540 2394 2365 2412 2458
2482 2394 2450 2444 2440 2494
2460 2425 2500 2390 2414 2365
2390 2460 2422 2500 2470 2428

Construct a frequency distribution having a suitable number of classes.
Solution: Since the number of observations are 30, we choose 5(25 > 30) class intervals to
summarize values in the data set. In the data set the smallest value is 2365 and the largest
is 2500, so the width of each class interval will be

h = 
Range

Number of classes
 = 

2540 – 2365

5
 = 

175
5

 = 35

Sorting the data values into classes and counting the number of values in each class,
we get the frequency distribution by exclusive method as

Table 2.13 Frequency Distribution

Class Interval Tally Frequency
(Salary, Rs) (Number of Workers)

2365 – 2400 | | | | | 6
2400 – 2435 | | | |  | | 7
2435 – 2470 | | | |  | | | | 10
2470 – 2505 | | | |  | 6
2505 – 2540 | 1

30
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Example 2.3: A computer company received a rush order for as many home computers
as could be shipped during a six-week period. Company records provide the following
daily shipments:

22 65 65 67 55 50 65

77 73 30 62 54 48 65
79 60 63 45 51 68 79

83 33 41 49 28 55 61

65 75 55 75 39 87 45
50 66 65 59 25 35 53

Group these daily shipments figures into a frequency distribution having the suitable
number of classes.

Solution: Since the number of observations are 42, it seems reasonable to choose 6 (26 >
42) classes. Again, since the smallest value is 22 and the largest is 87, therefore the class
interval is given by

h = 
Range

Number of classes
 = 

87 22
6
−

 = 
65
6

 = 10.833 or 11

Now performing the actual tally and counting the number of values in each class, we
get the following frequency distribution by inclusive method as shown in Table 2.14.

Table 2.14 Frequency Distribution

Class Interval Tally Frequency
(Number of Computers) (Number of Days)

22 – 32 | | | | 4
33 – 43 | | | | 4
44 – 54 | | | | | | | | 9
55 – 65 | | | | | | | | | | | | 14
66 – 76 | | | | | 6
77 – 87 | | | | 5

42

Example 2.4: Following is the increase of D.A. in the salaries of employees of a firm at
the following rates.

Rs 250 for the salary range up to Rs 4749
Rs 260 for the salary range from Rs 4750
Rs 270 for the salary range from Rs 4950
Rs 280 for the salary range from Rs 5150
Rs 290 for the salary range from Rs 5350

No increase of D.A for salary of Rs 5500 or more. What will be the additional
amount required to be paid by the firm in a year which has 32 employees with the
following salaries (in Rs)?

5422 4714 5182 5342 4835 4719 5234 5035

5085 5482 4673 5335 4888 4769 5092 4735

5542 5058 4730 4930 4978 4822 4686 4730

5429 5545 5345 5250 5375 5542 5585 4749

Solution: Performing the actual tally and counting the number of employees in each
salary range (or class), we get the following frequency distribution as shown in
Table 2.15.
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Table 2.15 Frequency Distribution

Class Interval Tally Frequency, f Rate of Total Amount
(Pay Range) (Number of Employees) D.A. (Rs x) Paid (Rs f x)

upto 4749 | | | | | | | 8 250 2000
4750 – 4949 | | | | 5 260 1300
4950 – 5149 | | | | 5 270 1350
5150 – 5349 | | | | | 6 280 1680
5350 – 5549 | | | | | | | 8 290 2320

32 8650

Hence additional amount required by the firm for payment of D.A. is Rs 8650.
Example 2.5: Following are the number of items of similar type produced in a factory
during the last 50 days

21 22 17 23 27 15 16 22 15 23
24 25 36 19 14 21 24 25 14 18
20 31 22 19 18 20 21 20 36 18
21 20 31 22 19 18 20 20 24 35
25 26 19 32 22 26 25 26 27 22

Arrange these observations into a frequency distribution with both inclusive and
exclusive class intervals choosing a suitable number of classes.
Solution: Since the number of observations are 50, it seems reasonable to choose 6 (26 >
50) or less classes. Since smallest value is 14, and the largest is 36 therefore the class
interval is given by

h = 
Range

Number of classes
 = 

36 14
6
−

 = 
22
6

 = 3.66 or 4

Performing the actual tally and counting the number of observations is each class,
we get the following frequency distribution with inclusive class intervals as shown in
Table 2.16.

Table  2.16 Frequency Distribution with Inclusive Class Intervals

Class Intervals Tally Frequency
(Number of Items Produced)

14 – 17 | | | | | 6
18 – 21 | | | | | | | | | | | | | | | 18
22 – 25 | | | | | | | | | | | | 15
26 – 29 | | | | 5
30 – 33 | | | 3
34 – 33 | | | 3

50

Converting the class intervals shown in Table 2.16 into exclusive class intervals is
shown in Table 2.17.

Table  2.17 Frequency Distribution with Exclusive Class Intervals

Class Intervals Mid-Value of Frequency
Class Intervals (Number of Items Produced)

13.5 – 17.5 15.5 6
17.5 – 21.5 19.5 18
21.5 – 25.5 23.5 15
25.5 – 29.5 27.5 5
29.5 – 33.5 31.5 3
33.5 – 37.5 34.5 3
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2.3.3 Bivariate Frequency Distribution

The frequency distributions discussed so far involved only one variable and therefore
called univariate frequency distributions. In case the data involve two variables (such as
profit and expenditure on advertisements of a group of companies, income and
expenditure of a group of individuals, supply and demand of a commodity, etc.), then
frequency distribution so obtained as  a result of cross classification is called bivariate
frequency distribution. It can be summarized in the form of a two-way (bivariate) frequency
table and the values of each variable are grouped into various classes (not necessarily
same for each variable) in the same way as for univariate distributions.

If the data corresponding to one variable, say x, is grouped into m classes and the
data corresponding to another variable, say y, is grouped into n classes, then bivariate
frequency table will have m × n cells.

Frequency distribution of variable x for a given value of y is obtained by the values of
x and vice-versa. Such frequencies in each cell are called conditional frequencies. The
frequencies of the values of variables x and y together with their frequency totals are
called the marginal frequencies.

Example 2.6: The following figures indicate income (x) and percentage expenditure on
food ( y) of 25 families. Construct a bivariate frequency table classifying x into intervals
200 – 300, 300 – 400, . . . and y into 10 – 15, 15 – 20, . . .

Write the marginal distribution of x and y and the conditional distribution of x when
y lies between 15 and 20.

x y x y x y x y x y

550 12 225 25 680 13 202 29 689 11
623 14 310 26 300 25 255 27 523 12
310 18 640 20 425 16 492 18 317 18
420 16 512 18 555 15 587 21 384 17
600 15 690 12 325 23 643 19 400 19

Solution: The two-way frequency table showing income (in Rs) and percentage
expenditure on food is shown in Table 2.18.

Table 2.18

Expenditure ( y) Income (x) Marginal
(Percentage) 200–300 300–400 400–500 500–600 600–700 Frequencies, fy

10 – 15 | | (2) | | | | (4) 6

15 – 20 | | | (3) | | | | (4) | | (2) | | (2) 11

20 – 25 | (1) | (1) | (1) 3

25 – 30 | | | (3) | | (2) 5

Marginal 3 6 4 5 7 25
Frequencies, fx

The conditional distribution of x when y lies between 15 and 20 per cent is as follows:

Income (x) : 200–300 300–400 400–500 500–600 600–700

15%–20% : 0 3 4 2 2

Example 2.7: The following data give the points scored in a tennis match by two players
X and Y at the end of twenty games:

(10, 12) (7, 11) (7, 9) (15, 19) (17, 21) (12, 8) (16, 10) (14, 14) (22, 18) (16, 7)

(15, 16) (22, 20) (19, 15) (7, 18) (11, 11) (12, 18) (10, 10) (5, 13) (11, 7) (10, 10)
Taking class intervals as: 5–9, 10–14, 15–19 . . ., for both X and Y, construct

(i) Bivariate frequency table.
(ii) Conditional frequency distribution for Y given X > 15.
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Cumulative frequency
distribution: The cumulative
number of observations less
than or equal to the upper
class limit of each class.

Solution: (i) The two-way frequency distribution is shown in Table 2.19.

Table 2.19 Bivariate Frequency Table

Player Y Player X Marginal
5–9 10–14 15–19 20–24 Frequencies, fy

  5– 9 | (1) | | (2) | (1) — 4

10–14 | | (2) | | | | (5) | (1) — 8

15–19 | (1) | (1) | | | (3) | (1) 6

20–24 — — | (1) | (1) 2

Marginal 4 8 6 2 20
Frequencies, fx

(ii) Conditional frequency distribution for Y given X > 15.

Player Y Player X

15–19 20–24

5–9 1 —
10–14 1 —
15–19 3 1
20–24 1 1

6 2

2.3.4 Types of Frequency Distributions

Cumulative Frequency Distribution Sometimes it is preferable to present data in a cumulative
frequency (cf ) distribution or simply a distribution which shows the cumulative number
of observations below the upper boundary (limit) of each class in the given frequency
distribution. A cumulative frequency distribution is of two types: (i) more than type and
(ii) less than type.

In a less than cumulative frequency distribution, the frequencies of each class interval
are added successively from top to bottom and represent the cumulative number of
observations less than or equal to the class frequency to which it relates. But in the more
than cumulative frequency distribution, the frequencies of each class interval are added
successively from bottom to top and represent the cumulative number of observations
greater than or equal to the class frequency to which it relates.

The frequency distribution given in Table 2.20 illustrates the concept of cumulative
frequency distribution:

Table 2.20 Cumulative Frequency Distribution

Number of Accidents Number of Weeks Cumulative Frequency Cumulative Frequency
(Frequency) (less than) (more than)

0– 4 5 5 45 + 5 = 50
5– 9 22 5 + 22 = 27 23 + 22 = 45

10–14 13 27 + 13 = 40 10 + 13 = 23
15–19 8 40 + 8 = 48 2 + 8 = 10
20–24 2 48 + 2 = 50 2

From Table 2.20 it may be noted that cumulative frequencies are corresponding to the
lower limit and upper limit of class intervals. The ‘less than’ cumulative frequencies are
corresponding to the upper limit of class intervals and ‘more than’ cumulative frequencies
are corresponding to the lower limit of class intervals shown in Table 2.21(a) and (b).
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Cumulative relative
frequency distribution:
The cumulative number of
observations less than or
equal to the upper class limit
of each class.

Cumulative percent
frequency distribution:
The cumulative percentage
of observations less than or
equal to the upper class limit
of each class.

Table 2.21(a) Table 2.21(b)

Upper Limits Cumulative Frequency Lower Limits Cumulative Frequency
(less than) (more than)

less than 4 5 0 andmore 50
less than 9 27 5 and more 45
less than 14 40 10 and more 23
less than 19 48 15 and more 10
less than 24 50 20 and more 2

Relative Frequency Distribution To enrich data analysis it is sometimes important to show
what percentage of observations fall within each class of a distribution instead of showing
the actual class frequencies. To convert a frequency distribution into a corresponding
relative frequency distribution, we divide each class frequency by the total number of
observations in the entire distribution. Each relative frequency is thus a proportion as
shown in Table 2.22.

Table 2.22 Relative and Percentage Frequency Distributions

Number of Accidents Number of Weeks Relative Frequency Percentage Frequency
(Frequency)

0 – 4 5 5
50

 = 0.10 5
50

× 100  =  10

5 – 9 22
22
50

 = 0.44
22
50

× 100 =  44

10 – 14 13
13
50

 = 0.26
13
50

× 100 =  26

15 – 19 8
8

50
 = 0.16

8
50

× 100 =  16

20 – 24 2
2

50
 = 0.04

2
50

× 100 =   4

50 1.00 100

Percentage Frequency Distribution A percentage frequency distribution is one in which
the number of observations for each class interval is converted into a percentage frequency
by dividing it by the total number of observations in the entire distribution. The quotient
so obtained is than multiplied by 100, as shown in Table 2.22.

Example 2.8: Following are the number of two wheelers sold by a dealer during eight
weeks of six working days each.

13 19 22 14 13 16 19 21

23 11 27 25 17 17 13 20

23 17 26 20 24 15 20 21

23 17 29 17 19 14 20 20

10 22 18 25 16 23 19 20

21 17 18 24 21 20 19 26

(a) Group these figures into a table having the classes 10–12, 13–15, 16–18, . . .,
and 28–30.

(b) Convert the distribution of part (i) into a corresponding percentage frequency
distribution and also a percentage cumulative frequency distribution.

Solution: (a) Frequency distribution of the given data is shown in Table 2.23.
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Table 2.23 Frequency Distribution

Number of Automobiles Sold Tally Number of Days
(Class Intervals) (Frequency)

10 – 12 | | 2

13 – 15 | | | | | 6

16 – 18 | | | | | | | | 10

19 – 21 | | | | | | | | | | | | | 16

22 – 24 | | | | | | | 8

25 – 27 | | | | 5

28 – 30 | 1

48

(ii) Table 2.24: Percentage and More Than Cumulative Percentage Distribution

Number of Automobiles Number of Days Cumulative Percentage Percentage Cumulative
Sold (Class Intervals) (Frequency) Frequency Frequency Frequency

10 – 12 2 2 4.17 4.17

13 – 15 6 8 12.50 16.67
16 – 18 10 18 20.83 37.50

19 – 21 16 34 33.34 70.84

22 – 24 8 42 16.67 87.51
25 – 27 5 47 10.41 97.92

28 – 30 1 48 2.08 100.00

48 100.00

1. Explain the characteristics of a frequency distribution.
2. Illustrate two methods of classifying data in class-intervals.
3. Distinguish clearly between a continuous variable and a

discrete variable. Give two examples of continuous
variables and two examples of discrete variables that might
be used by a statistician.

4. State whether the statement is true of false: The heights
of rectangles erected on class intervals are proportional to
the cumulative frequency of the class.

5. What is the basic property of virtually all data that lead to
methods of describing and analysing data? How is a
frequency distribution related to this property of data?

6. What are the advantages of using a frequency distribution
to describe a body of raw data? What are the
disadvantages?

7. When constructing a grouped frequency distribution,
should equal intervals always be used? Under what
circumstances should unequal intervals be used instead?

8. What are the advantages and disadvantages of using open-
end intervals when constructing a group frequency
distribution?

9. When constructing a group frequency distribution, is it
necessary that the resulting distribution be symmetric?
Explain.

10. Why is it necessary to summarize data? Explain the
approaches available to summarize data distributions.

11. What are the objections to unequal class and open class
intervals? State the conditions under which the use of
unequal class intervals and open class intervals are
desirable and necessary.

12. (a) What do you understand by cumulative frequency
distribution?

(b) What do you understand by bivariate or two-way
frequency distribution?

C o n c e p t u a l  Q u e s t i o n s  2A
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S e l f-P r a c t i c e  P r o b l e m s  2 A

2.1 A portfolio contains 51 stocks whose prices are given
below:
67 34 36 48 49 31 61 34
43 45 38 32 27 61 29 47
36 50 46 30 40 32 30 33
45 49 48 41 53 36 37 47
47 30 50 28 35 35 38 36
46 43 34 62 69 50 28 44
43 60 39

Summarize these stock prices in the from of a frequency
distribution.

2.2 Construct a frequency distribution of the data given
below, where class interval is 4 and the mid-value of one
of the classes is zero.
– 8 – 7 10 12 6 4 3 0 7
– 4 – 3 – 2 2 3 4 7 5 6
10 12 9 13 11 – 10 – 7 1 0

5 3 2 6 10 – 6 – 4
2.3 Form a frequency distribution of the following data.

Use an equal class interval of 4 where the lower limit of
the first class is 10.
10 17 15 22 11 16 19 24 29
18 25 26 32 14 17 20 23 27
30 12 15 18 24 36 18 15 21
28 33 38 34 13 10 16 20 22
29 29 23 31

2.4 If class midpoints in a frequency distribution of the ages
of a group of persons are: 25, 32, 39,. 46, 53, and 60,
find:
(a) the size of the class-interval
(b) the class boundaries
(c) the class limits, assuming that the age quoted is the

age completed on the last birthdays
2.5 The distribution of ages of 500  readers of a nationally

distributed magazine is given below:

Age (in Years) Number of Readers

Below 14 20
15–19 125
20–24 25
25–29 35
30–34 80
35–39 140
40–44 30
45 and above 45

Find the relative and cumulative frequency distributions
for this distribution.

2.6 The distribution of inventory to sales ratio of 200 retail
outlets is given below:

Inventory to Sales Ratio Number of Retail Outlets

1.0–1.2 20
1.2–1.4 30
1.4–1.6 60
1.6–1.8 40
1.8–2.0 30
2.0–2.2 15
2.2–2.4 5

Find the relative and cumulative frequency distributions
for this distribution.

2.7 A wholesaler’s daily shipments of a particular item varied
from 1,152 to 9,888 units per day. Indicate the limits of
nine classes into which these shipments might be
grouped.

2.8 A college book store groups the monetary value of its
sales into a frequency distribution with the classes, Rs
400–500, Rs 501–600, and Rs 601 and over, Is it possible
to determine from this distribution the amount of sales
(a) less than Rs 601 (b) less than Rs 501
(c) Rs 501 or more?

2.9 The class marks of distribution of the number of electric
light bulbs replaced daily in an office building are 5, 10,
15, and 20. Find (a) the class boundaries and (b) class
limits.

2.10 The marks obtained by 25 students in Statistics and
Economics are given below. The first figure in the
bracket indicates the marks in Statistics and the second
in Economics.
(14, 12) (0, 2) (1, 5) (7, 3) (15, 9)

(2, 8) (12, 18) (9, 11) (5, 3) (17, 13)
(19, 18) (11, 7) (10, 13) (13, 16) (16, 14)

(6, 10) (4, 1) (9, 15) (11, 14) (8, 3)
(13, 11) (14, 17) (10, 10) (11, 7) (15, 15)
Prepare a two-way frequency table taking the width of
each class interval as 4 marks, the first being less than 4.

2.11 Prepare a bivariate frequency distribution for the
following data for 20 students:
Marks in Law: 10 11 10 11 11

14 12 12 13 10
Marks in Statistics: 20 21 22 21 23

23 22 21 24 23
Marks in Law: 13 12 11 12 10

14 14 12 13 10
Marks in Statistics: 24 23 22 23 22

22 24 20 24 23
Also prepare
(a) A marginal frequency table for marks in law and

statistics
(b) A conditional frequency distribution for marks in

law when the marks in statistics are more than 22.
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2.12 Classify the following data by taking class intervals such
that their mid-values are 17, 22, 27, 32, and so on:
30 42 30 54 40 48 15 17 51
42 25 41 30 27 42 36 28 26
37 54 44 31 36 40 36 22 30
31 19 48 16 42 32 21 22 46
33 41 21

[Madurai-Kamraj Univ., BCom, 1995]

2.13 In degree colleges of a city no teacher is less than 30
years or more than 60 years in age. Their cumulative
frequencies are as follows:
Less than : 60 55 50 45

40 35 30 25
Total frequency : 980 925 810 675

535 380 220 75
Find the frequencies in the class intervals 25–30,
30–35, . . .

H i n t s  a n d  A n s w e r s

2.3 The classes for preparing frequency distribution by
inclusive  method will be
10–13, 14–17, 18–21, . . ., 34–37, 38–41

2.4 (a) Size of the class interval = Difference between the
mid-values of any two consecutive classes = 7

(b) The class boundaries  for different classes are
obtained by adding (for upper class boundaries or
limits) and subtracting (for lower class boundaries
or limits) half the magnitude of the class interval
that is, 7 ÷ 2 = 3.5 from the mid-values.
Class Intervals : 21.5–28.5 28.5–35.5 35.5–42.5
Mid-Values : 25 32 39
Class Intervals : 42.5–49.5 49.5–56.5 56.5–63.5
Mid-Values : 46 53 60

(c) The distribution can be expressed in inclusive class
intervals with width of 7 as: 22–28, 29–35, . . .,
56–63.

2.7 One possibility is 1000–1999, 2000–2999, 3000–3999,
. . . 9000–9999 units of the item.

2.13 Age (year) Cumulative
Frequency Age Frequency

Less than 25 275 20–25 75
Less than 30 220 25–30 220–275 = 145
Less than 35 380 30–35 380–220 = 160
Less than 40 535 35–40 535–380 = 155
Less than 45 675 40–45 675–535 = 140
Less than 50 810 45–50 810–675 = 135
Less than 55 925 50–55 925–810 = 115
Less than 60 980 55–60 980–925 = 155

2.4 TABULATION OF DATA

Meaning and Definition Tabulation is another way of summarizing and presenting the
given data in a systematic form in rows and columns. Such presentation facilitates
comparison by bringing related information close to each other and helps in further
statistical analysis and interpretation. Tabulation  has been defined by two statisticians as:

• The logical listing of related quantitative data in vertical columns and horizontal
rows of numbers with sufficient explanatory and qualifying words, phrases and
statements in the form of titles, headings and explanatory notes to make clear
the full meaning, context and the origin of the data. —Tuttle

This definition gives an idea of the broad structure of statistical tables and suggests
that tabulation helps organize a set of data in an orderly manner to highlight its basic
characteristics.

• Tables are means of recording in permanent form the analysis that is made
through classification and by placing in just a position things that are similar
and should be compared. —Secrist

This definition defines tabulation as the process of classifying the data in a systematic
form which facilitates comparative studies of data sets.

2.4.1 Objectives of Tabulation

The above two definitions indicate that tabulation is meant to summarize data in a simplest
possible form so that the same can be easily analysed and interpreted. A few objectives of
tabulation defined by few statisticians are as follows:



C H A P T E R  2 D A T A  C L A S S I F I C A T I O N ,  T A B U L A T I O N  A N D  P R E S E N T A T I O N 45

• Tabulation is the process of condensing classified data in the form of a table so
that it may be more easily understood, and so that any comparison involved may
be more readily made.

—D. Gregory and H. Ward
• It is a medium of communication of great economy and effectiveness for which

ordinary prose is inadequate. In addition to its formation in simple presentation,
the statistical table is also a useful tool of analysis.

—D. W. Paden and E. F. Lindquist

The major objectives of tabulation are:

1. To simplify the complex data: Tabulation presents the data set in a systematic and concise
form avoiding unnecessary details. The idea is to reduce the bulk of information
(data) under investigation into a simplified and meaningful form.

2. To economize space: By condensing data in a meaningful form, space is saved without
sacrificing the quality and quantity of data.

3. To depict trend: Data condensed in the form of a table reveal the trend or pattern of
data  which otherwise cannot be understood in a descriptive form of presentation.

4. To facilitate comparison: Data presented in a tabular form, having rows and columns,
facilitate quick comparison among its observations.

5. To facilitate statistical comparison: Tabulation is a phase between classification of data
and its presentation. Various statistical techniques such as measures of average and
disperson, correlation and regression, time series, and so on can be applied to analyse
data and then interpretating the results.

6. To help reference: When data are arranged in tables in a suitable form, they can easily
be identified and can also be used as reference for future needs.

2.4.2 Parts of a Table

Presenting data in a tabular form is an art. A statistical table should contain all the
requisite information in a limited space but without any loss of clarity. Practice varies,
but explained below are certain accepted rules for the construction of an ideal table:

1. Table number: A table should be numbered for easy identification and reference in
future. The table number may be given either in the centre or side of the table but
above the top of the title of the table. If the number of columns in a table is large, then
these can also be numbered so that easy reference to these is possible.

2. Title of the table: Each table must have a brief, self-explanatory and complete title so
that

(a) it should be able to indicate nature of data contained.
(b) it should be able to explain the locality (i.e., geographical or physical) of data

covered.
(c) it should be able to indicate the time (or period) of data obtained.
(d) it should contain the source of the data to indicate the authority for the data, as a

means of verification and as a reference. The source is always placed below the
table.

3. Caption and stubs: The heading for columns and rows are called caption and stub,
respectively. They must be clear and concise.

Two or more columns or rows with similar headings may be grouped under a
common heading to avoid repetition. Such arrangements are called sub-captions or
sub-stubs. Each row and column can also be numbered for reference and to facilitate
comparisons. The caption should be written at the middle of the column in small
letters to save space. If different columns are expressed in different units, then the
units should be specified along with the captions.

The stubs are usually wider than column headings but must be kept narrow without
sacrificing precision or clarity. When a stub occupies more than one line, the figures
of the table should be written in the last line.
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4. Body: The body of the table should contains the numerical information. The numerical
information is arranged according to the descriptions given for each column and
row.

5. Prefactory or head note: If need be, a prefactory note is given just below the title for
its further description in a prominent type. It is usually enclosed in brackets and is
about the unit of measurement.

6. Foot notes: Anything written below the table is called a footnote. It is written to
further clarify either the title captions or stubs. For example if the data described in
the table pertain to profits earned by a company, then the footnote may define whether
it is profit before tax or after tax. There are various ways of identifying footnotes:

(a) Numbering foot notes consecutively with small number 1, 2, 3, ... or letters a, b,
c ... or star *, **, . . .

(b) Sometimes symbols like @ or $ are also used to identify footnotes.

A blank model table is given below:

Table Number and Title [Head or Prefactory Note (if any)]

Stub Heading Caption Total (Rows)

Subhead Subhead

Column-head Column-head Column-head Column-head

Stub Entries

Total (Columns)

Foot Note :
Source Note :

Remarks: 1. Information which is not available should be indicated by the letter N.A.
or by dash (–) in the body of the table.
2. Ditto marks ("), ‘etc.’ and use of the abbreviated forms should be avoided in the table.
3. The requisites of a good statistical table given by various people are as flows:

• In the final analysis, there are only two rules in tabular presentation that should
be applied rigidly. First, the use of common sense when planning a table, and
second the viewing of the proposed table from the stand point of user. The details
of mechanical arrangement must be governed by a single objective, that is, to
make the statistical table as easy to read and to understand as the nature of the
material will permit. —J. C. Capt

• A good statistical table is not a mere careless grouping of columns and rows of
figures, it is a triumph of ingenuity and technique, a master-piece of economy of
space combined with a maximum of clearly presented information. To prepare a
first class table, one must have a clear idea of the facts to be presented, the contrasts
to be stressed, the points upon which emphasis is to be placed and lastly a familiarity
with the technique of preparation. —Harry Jerome

• In collection and tabulation commonsense is the chief requisite and experience, the
chief teacher. —A. L. Bowley

2.4.3 Types of Tables

The classification of tables depends on various aspects: objectives and scope of investigation,
nature of data (primary or secondary) for investigation, extent of data coverage, and so
on. The different types of tables used in statistical investigations are as follows:
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Simple and Complex Tables In a simple table (also known as one-way table), data are presented
based on only one characteristic. Table 2.25 illustrates the concept.

Table 2.25 Candidates Interviewed for Employment in a Company

Candidate’s Profile Number of Candidates

Experienced 50
Inexperienced 70

Total 120

The complex table also known as a manifold table is that in which data are presented
according to two or more characteristics simultaneously. The complex tables are two-way
or three-way tables according to whether two or three characteristics are presented
simultaneously.

(a) Double or Two-Way Table: In such a table, the variable under study is further
subdivided into two groups according to two inter-related characteristics. For
example, if the total number of candidates given in Table 2.24 are further divided
according to their sex, the table would become a two-way table because it would
reveal information about two characteristics namely, male and female. The new
shape of the table is shown in Table 2.26.

Table 2.26 Candidates Interviewed for Employment in a Company

Candidates Profile Number of Candidates Total

Males Females

Experienced 35 15 50
Inexperienced 10 60 70

Total 45 75 120

(b) Three-Way Table: In such a table, the variable under study is divided according to
three interrelated characteristics. For example, if the total number of males and
females candidates given in Table 2.26 are further divided according to the marital
status, the table would become a three-way. The new shape of the table is shown in
Table 2.27.

Table 2.27 Candidates Interviewed for Employment in a Company

Candidates Number of Candidates

Profile Males Females Total

Married Unmarried Total Married Unmarried Total

Experienced 15 20 35 5 10 15 50
Inexperienced 2 8 10 10 50 60 70

Total 17 28 45 15 60 75 120

(c) Manifold (or Higher Order) Table: Such tables provide information about a large
number of inter-related characteristics in the data set. For example, if the data
given in Table 2.27 is also available for other companies, then table would become
a manifold table.
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2.4.4 General and Summary Tables

General tables are also called reference or repository tables. In such a table, data are presented
in detail so as to provide information for general or reference use on the same subject.
Such tables are usually large in size and are generally given in the appendix for reference.
Various people have identified the purpose of such tables which are given below:

• Primary and usually the sole purpose of a reference table is to present data in
such a manner that individual items may be found readily by a reader.

—Croxton and Cowden
• Reference tables contain ungrouped data basic for a particular report, usually

containing a large amount of data and frequently selected to a tabular appendix.
—Horace Secrist

• These tables are those in which data are recorded not the detailed data which
have been analysed but rather the results of the analysis. —John I. Griffin

Data published by various ministries, autonomous bodies, or institutions pertaining
to employment, production, public expenditure, taxation, population, and so on are
examples of such tables.

2.4.5 Original and Derived Tables

Original tables are also called classification tables. Such a table contains data collected
from a primary source. But if the information given in a table has been derived from a
general table, then such a table is called a derivatived table. For example, if from a general
table, certain averages, ratios, or percentages are derived, then the table containing such
information would be a derivatived table.

Example 2.9: A state government has taken up a scheme of providing drinking water to
every village. During the first four years of a five-year plan, the government has installed
39,664 tubewells. Out of the funds earmarked for natural calamities the government has
sunk 14,072 tubewells during the first four years of the plan. Thus, out of the plan fund
9245 and 8630 tubewells were sunk, respectively, in 2000–2001 and 2001–2002. Out of
the natural calamities fund, the number of tubewells sunk in 1998–99 and 1999–2000
were 4511 and 637, respectively. The expenditure for 2000–2001 and 2001–2002 was Rs
863.41 lakh and Rs 1185.65 lakh, respectively.

The number of tubewells installed in 2002–2002 was 16,740 out of which 4800 were
installed out of the natural calamities fund and the expenditure of sinking of tubewells
during 2002–2003 was Rs 1411.17 lakh.

The number of tubewells installed in 2003–2004 was 13,973, out of which 9849
tubewells were sunk out of the fund for the plan and the total expenditure during the
first four years was Rs 5443.05 lakh.

Represent this data in a tabular form.
Solution: The data of the problem is summarized in Table 2.28.

Table 2.28 Tubewells for Drinking Water for Villages in a State

Year Number of Tubewells Expenditure
Out of Fund Plan Out of Natural (Rs in lakh)

Calamities Fund

2001–2001 9245 4511 863.41
2001–2002 8630 637 1185.65
2002–2003 (16,740 – 4800) 4800 1411.17

= 11,940
2003–2004 9849 (13,973 – 9849) 1982.82

= 4124

Total 39,664 14,072 5,443.05
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Example 2.10: In a sample study about coffee-drinking habits in two towns, the following
information was received:

Town A : Females were 40 per cent. Total coffee drinkers were 45 per cent and
male non-coffee drinkers were 20 per cent

Town B : Males were 55 per cent. Male non-coffee drinkers were 30 per cent and
female coffee drinkers were 15 per cent.

Represent this data in a tabular form.

Solution: The given data is summarized in Table 2.29.

Table 2.29 Coffee Drinking Habit of Towns A and B (in percentage)

 Attribute Town A Town B
Males Females Total Males Females Total Total

(1) (2) (1) + (2)

 Coffee drinkers (45 – 5) (40 – 35) 45 (55 – 30) 15 40 85
= 40 = 5 = 25

 Non-coffee (55 – 20) (100 – 45) (60 – 30) (100 – 40)
 drinkers 20 = 35 = 55 30 = 30 = 60 115

 Total (100 – 40) (100 – 55)
= 60 40 100 55 = 45 100 200

Example 2.11: Industrial finance in India has showed great variation in respect of
sources of funds during the first, second, and third five-year plans. There were two
main sources—internal and external. The internal sources of funds are—depreciation,
free reserves and surplus. The external sources of funds are—capital issues, borrowings.

During the first plan, internal and external sources accounted for 62 per cent and
38 per cent of the total, and of the depreciation, fresh capital, and other sources formed
29 per cent, 7 per cent, and 10.6 per cent respectively.

During the second plan, internal sources decreased by 17.3 per cent compared to
the first plan, and depreciation was 24.5 per cent. The external finance during the same
period consisted of 10.9 per cent fresh capital and 28.9 per cent borrowings.

Compared to the second plan, external finance during the third plan decreased by
4.4 per cent, and borrowings and ‘other sources’ were 29.4 per cent and 14.9 per cent
respectively. During the third plan, internal finance increased by 4.4 per cent and free
reserves and surplus formed 18.6 per cent.

Tabulate this information with the above details as clearly as possible observing the
rules of tabulation.

Solution: The given information is summarized in Table 2.30.

Table 2.30 Pattern of Industrial Finance (in Percentage)

   Five Year Sources of Funds

Plan Internal External

Depre- Free Total Capital Borrowings Other Total
ciation Reserves Issues Sources

and
Surplus

First 29 62 – 29 62 7 38 – 7 – 10.6 10.6 38
 = 33  = 20.4

 Second 24.5 44.7 – 24.5 62 – 17.3 10.9 28.9 55.3 – 10.9 100 – 44.7
 = 20.2  = 44.7 – 28.9 = 15.5 = 55.3

 Third 49.1 – 18.6 18.6 44.7 + 4.4 50.9 – 29.4 29.4 14.9 55.3 – 4.4
 = 30.5  = 49.1  – 14.9 = 6.6  = 50.9
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Example 2.12: The following information about weather conditions at different stations
were recorded at 8.30 a.m. on Thursday, 29 August 1990.

At Ahmednagar station, the maximum and minimum temperature in 24 hrs were
28°C and 20°C respectively. The rainfall in the past 24 hrs at Ahmednagar was nil. Since
1 June the rainfall was 185 mm which is 105 mm below normal.

Bangalore’s minimum and maximum temperatures in 24 hrs for the day were 19°C
and 23°C respectively. It had no rainfall in the past 24 hrs and since 1 June the rainfall
was 252 mm which is 54 mm below normal.

The minimum temperature at Udaipur was 21°C and the rainfall in the past 24 hrs
was nil. Since 1 June it experienced 434 mm of rainfall which is 24 mm below normal.

Panagarh’s maximum temperature in 24 hrs was 28°C. It had 4 mm of rain in the
past 24 hrs and since 1 June it had 955 mm of rain.

Kolkata’s maximum and minimum day temperatures were 30°C and 26°C respectively.
It had 3 mm of rainfall in the past 24 hrs. Since 1 June it experienced a rainfall of 1079
mm which is 154 mm above rainfall.

Present the above data in a tabular form.

Solution: The given information is summarized in Table 2.31.

Table 2.31 Weather Conditions at Different Stations (at 8.30 a.m. on 29 August 1990)

Stations In 24 Hours Rainfall (mm)

Temperature (ºC) Past 24 hrs Since June 1 Above Normal Below Normal

Min. Max.

Ahmednagar 20 28 0 185 — 105
Bangalore 19 23 0 252 — 54
Udaipur 21 — 0 434 — 24
Panagarh — 28 4 955 — —
Kolkata 26 30 3 1079 154 —

Example 2.13: Present the following data in a tabular form:
A certain manufacturer produces three different products 1, 2, and 3. Product 1

can be manufactured in one of the three plants A, B, or C. However, product 2 can be
manufactured in either plant B or C, whereas plant A or B can manufacture product 3.
Plant A can manufacture in an hour 10 pieces of 1 or 20 pieces of 3, 20 pieces of 2, 15
pieces of 1, or 16 pieces of 3 can be manufactured per hour in plant B. C can produce
20 pieces of 1 or 18 pieces of 2 per hour.

Wage rates per hour are Rs 20 at A, Rs 40 at B and Rs 25 at C. The costs of running
plants A, B, and C are respectively Rs 1000, 500, and 1250 per hour. Materials and other
costs directly related to the production of one piece of the product are respectively Rs 10
for 1, Rs 12 for 2, and Rs 15 for 3. The company plans to market product 1 at Rs 15 per
piece, product 2 at Rs 18 per piece and product 3 at Rs 20 per piece.

Solution: The given information is summarized in Table 2.32.

Table 2.32 Production Schedule of a Manufacturer

Plant Rate of Manufacturing Wage Rates Cost of Running
Per Hour ( Pieces) Per Hour Plant Per

1 2 3
(Rs) Hour (Rs)

A 10 — 20 20 1000
B 15 20 16 40 500
C 20 18 — 25 1250

Material and other 10 12 15
direct costs per
piece (Rs)

Product price per 15 18 20
piece (Rs)
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Example 2.14: Transforming the ratios into corresponding numbers, prepare a complete
table for the following information. Give a suitable title to the table.

In the year 2000 the total strength of students of three colleges X, Y, and Z in a city
were in the ratio 4 : 2 : 5. The strength of college Y was 2000. The proportion of girls
and boys in all colleges was in the ratio 2 : 3. The facultywise distribution of boys and
girls in the faculties of Arts, Science, and Commerce was in the ratio 1 : 2 : 2 in all the
three colleges.

Solution: The data of the problem is summarized in Table 2.33.

Table 2.33 Distribution of Students According to Faculty and Colleges in the Year 2000

 Colleges Faculty Total

Arts Science Commerce (1) + (2) + (3)

Boys Girls Total Boys Girls Total Boys Girls Total
(1) (2) (3)

X 480 320 800 960 640 1600 960 640 1600 4000
Y 240 160 400 480 320 800 480 320 800 2000
Z 600 400 1000 1200 800 2000 1200 800 2000 5000

Total 1320 880 2200 2640 1760 4400 2640 1760 4400 11,000

Example 2.15: Represent the following information in a suitable tabular form with
proper rulings and headings:

The annual report of a Public Library reveals the following information regarding
the reading habits of its members.

Out of the total of 3718 books issued to the members in the month of June, 2100
were fictions. There were 467 members of the library during the period and they were
classified into five classes—A, B, C, D, and E. The number of members belonging to the
first four classes were respectively 15, 176, 98, and 129, and the number of fictions
issued to them were 103, 1187, 647, and 58 respectively. The number of books, other
than text books and fictions, issued to these four classes of members were respectively 4,
390, 217, and 341. Text books were issued only to members belonging to classes C, D,
and E, and the number of text books issued to them were respectively 8, 317, and 160.

During the same period, 1246 periodicals were issued. These include 396 technical
journals of which 36 were issued to member of class B, 45 to class D, and 315 to class E.

To members of classes B, C, D, and E the number of other journals issued were 419,
26, 231, and 99, respectively.

The report, however, showed an increase of 4.1 per cent in the number of books
issued over last month, though there was a corresponding decrease of 6.1 per cent in the
number of periodicals and journals issued to members.

Solution: The data of the problem is summarized in Table 2.35.

Table 2.35 Reading Habits of the Members of Public Library

Type of Class of Members Total for the Month

Book Issued A B C D E June May

Fiction 103 1187 647 358 105 2100 2018
Books Textbooks — — 218 317 160 2485 2466

Others 104 1390 217 341 181 1133 1089
Total 107 1577 872 716 446 3718 3573

Periodicals Technical — 1536 — 345 315 2396 2420
and Journals journals

Others 175 1419 126 231  99 2850 2902
Total 175 1455 126 276 414 1246 1322

Note: The figures for the month of May were calculated on the basis of percentage
changes for each type of reading material given in the text.
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13. What is a statistical table? Explain clearly the essentials of
a good table.

14. (a) What are the different components of a table?
(b) What are the chief functions of tabulation? What

precautions would you take in tabulating statistical
data?

(c) What are the characteristics of a good table?
15. Explain the role of tabulation in presenting business data,

and discuss briefly the different methods of presentation.
16. Explain the terms ‘classification’ and ‘tabulation’. Point

out their importance in a statistical investigation. What
precautions would you take in tabulating statistical
data?

C o n c e p t u a l  Q u e s t i o n s  2B

17. In classification and tabulation, common sense in the chief
requisite and experience the chief teacher. Comment.

18. What are the requisites of a good table? State the rules
that serve as a guide in tabulating statistical data.

19. Distinguish between classification and tabulation. Mention
the requisites of a good statistical table.

20. Explain how you would tabulate statistics of deaths from
sexual diseases in different states of India for a period of
five years.

21. Explain the purpose of tabular presentation of statistical
data. Draft a form of tabulation to show the distribution
of population according to (i) community by age, (ii)
literacy, (iii) sex, and (iv) marital status.

S e l f-P r a c t i c e  P r o b l e m s  2 B

2.14 Draw a blank table to show the number of candidates
sex-wise appearing in the pre-university, First year,
Second year, and Third year examinations of a
university in the faculties of Arts, Science, and Commerce
in a certain year.

2.15 Let the national income of a country for the years
2000–01 and 2001–02 at  current prices be 80,650,
90,010, and 90,530 crore of rupees respectively, and
per capita income for these years be 1050, 1056, and
1067 rupees. The corresponding figures of national
income and per capita income at 1999–2000 prices for
the above years were 80,650, 80,820, and 80,850 crore
of rupees and 1050, 1051 and 1048 respectively. Present
this data in a table.

2.16 Present the following information in a suitable form
supplying the figure not directly given. In 2004, out of
a total of 4000 workers in a factory, 3300 were members
of a trade union. The number of women workers
employed was 500 out of which 400 did not belong to
any union.

In 2003, the number of workers in the union was
3450 of which 3200 were men. The number of non-
union workers was 760 of which 330 were women.

2.17 Of the 1125 students studying in a college during a
year, 720 were SC/ST, 628 were boys, and 440 were
science students; the number of SC/ST boys was 392,
that of boys studying science 205, and that of SC/ST
students studying science 262; finally the number of
science students among the SC/ST boys was 148. Enter
these frequencies in a three-way table and complete the
table by obtaining the frequencies of the remaining cells.

2.18 A survey of 370 students from the Commerce Faculty
and 130 students from the Science Faculty revealed that
180 students were studying for only C.A. Examinations,
140 for only Costing Examinations, and 80 for both
C.A. and Costing Examinations. The rest had opted for
part-time Management Courses. Of those studying for

Costing only, 13 were girls and 90 boys belonged to the
Commerce Faculty. Out of the 80 studying for both
C.A. and Costing, 72 were from the Commerce Faculty
amongst whom 70 were boys. Amongst those who opted
for part-time Management Courses, 50 boys were from
the Science Faculty and 30 boys and 10 girls from the
Commerce Faculty. In all there were 110 boys in the
Science Faculty.

Present this information in a tabular form. Find the
number of students from the Science Faculty studying
for part-time Management Courses.

2.19 An Aluminium Company is in possession of certain scrap
materials with known chemical composition. Scrap 1
contains 65 per cent aluminium, 20 per cent iron, 2
per cent copper, 2 per cent manganese, 3 per cent
magnesium and 8 per cent silicon. The aluminium
content of scrap 2, scrap 3, and scrap 4 are respectively
70 per cent, 80 per cent and 75 per cent. Scrap 2 contains
15 per cent iron, 3 per cent copper, 2 per cent
manganese, 4 per cent magnesium and the rest silicon.
Scrap 3 contains 5 per cent iron. The iron content of
scrap 4 is the same as that of scrap 3, scrap 4 contains
twice as much percentage of copper as scrap 3. scrap 3
contains 1 per cent copper. Scrap 3 contains manganese
which is 3 times as much copper as it contains. The
percentage of magnesium and silicon in scrap 3 are
respectively 3 per cent and 8 per cent. The magnesium
and silicon contents of scrap 4 are respectively 2 times
and 3 times its manganese contents. The company also
purchases some aluminium and silicon as needed. The
aluminium purchased contains 96 per cent pure
aluminium, 2 per cent iron, 1 per cent copper and 1
per cent silicon respectively, whereas the purchased
silicon contains 98 per cent silicon and 2 per cent iron
respectively. Present the above data in a table.

2.20 Present the following data in a suitable tabular form
with appropriate headings:
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A pilot survey carried out a few years before yielded
the following estimates of livestock numbers and milk
production in three regions, namely, Punjab Plains (PP),
Punjab Hills (PH), and Eastern U.P. (EU) (only the
estimates for the rural sector are quoted here.) The
total number of cows was 4396, 2098 and 15,170
thousand, respectively in three regions, namely, PP, PH
and EU, and the corresponding number for buffaloes
were 4,092, 765 and 5,788 thousand. The percentages
of animals producing milk were 47, 40 and 37 for cows
in PP, PH, and EU, respectively, the corresponding
figures for buffaloes being 58, 49 and 47. The average
daily milk yield per animal was 2.52, 0.51, and 0.68 kg
for cows in PP, PH, and EU respectively; and for
buffaloes the yield figures were 4.10, 2.35 and 1.86 kg
respectively.

2.21 Prepare a blank tabular layout with appropriate
headings for presenting the estimates of the number of
unemployed persons obtained from a sample survey
covering three states namely, Bihar, Orissa, and West
Bengal. The estimates should be presented separately
for the three states, for rural and urban areas of each
State, and also separately for persons in different levels
of general education (illiterate, literate below primary,
primary, secondary, graduate and above). The table
should show the number of unemployed persons in
each region and education level as well as the percentage
of such persons to the corresponding total population.
It should also present relevant sub-totals and totals.

2.22 A state was divided into three areas: administrative
district, urban district, and rural district. A survey of
housing conditions was carried  out and the following
information was gathered:

There were 67,71,000 buildings of which 17,61,000
were in rural district. Of the buildings in urban district
40,64,000  were inhabited and 45,000 were under
construction. In the administrative district 40,000
buildings were uninhabited and 5000 were under
construction of the total of 6,16,000. The total buildings
in the city that are under construction are 62,000 and
those uninhabited are 4,49,000. Tabulate this
information.

2.23 Draw up a blank table to show the number of employees
in a large commercial firm, classified according to (i)
Sex: male and female; (ii) three age groups : below 30,
30 and above but below 45, 45 and above; and (iii) four
income-groups: below Rs 400, Rs 400–750, Rs 750–
1000, and above Rs 1000.

2.24 Transform the ratios into corresponding numbers to
prepare a complete table for the following information.
Give a suitable title to the table.

In the year 1997, the total strength of students of
three colleges A, B, and C in a city was in the ratio

3 : 1 : 4. The strength of college B was 800. The
proportion of girls and boys in all colleges was in the
ratio 1 : 3. The faculty-wise distribution of girls and
boys in the faculties of Arts, Science, and Commerce
was in the ratio 2 : 1 : 2 in all the three colleges.

2.25 The ‘Financial Highlights’ of a public limited company
in recent years were as follows:

In the year ended 31 March 1998 the turnover of the
company, including other income, was Rs 157 million.
The profit of the company in the same year before tax,
investment allowance, reserve, and prior year’s
adjustment was Rs 19 million, and the profit after tax,
investment allowance, reserve, and prior year’s
adjustment was Rs 8 million. The dividend declared by
the company in the same year was 20 per cent. The
turnover, including other income, for the years ended
31 March 1999, 2000, and 2001 were Rs 169, 191, and
197 million respectively. For the year ended 31 March
1999 the profit before tax, investment allowance,
reserve, and prior year’s adjustment was Rs 192 million
and the profit after tax, and so on Rs. 7.5 million, while
the dividend declared for the same year was 17 per cent.
For the year ended 31 March 2000, 2001, and 2002 the
profits before tax, investment allowance, reserve, and
prior year’s adjustment were Rs 21, 12, 13 million
respectively, while the profits after tax, and so on, of the
above three years were Rs 9.5, 4, and 9 million
respectively. The turnover, including other income, for
the year ended 31 March 2002 was Rs 243 million. The
dividend declared for the year ended 31 March 2000–
02 was 17 per cent, 10 per cent and 20 per cent
respectively. Present the above data in a table.

2.26 Present the following information in suitable form:
In 1994 out of a total of 1950 workers of a factory 1400
were members of a trade union.

The number of women employed was 400 of which
275 did not belong to a trade union. In 1999, the
number of union workers increased to 1780 of which
1490 were men. On the other hand, the number of
non-union workers fell to 408 of which 280 were men.

In the year 2004, there were 2000 employees who
belonged to a trade union and 250 did not belong to a
trade union. Of all the employees in 2000, 500 were
women of whom only 208 did not belong to a trade union.

2.27 In a trip organized by a college, there were 50 persons,
each of whom paid Rs 2500 on an average. There were
40 students each of whom paid Rs 2700. Members of
the teaching staff were charged at a higher rate. The
number of servants was 5 and they were not charged
any amount. The number of ladies was 20 per cent of
the total and one was a lady  teacher. Tabulate the above
information.
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H i n t s  a n d  A n s w e r s

2.14 Distribution of candidates appearing in various university examinations

Boys Girls

Faculty Pre-Univ. First Second Third Total Pre-Univ. First Second Third Total
year year year year year year

Arts
Science
Commerce

Total

2.15 National income and per capita income of the country

For the year 1999-2000 to 2001-2002

Year National Income Per Capita Income

At Current Prices At 1999–2000 Prices At Current At 1999–2000
(Rs in crore) (Rs in crore) Prices Prices

1999–2000 80,650 80,650 1050 1050
2000–2001 90,010 80,820 1056 1051
2001–2002 90,530 80,850 1067 1048

2.16 Members of union by sex

 Year 2003 2004
Males Females Total Males Females Total

 Member 3300 250 3450 3200 100 3300
 Non-member 430 330 760 300 400 700
 Total 3630 580 4210 3500 500 4000

2.17 Distribution of College Students by Caste and Faculty

 Faculty Boys Girls
SC/ST Non-SC/ST Total SC/ST Non-SC/ST Total

 Science 148 157 205 114 121 235
 Arts 244 179 423 214 48 262

 Total 392 236 628 328 169 497

2.18 Distribution of students according to Faculty and Professional Courses

Faculty Commerce Science Total

Courses Boys Girls Total Boys Girls Total Boys Girls Total

 Part-time Management 30 10 40 50 10 60 80 20 100
 CA only 150 8 158 16 6 22 166 14 180
 Costing only 90 10 100 37 3 40 127 13 140
 CA and Costing 70 2 72 7 1 8 77 3 80

 Total 340 30 370 110 20 130 450 50 500
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2.19 The chemical composition of Scraps and Purchased Minerals

Chemical Composition (in percentage)

Materials Aluminium Iron Copper Manganese Magnesium Silicon

Scrap 1 65 20 2 2 3 8
Scrap 2 70 15 3 2 4 6
Scrap 3 80 5 1 3 3 8
Scrap 4 75 5 2 3 6 9
Aluminium 96 2 1 — — 1
Silicon — 2 — — — 98

2.25 Financial highlights of the Public Ltd.. Co.

Year Ended Turnover Including Profit Before Tax, Profit After Tax Per cent
31 March Other Income Investment Allowance Investment Allowance

(in Million of Rs) Reserve and Prior Year Reserve and Prior Year
Adjustment Adjustment

(in Million of Rs) (in Million of Rs)

1998 157 19 7.8 20
1999 169 18 7.5 17
2000 191 21 9.5 17
2001 197 12 7.4 10
2002 243 13 7.9 20

2.26 Trade-union membership

Category 1994 1999 2004

Member Non- Total Member Non- Total Member Non- Total
member member member

Men 1,275 275 1550 1490 280 1770 1708 42 1750
Women 125 275 400 290 128 418 292 208 500

Total 1400 550 1950 1780 408 2188 2000 250 2250

2.27 Type of Sex Contribution Total

Participants Males Females Total Per Member (Rs) Contribution (Rs)

Students 31 9 40 2700 1,08,000
Teaching staff 4 1 5 3400 17,000
Servant 5 — 5 —

Total 40 10 50 — 1,25,000

Notes : 1. Total contribution = Average contribution × Number of persons in the group
= 2500 × 50 = Rs 1,25,000

2. Per head contribution of teaching staff = 
Total contribution  Contribution of students

Number of teaching staff
−

= 
1 25 000 40 2700

5
, , ( × )−

 = 3400

2.5 GRAPHICAL PRESENTATION OF DATA

It has already been discussed that one of the important functions of statistics is to present
complex and unorganized (raw) data in such a manner that they would easily be
understandable. According to King, ‘One of the chief aims of statistical science is to
render the meaning of masses of figures clear and comprehensible at a glance.’ This is
often best accomplished by presenting the data in a pictorial (or graphical) form.
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The graphical (diagrammatical) presentation of data has many advantages. The
following persons rightly observed that

• With but few exceptions memory depends upon the faculty of our brains possess
of forming visual images and it is this power of forming visual images which lies
at the root of the utility of diagrammatic presentation. —R. L. A. Holmes

• Cold figures are uninspiring to most people. Diagrams help us to see the pattern
and shape of any complex situation. Just as a map gives us a bird's eye-view of
the wide stretch of a country, so diagrams help as visualise the whole meaning of
the numerical complex at a single glance. —M. J. Moroney

Figures are not always interesting, and as their size and number increases they
become uninteresting and confusing to  such an extent that nobody would like to study
them. The work of a statistician is to understand the data himself, and to put them in
such a way that their importance may be known to every one. According to Calvin F.
Schmid, ‘Charts and graphs represent an extremely useful and flexible medium for
explaining, interpreting and analysing numerical facts largely by means of points, lines,
areas and other geometric forms and symbols. They make possible the presentation of
quantitative data in a simple, clear, and effective manner and facilitate comparison of
values, trends and relationships.’

2.5.1 Functions of a Graph

Graphic presentation of frequency distributions facilitate easy understanding of data
presentation and interpretation. The shape of the graph offers easy answers to several
questions. The same information can also be obtained from tabular presentation of a
frequency distribution, but the same is not as effective in highlighting the essential
characteristics as explicitly as is possible in the case of graphic presentation.

The shape of the graph gives an exact idea of the variations of the distribution
trends. Graphic presentation, therefore, serves as an easy technique for quick and effective
comparison between two or more frequency distributions. When the graph of one
frequency distribution is superimposed on the other, the points of contrast regarding
the type of distribution and the pattern of variation become quite obvious. All these
advantages necessitate a clear understanding of the various forms of graphic representation
of a frequency distribution.

2.5.2 Advantages and Limitations of Diagrams (Graphs)

According to P. Maslov, ‘Diagrams are drawn for two purposes (i) to permit the investigator
to graph the essence of the phenomenon he is observing, and (ii) to permit others to see
the results at a glance, i.e. for the purpose of popularisation.’

Advantages Few of the advantages and usefulness of diagrams are as follows:

(i) Diagrams give an attractive and elegant presentation: Diagrams have greater attraction
and effective impression. People, in general, avoid figures, but are always
impressed by diagrams. Since people see pictures carefully, their effect on the
mind is more stable. Thus, diagrams give delight to the eye and add to the spark
of interest.

(ii) Diagrams leave good visual impact: Diagrams have the merit of rending any idea
readily. The impression created by a diagram is likely to last longer in the mind
of people than the effect created by figures. Thus diagrams have greater
memorizing value than figures.

(iii) Diagrams facilitate comparison: With the help of diagrams, comparisons of groups
and series of figures can be made easily. While comparing absolute figures the
significance is not clear but when these are presented by diagrams, the
comparison is easy. The technique of diagrammatic representation should  not
be used when comparison is either not possible or is not necessary.

(iv) Diagrams save time: Diagrams present the set of data in such a way that their
significance is known without loss of much time. Moreover, diagrams save time
and effort which are otherwise needed in drawing inferences from a set of figures.
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(v) Diagrams simplify complexity and depict the characteristics of the data: Diagrams, besides
being attractive and interesting, also highlight the characteristics of the data.
Large data can easily be represented by diagrams and thus, without straining
one's mind, the basic features of the data can be understood and inferences can
be drawn in a very short time.

Limitations We often find tabular and graphical presentations of data in annual reports,
newspapers, magazines, bulletins, and so on. But, inspite their usefulness, diagrams can
also be misused. A few limitations of these as a tool for statistical analysis are as under:

(i) They provide only an approximate picture of the data.
(ii) They cannot be used as alternative to tabulation of data.

(iii) They can be used only for comparative study.
(iv) They are capable of representing only homogeneous and comparable data.

2.5.3 General Rules for Drawing Diagrams

To draw useful inferences from graphical presentation of data, it is important to
understand how they are prepared and how they should be interpreted. When we say
that ‘one picture is worth a thousand words’, it neither proves (nor disproves) a particular
fact, nor is it suitable for  further analysis of data. However, if diagrams are properly
drawn, they highlight the different characteristics of data. The following general guidelines
are taken into consideration while preparing diagrams:

Title: Each diagram should have a suitable title. It may be given either at the top of the
diagram or below it. The title must convey the main theme which the diagram intends to
portray.

Size: The size  and portion of each component of a diagram should be such that all the
relevant characteristics of the data are properly displayed and can be easily understood.
Proportion of length and breadth: An appropriate proportion between the length and
breadth of the diagram should be maintained. As  such there are no fixed  rules about
the ratio of length to width. However, a ratio of 2  : 1 or 1.414 (long side) : 1 (short side)
suggested by Lutz in his book Graphic Presentation may be adopted as a general rule.
Proper scale: There are again no fixed rules for selection of scale. The diagram should
neither be too small nor too large. The scale for the diagram should be decided after
taking into consideration the magnitude of data and the size of the paper on which it is
to be drawn. The scale showing the values as far as possible, should be in even numbers
or in multiples of 5, 10, 20, and so on. The scale should specify the size of the unit and
the nature of data it represents, for example, ‘millions of tonnes’, in Rs thousand, and
the like. The scale adopted should be indicated on both vertical and horizontal axes if
different scales are used. Otherwise can be indicated at some suitable place on the graph
paper.
Footnotes and source note: To clarify or elucidate any points  which need further
explanation but cannot be shown in the graph, footnotes are given at the bottom of the
diagrams.
Index: A brief index explaining the different types of lines, shades, designs, or colours
used in the construction of the diagram should be given to understand its contents.
Simplicity: Diagrams should be prepared in such a way that they can be understood
easily. To keep it simple, too much information should not be loaded in a single diagram
as it may create confusion. Thus if the data are large, then it is advisible to prepare more
than one diagram, each depicting some identified characteristic of the same data.

2.6 TYPES OF DIAGRAMS

There are a variety of diagrams used to represent statistical data. Different types of
diagrams, used to describe sets of data, are divided into the following categories:
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• Dimensional diagrams

(i) One dimensional diagrams such as histograms, frequency polygones, and
pie chart.

(ii) Two-dimensional diagrams such as rectangles, squares, or circles.
(iii) Three dimensional diagrams such as cylinders and cubes.

• Pictograms or Ideographs

• Cartographs or Statistical maps

2.6.1 One-Dimensional Diagrams

These diagrams are most useful, simple, and popular in the diagrammatic presentation
of frequency distributions. These diagrams provides a useful and quick understanding
of the shape of the distribution and its characteristics. According to Calvin F. Schmid,
‘The simple bar chart with many variations is particularly appropriate for comparing
the magnitude (or size) of coordinate items or of parts of a total. The basis of comparison
in the bar is linear or one-dimensional.’

These diagrams are called one-dimensional diagrams because only the length (height)
of the bar (not the width) is taken into consideration. Of course, width or thickness of
the bar has no effect on the diagram, even then the thickness should not be too much
otherwise the diagram would appear like a two-dimensional diagram.

Tips for Constructing a Diagram The following tips must be kept in mind while constructing
one-dimensional diagrams:

(i) The width of all the bars drawn should be same.
(ii) The gap between one bar and another must be uniform.

(iii) There should be a common base to all the bars.
(iv) It is desirable to write the value of the variable represented by the bar at the top

end so that the reader can understand the value without looking at the scale.
(v) The frequency, relative frequency, or per cent frequency of each class interval is

shown by drawing a rectangle whose base is the class interval on the horizontal
axis and whose height is the corresponding frequency, relative frequency, or
per cent frequency.

(vi) The value of variables (or class boundaries in case of grouped data) under study
are scaled along the horizontal axis, and the number of observations (frequencies,
relative frequencies or percentage frequencies) are scaled along the vertical axis.

The one-dimensional diagrams (charts) used for graphical presentation of data sets are
as follows:

• Histogram
• Frequency polygon
• Frequency curve
• Cumulative frequency distribution (Ogive)
• Pie diagram

Histograms (Bar Diagrams) These diagrams are used to graph both ungrouped and grouped
data. In the case of an ungrouped data, values of the variable (the characteristic to be
measured) are scaled along the horizontal axis and the number of observations (or
frequencies) along the vertical axis of the graph. The plotted points are then connected
by straight lines to enhance the shape of the distribution. The height of such boxes
(rectangles) measures the number of observations in each of the classes.

Listed below are the various types of histograms:

(i) Simple bar charts (v) Paired bar charts
(ii) Grouped (or multiple) charts (vi) Sliding bar charts

(iii) Deviation bar charts (vii) Relative frequency bar charts
(iv) Subdivided bar charts (viii) Percentage bar charts

Bar graph: A graphical
device for depicting data
that have been summarized
in a frequency distribution,
relative frequency
distribution, or per cent
frequency distribution.
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Figure 2.2
Histogram for Mutual Funds

For plotting a histogram of a grouped frequency distribution, the end points of class
intervals are specified on the horizontal axis and the number of observations (or
frequencies) are specified on the vertical axis of the graph. Often class midpoints are
posted on the horizontal axis rather than the end points of class intervals. In either case,
the width of each bar indicates the class interval while the height indicates the frequency
of observations in that class. Figure 2.2 is a histogram for the frequency distribution
given in Table 2.12 of Example 2.1.

Remarks: Bar diagrams are not suitable to represent long period time series.

Simple Bar Charts The graphic techniques described earlier are used for group frequency
distributions. The graphic techniques presented in this section can also be used for
displaying values of categorical variables. Such data is first tallied into summary tables
and then graphically displayed as either bar charts or pie charts.

Bar charts are used to represent only one characteristic of data and there will be as
many bars as number of observations. For example, the data obtained on the production
of oil seeds in a particular year can be represented by such bars. Each bar would represent
the yield of a particular oil seed in that year. Since the bars are of the same width and
only the length varies, the relationship among them can be easily established.

Sometimes only lines are drawn for comparison of given variable values. Such lines
are not thick and their number is sufficiently large. The different measurements to be
shown should not have too much difference, so that the lines may not show too much
dissimilarity in their heights.

Such charts are used to economize space, specially when observations are large. The
lines may be either vertical or horizontal depending upon the type of variable—numerical
or categorical.

Example 2.16: The data on the production of oil seeds in a particular year is presented
in Table 2.35.

Table 2.35

Oil Seed Yield Percentage Production
(Million tonnes) (Million tonnes)

Ground nut 5.80 43.03
Rapeseed 3.30 24.48
Coconut 1.18 8.75
Cotton 2.20 16.32
Soyabean 1.00 7.42

13.48 100.00

Represent this data by a suitable bar chart.
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Solution: The information provided in Table 2.35 is expressed graphically as the frequency
bar chart as shown in Fig. 2.3. In this figure, each type of seed is depicted by a bar, the
length of which represents the frequency (or percentage) of observations falling into that
category.

Remark: The bars should be constructed vertically (as shown in Fig. 2.3) when categorized
observations are the outcome of a numerical variable. But if observations are the outcome
of a categorical variable, then the bars should be constructed horizontally.

Example 2.17: An advertising company kept an account of response letters received
each day over a period of 50 days. The observations were:

0 2 1 1 1 2 0 0 1 0 1 0 0 1 0 1 1 0
2 0 0 2 0 1 0 1 0 1 0 3 1 0 1 0 1 0
2 5 1 2 0 0 0 0 5 0 1 1 2 0

Construct a frequency table and draw a line chart (or diagram) to present the data.

Solution: The observations are tallied into the summary table as shown in Table 2.35.
Figure 2.4 depicts a frequency bar chart for the number of letters received during a

period of 50 days presented in Table 2.36.

Table 2.36 Frequency Distribution of Letters Received

 Number of Letters Tally Number of Days
Received (Frequency)

0 | | | | | | | | | | | | | | | | | | | 23
1 | | | | | | | | | | | | | | 17
2 | | | | | | 7
3 | | 2
4 — 0
5 | 1

50

Figure 2.3
Bar Chart Pertaining to Production of
Oil Seeds
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Multiple Bar Charts A multiple bar chart is also known as grouped (or compound) bar
chart. Such charts are useful for direct comparison between two or more sets of data.
The technique of drawing such a chart is same as that of a single bar chart with a
difference that each set of data is represented in different shades or colours on the same
scale. An index explaining shades or colours must be given.
Example 2.18: The data on fund flow (Rs in crore) of an International Airport Authority
during financial years 2001–02 to 2003–04 are given below:

2001–02 2002–03 2003–04

Non-traffic revenue 40.00 50.75 70.25
Traffic revenue 70.25 80.75 110.00
Profit before tax 40.15 50.50 80.25

Represent this data by a suitable bar chart.
Solution: The multiple bar chart of the given data is shown in Fig. 2.5.

Figure 2.4
Number of Letters Received

Figure 2.5
Multiple Bar Chart Pertaining to
Performance of an International
Airport Authority
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Deviation Bar Charts Deviation bar charts are suitable for presentation of net quantities in
excess or deficit such as profit, loss, import, or exports. The excess (or positive) values
and deficit (or negative) values are shown above and below the base line.

Example 2.19: The following are the figures of sales and net profits of a company over
the last three years.

(Per cent change over previous year)

Year Sales Growth Net Profit

2002–2003 15 – 30
2003–2004 12 – 53
2004–2005 18 – 72

Present this data by a suitable bar chart.
Solution: Figure 2.6 depicts deviation bar charts for sales and per cent change in sales
over previous year’s data.

Subdivided Bar Chart Subdivided bar charts are suitable for expressing information in
terms of ratios or percentages. For example, net per capita availability of food grains,
results of a college faculty-wise in last few years, and so on. While constructing these
charts the various components in each bar should be in the same order to avoid confusion.
Different shades must be used to represent various ratio values but the shade of each
component should remain the same in all the other bars. An index of the shades should
be given with the diagram.

A common arrangement while making these charts is that of presenting each bar in
order of magnitude from the largest component at the base of the bar to the smallest at
the end.

Since the different components of the bars do not start on the same scale, the individual
bars are to be studied properly for their mutual comparisons.

Example 2.20: The data on sales (Rs in million) of a company are given below:

2002 2003 2004

Export 1.4 1.8 2.29
Home 1.6 2.7 2.9

Total 3.0 4.5 5.18

Figure 2.6
Deviation Bar Chart Pertaining to
Sales and Profits
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Solution: Figure 2.7 depicts a subdivided bar chart for the given data.

Percentage Bar Charts When the relative proportions of components of a bar are more
important than their absolute values, then each bar can be constructed with same size to
represent 100%. The component values are then expressed in terms of percentage of the
total to obtain the necessary length for each of these in the full length of the bars. The
other rules regarding the shades, index, and thickness are the same as mentioned earlier.

Example 2.21: The following table shows the data on cost, profit, or loss per unit of a
good produced by a company during the year 2003–04.

Particulars 2003 2004

Amount (Rs) Percentage Cumulative Amount (Rs) Percentage Cumulative
Percentage Percentage

Cost per unit

(a) Labour 25 41.67 41.67 34 40.00 40.00

(b) Material 20 33.33 75.00 30 35.30 75.30

(c) Miscellaneous 15 25.00 100.00 21 24.70 100.00

Total cost 60 100 85 100

Sales proceeds per 80 110 80 88
unit

Profit (+) or
loss (–) per item + 20 + 10 – 5 – 12

Represent diagrammatically the data given above on percentage basis.

Solution: The cost, sales, and profit/loss data expressed in terms of percentages have
been represented in the bar chart as shown in Fig. 2.8.

Frequency Polygon As shown in Fig. 2.9, the frequency polygon is formed by marking
the midpoint at the top of horizontal bars and then joining these dots by a series of
straight lines. The frequency polygons are formed as a closed figure with the horizontal
axis, therefore a series of straight lines are drawn from the midpoint of the top base of
the first and the last rectangles to the mid point falling on the horizontal axis of the next
outlaying interval with zero frequency. The frequency polygon is sometimes jagged in
appearance.

A frequency polygon can also be converted back into a histogram by drawing vertical
lines from the bounds of the classes shown on the horizontal axis, and then connecting
them with horizontal lines at the heights ofthe polygon at each mid-point.

Figure 2.7
Subdivided Bar Chart Pertaining to
Sales
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Figure 2.8
Percentage Bar Chart Pertaining to
Cost, Sales, and Profit/Loss

Drawing a frequency polygon does not necessarily require constructing a histogram
first. A frequency polygon can be obtained directly on plotting points above each class
midpoint at heights equal to the  corresponding class frequency. The points so drawn
are then joined by a series of straight lines and the polygon is closed as explained earlier.
In this case, horizontal x-axis measures the successive class mid points and not the lower
class limits. Figure 2.9 shows the frequency polygon for the frequency distribution
presented by histogram in Fig. 2.2.

Frequency Curve It is described as a smooth frequency polygon as shown in Fig. 2.10. A
frequency curve is described in terms of its (i) symmetry (skewness) and its (ii) degree of
peakedness (kurtosis). The concepts of skewness and kurtosis describing a frequency
distribution will be discussed in Chapter 5.

Figure 2.9
Frequency Polygon for Mutual Fund
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Two frequency distributions can also be compared by superimposing two or more
frequency curves provided the width of their class intervals and the total number of
frequencies are equal for the given distributions. Even if the distributions to be compared
differ in terms of total frequencies, they still can be compared by drawing per cent
frequency curves where the vertical axis measures the per cent class frequencies and not
the absolute frequencies.

Cumulative Frequency Distribution (Ogive) It enables us to see how many observations lie
above or below certain values rather than merely recording the number of observations
within intervals. Cumulative frequency distribution is another method of data presentation
that helps in data analysis and interpretation. Table 2.37 shows the cumulative number
of observations below and above the upper boundary of each class in the distribution.

A cumulative frequency curve popularly known as Ogive  is another form of graphic
presentation of a cumulative frequency distribution. The ogive for the cumulative
frequency distribution given in Table 2.37 is presented in Fig. 2.11.

Once cumulative frequencies are obtained, the remaining procedure for drawing
curve, called ogive is as usual. The only difference being that the y-axis now has to be so
scaled that it accommodates the total frequencies. The x-axis is labelled with the upper
class limits in the case of less than ogive, and the lower class limits in case of more than
ogive.

Table 2.37 Calculation of Cumulative Frequencies

Mutual Fund Upper Class Number of Funds
Cumulative Frequency

Price (Rs) Boundary  ( f ) Less than More than

10–15 15 6 6 40
15–20 20 11 6 + 11 = 17 40 – 6 = 34
20–25 25 9 17 +   9 = 26 34 – 11 = 23
25–30 30 7 26 +   7 = 33 23 – 9 = 14
30–35 35 5 33 +   5 = 38 14 – 7 =   7
35–40 40 2 38 +   2 = 40 7 – 5 =   2

Figure 2.10
Frequency Curve



66 BUSINESS S T AT I S T I C S

Figure 2.11
Ogive for Mutual Fund Prices

To draw a cumulative ‘less than ogive’, points are plotted against each successive
upper class limit and the corresponding less than cumulative frequency value. These
points are then joined by the series of straight lines and the resultant curve is closed at
the bottom by extending it so as to meet the horizontal axis at the real lower limit of the
first class interval.

To draw a cumulative ‘more than ogive’, points are plotted against each successive
lower class limit and the corresponding more than cumulative frequency. These points
are joined by the series of straight lines and the curve is closed at the bottom by extending
it to meet the horizontal axis at the upper limit of the last class interval. Both the types of
ogives so drawn are shown in Fig. 2.11.

It may be mentioned that a line drawn parallel to the vertical axis through the point
of intersection of the two types of ogives will meet the x-axis at its middle point, and the
value corresponding to this point will be the median of the distribution Similarly, the
perpendicular drawn from the point of intersection of the two curves on the vertical axis
will divide the total frequencies into two equal parts.

Two ogives, whether less than or more than type, can be readily compared by drawing
them on the same graph paper. The presence of unequal class intervals poses no problem
in their comparison, as it does in the case of comparison of two frequency polygons. If
the total frequencies are not the same in the two distributions, they can be first converted
into per cent frequency distributions and then ogives drawn on a single graph paper to
facilitate comparison.

Pie Diagram These diagrams are normally used to show the total number of observations
of different types in the data set on a percentage basic rather than on an absolute basis
through a circle. Usually the largest percentage portion of data in a pie diagram is
shown first at 12 o'clock position on the circle, whereas the other observations (in per cent)
are shown in clockwise succession in descending order of magnitude. The steps to draw
a pie diagram are summarized below:

(i) Convert the various observations (in per cent) in the data set into corresponding
degrees in the circle by multiplying each by 3.6 (360 ÷ 100).

(ii) Draw a circle of appropriate size with a compass.
(iii) Draw points on the circle according to the size of each portion of the data with

the help of a protractor and join each of these points to the center of the circle.
The pie chart has two distinct advantages: (i) it is aesthetically pleasing and (ii) it

shows that the total for all categories or slices of the pie adds to 100%.

Example 2.22: The data shows market share (in per cent) by revenue of the following
companies in a particular year:

Batata–BPL 30 Escorts-First Pacific 5
Hutchison–Essar 26 Reliance 3
Bharti–Sing Tel 19 RPG 2
Modi Dista Com 12 Srinivas 2

Shyam 1
Draw a pie diagram for the above data.
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Solution: Converting percentage figures into angle outlay by multiplying each of them
by 3.6 as shown in Table 2.38.

Table 2.38

Company Market Share (Per cent)  Angle Outlay (Degree)

Batata–BPL 30 108.0
Hutchison–Essar 26 93.6
Bharti–Sing Tel 19 68.4
Modi Dista Com 12 43.2
Escorts First Pacific 5 18.0
Reliance 3 10.8
RPG 2 7.2
Srinivas 2 7.2
Shyam 1 3.6

Total 100 360.0

Using the data given in Table 2.38 construct the pie chart displayed in Fig. 2.12 by
dividing the circle into 9 parts according to degrees of angle at the centre.

Example 2.23: The following data relate to area in millions of square kilometer of oceans
of the world.

Ocean Area
(Million sq km)

Pacific 70.8
Atlantic 41.2
Indian 28.5
Antarctic 7.6
Arctic 4.8

Solution: Converting given areas into angle outlay as shown in Table 2.39.

Table 2.39

Ocean Area (Million sq km)  Angle Outlay (Degrees)

Pacific 70.8
70.8

152.9 × 360 = 166.70

Atlantic 41.2
41.2

152.9 × 360 = 97.00

Indian 28.5 67.10
Antarctic 7.6 17.89
Arctic 4.8 11.31

Total 152.9 360.00

Pie diagram is shown in Fig. 2.13.

Figure 2.12
Percentage Pie Chart
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2.6.2 Two-Dimensional Diagrams

In one-dimensional diagrams or charts only the length of the bar is taken
into consideration. But in two-dimensional diagrams both its height and
width are taken into account for presenting the data. These diagrams, also
known as surface diagrams or area diagrams, are:

• Rectangles
• Squares, and
• Circles.

Rectangles Since area of a rectangle is equal to the product of its length and
width, therefore while making such type of diagrams both length and width
are considered.

Rectangles are suitable for use in cases where two or more quantities are
to be compared and each quantity is sub-divided into several components.

Example 2.24: The following data represent the income of two families A
and B. Construct a rectangular diagram.

Item of Expenditure Family A Family B
(Monthly Income Rs 30,000) (Monthly Income Rs 40,000)

Food 5550 7280
Clothing 5100 6880
House rent 4800 6480
Fuel and light 4740 6320
Education 4950 6640
Miscellaneous 4860 6400

Total 30,000 40,000

Solution: Converting individual values into percentages taking total income as equal to
100 as shown in Table 2.40.

Figure 2.13
Per cent Pie Diagram

Table 2.40 Percentage Summary Table Pertaining to Expenses Incurred by Two Families

Item of Family A (Monthly Income Rs 3000) Family B (Monthly Income Rs 4000)
Expenditure Actual Percentage Cumulative Actual Percentage Cumulative

Expenses of Expenses Percentage Expenses of Expenses Percentage

Food 5550 18.50 18.50 7280 18.20 18.20
Clothing 5100 17.00 35.50 6880 17.20 35.40
House rent 4800 16.00 51.50 6480 16.20 51.60
Fuel and light 4740 15.80 6.78 6320 15.80 67.40
Education 4950 16.50 83.80 6640 16.60 84.00
Miscellaneous 4860 16.20 100.00 6400 16.00 100.00

Total 30,000 100.00 40,000 100.00

The height of the rectangles shown in Fig. 2.14 is equal to 100. The difference in the total
income is represented by the difference on the base line which is in the ratio of  3 : 4.

Squares Squares give a better comparison then rectangular bars when the difference of
totals to be compared is large. For example, if in Example 2.24 the total expenses of families
A and B are Rs 2000 and 20,000 respectively, then the width of the rectangles would be
in the ratio 1 : 10. If such a ratio is taken, the diagram would look very unwieldy. Thus
to overcome this difficulty squares are constructed to make use of their areas to represent
given data for comparison.
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Figure 2.14
Percentage of Expenditure by Two
Families

To construct a square diagram, first take the square-root of the values of various
figures to be represented and then these values are divided either by the lowest figure or
by some other common figure to obtain proportions of the sides of the squares. The
squares constructed on these proportionate lengths must have either the base or the
centre on a straight line. The scale is attached with the diagram to show the variable
value represented by one square unit area of the squares.

Example 2.25: The following data represent the production (in million tonnes) of coal
by different countries in a particular year.

Country Production

USA 130.1
USSR 44.0
UK 16.4
India 3.3

Represent the data graphically by constructing a suitable diagram.
Solution: The given data can be represented graphically by square diagrams. For
constructing the sides of the squares, the necessary calculations are shown in Table 2.41.

Table 2.41 Side of a Square Pertaining to Production of Coal

Country Production Square Root of Side of a Square
(Million tonnes) Production Amount (One square inch)

USA 130.1 11.406 1.267
USSR 44.0 6.633 0.737
UK 16.4 4.049 0.449
India 3.3 1.816 0.201

The squares representing the amount of coal production by various countries are
shown in Fig. 2.15.
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Figure 2.15
Coal Production in
Different Countries

Circles Circles are alternative to squares to represent data graphically. The circles are
also drawn such that their areas are in proportion to the figures represented by them.
The circles are constructed in such a way that their centres lie on the same horizontal
line and the distance between the circles are equal.

Since the area of a circle is directly proportional to the square of its radius, therefore
the radii of the circles are obtain in proportion to the square root of the figures under
representation. Thus, the lengths which were used as the sides of the square can also be
used as the radii of circles.

Example 2.26: The following  data represent the land area in different countries.
Represent this data graphically using suitable diagram.

Country Land Area
(crore acres)

USSR 590.4
China 320.5
USA 190.5
India 81.3

Solution: The data can be represented graphically using circles. The calculations for
constructing radii of circles are shown in Table 2.42.

Table 2.42 Radii of Circles Pertaining to Land Area of Countries

 Country Land Area (crore acres) Square Root of Land Area Radius of Circles (Inches)

 USSR 590.4 24.3 0.81
 China 320.5 17.9 0.60
 USA 190.5 13.8 0.46
 India 81.3 9.0 0.30

The various circles representing the land area of respective countries are shown in
Fig. 2.16.

Figure 2.16
Land Area of Different Countries
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2.6.3 Three-Dimensional Diagrams

Cylinders, spheres, cubes, and so on are known as three-dimensional diagrams because
three dimensions—length, breadth, and depth, are taken into consideration for
representing figures. These diagrams are used when only one point is to be compared
and the ratio between the highest and the lowest measurements is more than 100 : 1. For
constructing these diagrams, the cube root of various measurement is calculated and the
side of the each cube is taken in proportion to the cube roots.

Amongst the three-dimensional diagrams, cubes are the easiest and should be used
only in those cases where the figures cannot be adequately presented through bar, square,
or circle diagrams.

2.6.4 Pictograms or Ideographs

A pictogram is another form of pictorial bar chart. Such charts are useful in presenting
data to people who cannot understand charts. Small symbols or simplified pictures are
used to represent the size of the data. To construct pictograms or ideographs the following
suggestions are made:

(i) The symbols must be simple and clear.
(ii) The quantity represented by a symbol should be given.

(iii) Larger quantities are shown by increasing the number of symbols, and not by
increasing the size of the symbols. A part of a symbol can be used to represent a
quantity smaller than the whole symbol.

Example 2.27: Make a pictographic presentation of the output of vans during  the year
by a van manufacturing company.

Year : 1999 2000 2001 2002
Output : 2004 2996 4219 5324

Solution: Dividing the van output figures by 1000, we get 2.004, 2.996, 4.219, and
5.324 respectively.

Representing these figures by pictures of vans as shown in Fig. 2.17.

2.6.5 Cartograms or Statistical Maps
Cartograms are used to represent graphical distribution of data on
maps. The various figures in different regions on maps are shown
either by (i) shades or colours, (ii) dots or bars, (iii) diagrams or pic-
tures, or (iv) by putting numerical figures in each geographical area

The following maps show the location of a particular type of soil,
refineries, and aircraft industry in the country.

2.7 EXPLORATORY DATA ANALYSIS
This technique helps us to quickly describe and summarize a data set
using simple arithmetic and diagrams. Such presentation of data values
provides ways to determine relationships and trends, identify outliers
and influential observations. In this section one of the useful techniques
of exploratory data analysis, stem-and-leaf displays (or diagrams) technique
is presented. This technique provides the rank order of the values in
the data set and the shape of the distribution.

Figure 2.17
Output of Vans
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2.7.1. Stem-and-Leaf Displays

The stem-and-leaf display  (or diagram) is another very simple but powerful technique to
display quantitative data in a condensed form. The advantage of stem-and-leaf display
over a frequency distribution is that the identity of each observation remains intact. This
diagram provides us the rank order of the numerical values from lowest to highest in the
data set and reveal the center, spread, shape and ontliers (extremes) of a distribution. It
is a graphical display of the numerical values in the data set and separates these values
into leading digits (or stem) and trailing digits (or leaves). The steps required to construct a
stem-and-leaf diagram are as follows:
1. Divide each numerical value between the ones and the tens place. The number to the

left is the stem and the number to the right is the leaf. The stem contains all but the
last of the displayed digits of a numerical value. As with histogram, it is reasonable to
have between 6 to 15 stems (each stem defines an interval of values). The stem should
define equally spaced intervals. Stems are located along the vertical axis.

Sometimes numerical values in the data set are trancated or rounded off. For
example, the number 15.69 is truncated to 15.6 but it is rounded off to 15.7.

2. List the stems in a column with a vertical line to their right.
3. For each numerical value attach a leaf to the appropriate stem in the same row

(horizontal axis). A leaf is the last of the displayed digits of a number. It is standard,
but not mandatory, to put the leaves in increasing order at each stem value.

4. Provide a key to stem and leaf coding so that actual numerical value can be re-
created, if necessary.

Remark If all the numerical values are three-digit integers, then to form a stem-and-
leaf diagram, two approaches are followed:

(i) Use the hundreds column as the stems and the tens column as the leaves and
ignore the units column.

(ii) Use the hundreds column as the stems and the tens column as the leaves after
rounding of the units column.

Example 2.28 Consider the following markes obtained by 20 students in a business
statistics test:

64 89 63 61 78 87 74 72 54 88
62 81 78 73 63 56 83 86 83 93

(a) Construct a stem-and-leaf diagram for these marks to assess class performance
(b) Describe the shape of this data set
(c) Are there any ontliers in this data set.

Solution (a) The numerical values in the given data set ore ranging from 54 to 93. To
construct a stem-and-leaf diagram, we make a vertical list of the stems (the first digit of
each numerical value) as shown below:

Stem Leaf

5 46
6 43123
7 84283
8 9781863
9 3

Rearrange all of the leaves in each row in rank order.

Stem Leaf

5 46
6 12334
7 23488
8 1367889
9 3

4

3

3

8

8

4

8

7

6

9

2

1

6

3

2

7

3

1

8

3

9

6

4

5
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Each row in the diagram is a stem and numerical value on that stem is a leaf. For
example, if we take the row 6/12334, it means there are five numerical values in the data
set that begins with 6, i.e. 61, 62, 63, 63 and 64.

If the page is turned 90 degree clockwise and draw rectangles arround the digits in
each stem, we get a diagram similar to a histogram.

(b) Shape of the diagram is not symmetrical.
(c) There is no outlier (an observation far from the center of the distribution).

Example 2.29 The following data represent the annual family expenses (in thousand of
rupees) on food items in a city.

13.8 14.1 14.7 15.2 12.8 15.6 14.9 16.7 19.2
14.9 14.9 14.9 15.2 15.9 15.2 14.8 14.8 19.1
14.6 18.0 14.9 14.2 14.1 15.3 15.5 18.0 17.2
17.2 14.1 14.5 18.0 14.4 14.2 14.6 14.2 14.8

Construct the stem-end-leaf diagram.
Solution: Since the annual costs (in Rs 000) in the data set all have two-digit integer
numbers, the tens and units columns would be the leading digits and the remaining
column (the tenth column) would be trailing digits as shown below:

Stem Leaf Stem Leaf

12 8 12 8
13 8 13 8
14 17999988621142628 14 11122246678889999
15 2629235 15 2223569
16 7 16 7
17 2 17 2
18 000 18 000
19 21 19 12

Rearrange all the leaves in each row in the rank order as shown above.

C o n c e p t u a l  Q u e s t i o n s  2C

22. What are the different types of charts known to you? What
are their uses?

23. Point out the role of diagrammatic presentation of data.
Explain briefly the different types of bar diagrams known
to you.

24. Charts are more effective in attracting attention than other
methods of presenting data. Do you agree? Give reasons
for your answer. [MBA, HP Univ., 1998]

25. Discuss the utility and limitations (if any) of diagrammatic
presentation of statistical data.

26. Diagrams are meant for a rapid view of the relation of
different data and their comparisons. Discuss

27. Write short notes on pictographic and cartographic
representations of statistical data.

28. What are the advantages of using a graph to describe a
frequency distribution?

29. When constructing a graph of a grouped frequency
distribution, is it necessary that the resulting distribution
be symmetric ? Explain.

30. Explain what is meant by a frequency polygon, a
histogram, and a frequency curve.

31. Define the terms relative frequency and cumulative
frequency. How are these related to a frequency
distribution?

32. The distribution of heights of all students in the commerce
department of the university has two peaks or is bimodal.
The distribution of the IQ's of the same students, however,
has only one peak. How is this possible since the same
students are considered in both cases? Explain.

S e l f-P r a c t i c e  P r o b l e m s  2 C

2.28 The following data represent the gross income,
expenditure (in Rs lakh), and net profit (in Rs lakh)

during the years 1999 to 2002.
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1999–2000 2000–2001 2001–2002

Gross income 570 592 632
Gross expenditure 510 560 610
Net income 560 532 522

Construct a diagram or chart you prefer to use here.

2.29 Which of the charts would you prefer to represent the
following data pertaining to the monthly income of two
families and the expenditure incurred by them.

Expenditure on
Family A Family B

(Income Rs 17,000) (Income Rs 10,000)

Food + 4000 5400
Clothing + 2800 3600
House rent + 3000 3500
Education + 2300 2800
Miscellaneous + 3000 5000
Saving or deficits +1900 – 300

2.30 The following data represent the outlays (Rs crore) by
heads of development.

 Heads of Development Centre States

 Agriculture 4765 7039
 Irrigation and Flood control 6635 11,395
 Energy 9995 8293
 Industry and Minerals 12,770 2985
 Transport and Communication 12,200 5120
 Social services 8216 1420
 Total 54,581 36,252

Represent the data by a suitable diagram and write a
report on the data bringing out the silent features.

2.31 Make a diagrammatic representation of the following
textile production and imports.

Value Length
(in crore) (in hundred yards)

Mill production 116.4 426.9
Handloom production 106.8 192.8
Imports 319.7 64.7

What conclusions do you draw from the diagram?
2.32 Make a diagrammatic representation of the following

data:

 Country Production of Sugar in a Certain
Year in Quintals (10,00,000)

 Cuba 32
 Australia 30
 India 20
 Japan 5
 Java 1
 Egypt 1

2.33 The following data represent the estimated gross area
under different cereal crops during a particular year.

Crop Gross Area Crop Gross Areas
(’000 hectares) (’000 hectares)

Paddy 34,321 Ragi 2656
Wheat 18,287 Maize 6749
Jowar 22,381 Barley 4422
Bajra 15,859 Small millets 6258

Draw a suitable chart to represent the data.
2.34 The following data indicate the rupee sales (in 1000’s)

of three products according to region.

Product Sales (in Rs 1000) Total Sales
Group North South East (Rs 1000)

A 70 175 90 135
B 90 160 100 250
C 50 160 40 150

210 195 230 533

(i) Using vertical bars, construct a bar chart depicting
total sales regionwise.

(ii) Construct a component chart to illustrate the
product breakdown of sales region-wise by
horizontal bars.

(iii) Construct a pie chart illustrating total sales.

2.35 The following data represent the income and dividend
for the year 2000.

Year Income Per Dividend Per
Share (in Rs) Share (in Rs)

1995 5.89 3.20
1996 6.49 3.60
1997 7.30 3.85
1998 7.75 3.95
1999 8.36 3.25
2000 9.00 4.45

(i) Construct a line graph that indicates the income
per share for the period 1995–2000.

(ii) Construct a component bar chart that depicts
dividends per share and retained earning per share
for the period 1995–2000.

(iii) Construct a percentage pie chart depicting the
percentage of income paid as dividend. Also
construct a similar percentage pie chart for the
period 1998–2000. Observe any difference
between the two pie charts.

2.36 The following time series data taken from the annual
report of a company represents per-share net income,
dividend, and retained earning during the period 1996–
2000.

Source 1996 1997 1998 1999 2000

Net income (in Rs) 67.40 67.54 66.44 67.78 14.62
Dividends (in Rs) 8.08 8.28 8.40 8.50 8.75
Retained earnings
(in Rs) 66.82 66.81 65.64 66.88(–) 10.56
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 (i) Construct a bar chart for preshare income for the
company during 1996–2000.

(ii) Construct a component bar chart depicting the
allocation of annual earnings for the company
during 1996–2000.

(iii) Construct a line graph for the pre-share net income
for the period 1996–2000.

2.37 The following data indicate the number of foreign
tourists arrived in India during the period 1998–2001.

Country Number of Tourists Arrived

1998–9 1999–2000 2000–1

USA 2110 2340 2245
UK 5393 6245 6384
Middle East and Gulf 1114 1045 1097
Australia 2432 1849 2249
Western and
Eastern Europe 5492 5890 5990

(a) Construct a line graph for the arrival of tourists
during 1998–2001.

(b) Construct a histogram for the data.
(c) Construct a percentage pie chart for the different

countries.

2.38 Find a business or economic related data set of interest
to you. The data set should be made up of at least 100
quantitative observations.

(a) Show the data in the form of a standard frequency
distribution.

(b) Using the information obtained from part (i) briefly
describe the appearance of your data.

2.39. The first row of a stem-end-leaf diagram appears as
follows: 26/14489. Assume whole number values

(a) What is the possible range of values in this row?

(b) How many data values are in this row?
(c) List the actual values in this row of data.

2.40. Given the following stem-end-leaf display representing
the amount of CNG purchased in litres (with leaves
in tenths litre) for a sample of 25 vehicles in Delhi.

9 714

10 82230

11 561776735

12 394282

13 20
(a) Rearrange the leaves and form the revised stem-

end-leaf display.
(b) Place the data into an ordered array.

2.41. The following stem-end-leaf display shows the number
of units produced per day of in item an a factory.

3 8
4 –
5 6
6 0133559
7 0236778
8 59
9 00156
10 36

(a) How many days were studied
(b) What are the smallest value and the largest value?
(c) List the actual values in second and fourth row.
(d) How many values are 80 or more.
(e) What is the middle value.

2.42. A survey of the number of customer used PCO/STD
both located at a college gate to make telephone calls
last week revealed the following information

52 43 30 38 30 42 12 46
39 37 34 46 32 18 41 5

(a) Develop a stem-and-leaf display
(b) How many calls did a typical customer made?
(c) What were the largest and the smallest number of

calls made?

H i n t s  a n d  A n s w e r s

2.39. (a) 260 to 269 (b) 5
(c) 261, 264, 264, 268, 269

2.40.  (a) 9 147
10 02238
11 135566777
12 223489
13 02

(b) 91 94 97 100 102 102 103 108 111
113 115 115 116 116 117 117 122 122
123 124 128 129 130 132

2.41. (a) 25 (b) 38, 106
2.41. (c) No values, 60, 61, 63, 63, 65, 65, 69
2.41. (d) 9 (e) 76 (f) 16
2.42. (a) 0 5

1 28
2 –
3 0024789
4 12366
5 2

(b) 16 customers were studied
(c) Number of customers visited ranged from 5 to 52.
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F o r m u l a e  U s e d

1. Class interval for a class in a frequency distribution
h = Upper limit – Lower limit

2. Midpoint of a class in a frequency distribution

m = 
Upper limit Lower limit

2
+

3. Approximate interval size to be used in constructing a
frequency distribution

h = 
Largest data value  Smallest data value

Number of class intervals
−

4. Approximate number of class intervals for constructing
a frequency distribution: 2k ≥ N, where k and N represent
the number of classes and total number of observations,
respectively.

C h a p t e r  C o n c e p t s  Q u i z

True or False
9. The wider the class interval, the more specific information

is lost about the actual data. (T/F)
10. We cannot construct frequency distribution tables for

nominally or ordinally scaled data. (T/F)
11. The frequency distribution represents data in a

compressed form. (T/F)
12. The classes in any frequency distribution are all-inclusive

and mutually exclusive. (T/F)
13. A frequency polygon can always be used to construct a

histogram. (T/F)
14. A histogram shows each separate class in the distribution

more clearly than a frequency polygon. (T/F)
15. The data array does not allow us to locate the highest and

lowest values in the data set. (T/F)

1. The midpoint of a class interval is h. (T/F)
2. Frequency distribution of continuous data can be

presented graphically as histograms or frequency
polygons. (T/F)

3. A frequency polygon is appropriate for graphing
continuously distributed variables. (T/F)

4. The percentile rank of a score is equal to the frequency of
the scores falling up to and including the score. (T/F)

5. Simple bar diagram is used only for one-dimensional
comparisons. (T/F)

6. Pie diagram is a circle divided into sections with areas
equal to the corresponding component. (T/F)

7. A pie diagram is inappropriate for representing nominally
scaled data. (T/F)

8. The height of a bar represents the frequency rather than
the value of a variable. (T/F)

Multiple Choice

16. Which of following methods is an accurate method of
classifying data
(a) qualitative methods
(b) quantitative methods
(c) both (a) and (b)
(d) A method in accordance with the information

available.
17. Which of following is not an example of compressed data

(a) data array
(b) frequency distribution
(c) histogram
(d) ogive

18. For constructing a frequency distribution, the first step is
to
(a) arrange data into an array
(b) decide the type and number of classes
(c) decide the number of class intervals
(d) all of these

19. The upper limit of class intervals is considered for
calculating the

(a) ‘less than’ cumulative frequency
(b) ‘more than’ cumulative frequency
(c) relative frequency
(d) none of these

20. The lower limit of class intervals in considered for
calculating the
(a) ‘less than’ cumulative frequency
(b) ‘more than’ cumulative frequency
(c) relative frequency
(d) none of these

21. In inclusive class intervals of a frequency distribution
(a) upper limit of each class interval is included
(b) lower limit of each class interval is included
(c) both (a) and (b)
(d) none of these

22. In exclusive class intervals of a frequency distribution
(a) upper limit of each class interval is excluded
(b) lower limit of each class interval is excluded
(c) both (a) and (b)
(d) none of these



C H A P T E R  2 D A T A  C L A S S I F I C A T I O N ,  T A B U L A T I O N  A N D  P R E S E N T A T I O N 77

23. The number of classes in any frequency distribution
depends upon
(a) size of the data set
(b) size of the population
(c) range of observations in the data set
(d) all of these

24. As a general rule, the number of classes in a frequency
distribution should be
(a) less than five
(b) between five and fifteen
(c) between fifteen and twenty
(d) more than twenty

25. Various types of graphs of frequency distributions are
constructed because they
(a) reveal data patterns
(b) allow easy estimates of values
(c) increase the possibility of practical applications
(d) both (a) and (b) but not (c)

26. Frequencies in a relative frequency distribution are
represented in terms of

(a) fractions (b) percentages
(c) both (a) and (b) (d) whole numbers

27. As the number of observations and classes increase, the
shape of the frequency polygon
(a) remains unchanged
(b) tend to become jagged
(b) tend to become smooth
(d) none of these

28. A graph of a cumulative frequency distribution is called
(a) ogive (b) frequency polygon
(c) frequency curve (d) pie diagram

29. If a data can take on only a limited number of values, the
classes of these data are called
(a) discrete (b) continuous
(b) inclusive (d) exclusive

30. Classes in frequency distributions are all inclusive because
(a) no observation falls into more than one class
(b) all observations either fit into one class or another
(c) both (a) and (b)
(d) none of these

Concepts Quiz Answers

1. F 2. T 3. F 4. T 5. T 6. T 7. T 8. F 9. F
10. F 11. T 12. T 13. T 14. T 15. F 16. (d) 17. (a) 18. (d)
19. (a) 20. (b) 21. (c) 22. (a) 23. (d) 24. (b) 25. (d) 26. (c) 27. (c)

28. (a) 29. (b) 30. (b)

R e v i e w S e l f-P r a c t i c e  P r o b l e m s

2.39 If the price of a two-bed room flat in Gurgaon varies
from Rs 9,00,000 to Rs 12,00,000, then
(a) Indicate the class boundaries of 10 classes into which

these values can be grouped
(b) What class interval width did you choose?
(c) What are the 10 class midpoints?

2.40 Students admitted to the MBA programme at the FMS
were asked to indicate their preferred major area of
specialization. The following data were obtained

Area of Specialization Number of Students

Marketing 50
Finance 22
HRD 08
Operations 10

(a) Construct a relative and percentage frequency
distribution.

(b) Construct a bar chart and pie chart.
2.41 The raw data displayed here are the scores (out of 100

marks) of a market survey regarding the acceptability
of a new product launch by a company for a random
sample of 50 respondents

40 45 41 45 45 30 39 38 48
25 26 49 23 24 26 29 48 40
41 42 39 35 18 25 35 40 42
43 44 36 27 32 28 27 25 26
38 37 36 35 32 28 40 41 43
44 45 40 39 41
(a) Form a frequency distribution having 9 class

intervals
(b) Form a percentage distribution from the frequency

distribution in part (a)
(c) Form a histogram of the frequency distribution in

part (a)

2.42 State whether each of the following variables is
qualitative or quantitative and indicate the measurement
scale that is appropriate for each:

(a) Age (b) Gender
(c) Class rank (d) Annual sales
(e) Method of payment (f) Earnings per share

2.43 The following data represent the sales of car tyres of
various brands by a retail showroom of tyres during the
year 2001–02.
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Brand of Tyre Tyres Sold

Dunlop 136
Modi 221
Firestone 138
Ceat 84
Goodyear 101
JK 120

(a) Construct a bar chart and pie chart.
(b) Which of these charts do you prefer to use? Why?

2.44 The following data represent the expenditure incurred
on following heads by a company during the year 2002

Expenditure Head Amount (Rs in lakh)

Raw materials 1,689
Taxes 582
Manufacturing expenses 543
Employees salary 470
Depreciation 94
Dividend 75
Misc. expenses 286
Retained income 51

(a) Construct a bar chart and pie chart.
(b) Which of these charts do you prefer to use? Why?

2.45 Draw an ogive by less than method and determine the
number of companies earning profits between Rs 45
crore and Rs 75 crore:

Profit (Rs in crore) Number of Companies

10–20 18
20–30 12
30–40 20
40–50 24
50–60 15
60–70 10
70–80 17
80–90 13
90–100 11

[Delhi Univ., MBA, 1999]
2.46 The following data represent the hottest career options

in marketing:

Career Option Percentage

Product Manager 23
Market Research Executive 10
Direct Marketing Manager 20
Manager-Events and Productions 10
VP Marketing 16
Other Marketing Careers 21

Develop the appropriate display(s) and thoroughly
analyse the data.

2.47 Software engineers at a software development company
want to adopt a flexitime system beginning at 7.00,
7.30, 8.00, and 9.00 a.m. The following data represent
a sample of the starting times by the engineers.

7.00 8.00 7.30 8.30 8.30 9.00 8.30 7.00 7.30 8.30
7.30 7.30 8.00 8.00 9.00 8.00 8.30 8.30 7.00 8.30

Develop the appropriate display(s) of data and
summarize your conclusions about preferences in the
flexitime system.

2.48 The frequency distribution of GMAT scores from a
sample of 50 applicants to an MBA course revealed that
none of the applicants scored below 450 and that the
table was formed by choosing class intervals
450 < 500, 500 < 550, and so on with the last class
grouping 700 < 750. If two applicants scored between
450 < 500 and 16 applicants scored between 500 <
550, then construct a percentage ogive and calculate
the percentage of applicants scoring below 500, between
500 and 550, and below 750.

2.49 The data represent the closing prices of 40 common
stocks.

29 34 43 8 37 8 7 30 35
19 9 16 38 53 16 1 48 18

9 9 10 37 18 8 28 24 21
18 33 31 32 29 79 11 38 11
52 14 9 33

(a) Construct frequency and relative frequency
distributions for the data.

(b) Construct cumulative frequency and cumulative
relative frequency distributions of the data.

2.50 An NGO working in environmental protection took
water samples from twelve different places along the
route of the Yamuna river from Delhi to Agra. These
samples were tested in the laboratory and rated as to
the amount of solid pollution suspended in each sample.
The results of the testing are given below:

35.5 50.0 65.7 51.5 47.2 30.7 37.1

49.0 57.0 43.4 35.8 46.4

(a) Develop an appropriate display(s) of the data.
(b) If the pollution rating of 42 (ppm) indicates

excessive pollution, then how many samples would
be rated as having excessive pollution?

2.51 The noise level of aircraft departing from an airport
was rounded to the nearest integer value and grouped
in a frequency distribution having marks at 90 and 120
decibels.

The noise level below 90 decibels is not considered
serious, while any level above 130 decibels is very serious
and almost deafening. If the residents of the airport
area are raising this issue and bringing it to the notice of
the government, then is this distribution adequate for
their concern?

2.52 The distribution of disability adjusted life year (DALY)
loss by certain causes in 1990 (in percentage) is given
below:
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Cause India China World

• Communicable
diseases 50.00 25.30 45.80

• Non-communicable
diseases 40.40 58.00 42.80

• Injuries 9.10 16.70 12.00

Depict this data by pie chart and bar chart.

[Delhi Univ., MBA, 1999]

2.53 A government hospital has the following data
representing weight in kg at birth of 200 premature
babies:

Weight Number of Babies

0.5–0.7 14
0.8–1.0 16
1.1–1.3 25
1.4–1.6 26
1.7–1.9 28
2.0–2.2 36
2.3–2.5 37
2.6–2.8 18

(a) Develop an appropriate display(s).
(b) Calculate the approximate middle value in the data

set.
(c) If a  baby below 2 kg is kept in the ICU as a

precaution, then what percentage of premature
babies need extra care in the ICU?

2.54 The medical superintendent of a hospital is concerned
about the amount of waiting time for a patient before
being treated in the OPD. The following data of waiting
time (in minutes) were collected during a typical day:

Waiting Time Number of Patients

30–40 125
40–50 195
50–60 305
60–70 185
70–80 120
80–90 170

(a) Use the data to construct ‘more than’ and ‘less than’
frequency distributions and ogive.

(b) Use the ogive to estimate how long 75 per cent of
the patients should expect to wait.

2.55 A highway maintenance agency has ordered a study of
the amount of time vehicles must wait at a toll gate of a
recently constructed highway which is severely clogged
and accident-prone in the morning. The following data
were collected on the number of minutes that 950
vehicles waited in line a typical day.

Waiting Time Number of Vehicles

1.00–1.39 30
1.40–1.79 42
1.80–2.19 75
2.20–2.59 110
2.60–2.99 120
3.00–3.39 130
3.40–3.79 108
3.80–4.19 94
4.20–4.59 85
4.60–4.99 78

Construct an ogive and determine what percentage of
the vehicles had to wait more than three minutes in line?

C a s e  S t u d i e s

Case 2.1: Housing Complex
The welfare committee of a large housing complex wants to understand the possibility of
appointing private security guards at the entrance gate of the complex for 24-hour duty.
There are 810 flats in the housing complex, and the owners were asked to vote for or
against the proposal. The following data were collected:

Should the guards be appointed

Yes 194
No 121
Not sure 73
No response 422

Questions for Discussion

(a) Convert the data to percentages and construct (i) a bar chart and (ii) a pie chart.
Which of these charts do you prefer to use? Why?

(b) Eliminating the ‘no response’ group, convert the remaining 388 responses to
percentages and again construct bar and pie charts.
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Suppose you have been designated as poll officer, based on your analysis of the data
what would you like to suggest to the president of the welfare committee?

Case 2.2: Portfolio Management
A portfolio manager keeps a close watch on price-earnings ratios (defined as current
market price divided by earnings for the most recent four quarters) of 200 common
stocks. He reasons that, when the majority of stocks in a representative sample have low
price-earnings (P-E) ratios by historical standards, it is time to become an aggressive
buyer. Low P-Es may mean that investors in general are unrealistically pessimistic.
Moreover stocks with low P-Es can benefit in a two-fold way when earnings increase: (a)
higher earnings multiplied by a constant P-E ratio means  a higher market price and (b)
rising earnings are usually accompanied by rising P-E ratios.

Price-Earning Ratios for 200 Common Stocks

11.1 12.6 26.7 5.2 8.3 5.5 6.8 7.6
7.3 18.1 14.6 10.9 7.2 9.5 9.2 11.8

12.0 16.9 10.1 14.6 5.2 7.5 11.1 19.9
14.9 7.4 6.0 39.9 29.3 35.1 6.8 39.0

6.1 6.2 26.8 33.7 9.6 16.6 10.9 11.2
22.6 46.0 7.3 29.7 10.3 6.4 9.6 7.6
10.3 5.0 14.4 11.6 8.3 7.9 17.8 7.5

7.8 7.3 8.0 20.2 5.6 8.3 7.7 10.7
8.6 14.5 6.0 5.4 12.6 14.8 9.2 14.1

15.7 10.4 7.0 11.0 6.3 8.4 7.6 16.9
7.9 8.3 13.1 9.8 8.2 18.0 26.6 7.8
4.1 10.6 15.3 7.2 35.5 6.1 10.2 6.1
7.8 8.1 30.0 15.0 6.1 15.4 10.1 9.6
6.8 4.4 6.8 9.1 16.3 5.4 5.9 6.5
7.9 44.9 13.8 12.3 10.9 9.3 11.9 10.0
7.6 17.9 7.1 8.4 35.5 7.4 7.7 8.3

15.8 8.3 23.1 8.4 12.4 7.8 8.2 9.8
13.7 15.8 4.7 7.9 26.4 6.2 11.4 13.2

8.6 11.7 8.6 13.7 9.3 16.6 8.7 39.7
14.0 9.1 7.1 10.9 23.4 13.3 10.9 24.0
11.9 8.7 15.6 27.7 10.4 16.9 6.9 5.5
22.8 8.5 22.2 5.8 14.7 8.0 7.5 10.5

4.4 7.1 63.8 12.5 13.3 10.5 5.5 16.0
53.1 7.4 24.1 15.3 29.1 11.0 9.9 36.3

9.6 6.6 5.1 7.8 8.4 38.3 20.4 9.1

Questions for Discussion

(a) Organize the values of the variable into an arrary.
(b) Construct a frequency distribution table.
(c) Present the resulting frequency distribution as a histogram or frequency polygon

and comment on the pattern.
(d) Construct a cumulative frequency distribution and ogive.



3
Measures of Central Tendency

L E A R N I N G  O B J E C T I V E S

We can easily represent
things as we wish them
to be . . .

—Aesop

If at first you do not suc-
ceed, you are just about
average.

—Bill Cosby

After studying this chapter, you should be able to
understand the role of descriptive statistics in summarization, description and
interpretation of the data.
understand the importance of summary measures to describe characteristics
of a data set.
use several numerical methods belonging to measures of central tendency
to describe the characteristics of a data set.

3.1 INTRODUCTION

In Chapter 2, we discussed how raw data can be organized in terms of tables, charts,
and frequency distributions in order to be easily understood and analysed. Although
frequency distributions and corresponding graphical representations make raw data
more meaningful, yet they fail to identify three major properties that describe a set of
quantitative data. These three major properties are:

1. The numerical value of an observation (also called central value) around which
most numerical values of other observations in the data set show a tendency to
cluster or group, called the central tendency.

2. The extent to which numerical values are dispersed around the central value,
called variation.

3. The extent of departure of numerical values from symmetrical (normal) distribution
around the central value, called skewness.

These three properties—central tendency, variation, and shape of the frequency
distribution—may be used to extract and summarize major features of the data set by
the application of certain statistical methods called descriptive measures or summary measures.
There are three types of summary measures:

1. Measures of central tendency
2. Measures of dispersion or variation
3. Measure of symmetry—skewness

81

C h a p t e r
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These measures can also be used for comparing two or more populations in terms
of the properties mentioned in the previous page to draw useful inferences.

The term ‘central tendency’ was coined because observations (numerical values)
in most data sets show a distinct tendency to group or cluster around a value of an
observation located somewhere in the middle of all observations. It is necessary to
identify or calculate this typical central value (also called average) to describe or project
the characteristic of the entire data set. This descriptive value is the measure of the
central tendency or location and methods of computing this central value are called
measures of central tendency.

If the descriptive summary measures are computed using data of samples drawn
from a population, then these are called sample statistic or simply statistic but if these
measures are computed using data of the population, they are called population parameters
or simply parameters. The population parameter is represented by the Greek letter µ
(read : mu) and sample statistic is represented by the Roman letter x (read : x bar).

3.2 OBJECTIVES OF AVERAGING

A few of the objectives to calculate a typical central value or average in order to
describe the entire data set are given below:

1. It is useful to extract and summarize the characteristics of the entire data set in a
precise form. For example, it is difficult to understand individual families’ need
for water during summers. Therefore knowledge of the average quantity of water
needed for the entire population will help the government in planning for water
resources.

2. Since an ‘average’ represents the entire data set, it facilitates comparison between
two or more data sets. Such comparison can be made either at a point of time or
over a period of time. For example, average sales figures of any month can be
compared with the preceding months, or even with the sales figures of competitive
firms for the same months.

3. It offers a base for computing various other measures such as dispersion, skewness,
kurtosis that help in many other phases of statistical analysis.

3.3 REQUISITES OF A MEASURE OF CENTRAL TENDENCY

The following are the few requirements to be satisfied by an average or a measure of
central tendency:

1. It should be rigidly defined The definition of an average should be clear and rigid
so that there must be uniformity in its interpretation by different decision-makers
or investigators. There should not be any chance for applying discretion; rather
it should be defined by an algebraic formula.

2. It should be based on all the observations To ensure that it should represent the
entire data set, its  value should be calculated by taking into consideration the
entire data set.

3. It should be easy to understand and calculate The value of an average should be
computed by using a simple method without reducing its accuracy and other
advantages.

4. It should have sampling stability The value of an average calculated from various
independent random samples of the same size from a given population should
not vary much from another. The least amount of difference (if any) in the values
is considered to be the sampling error.

5. It should be capable of further algebraic treatment The nature of the average should
be such that it could be used for statistical analysis of the data set. For example, it
should be possible to determine the average production in a particular year by
the use of average production in each month of that year.

Population parameter: A
numerical value used as a
summary measure using data
of the population.

Sample statistic: A numerical
value used as a summary
measure using data of the
sample for estimation or
hypothesis testing.
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6. It should not be unduly affected by extreme observations The value of an average
should not unduly be affected by very small or very large observations in the given
data. Otherwise the average value may not truly represent characteristics of the
entire set of data.

3.4 MEASURES OF CENTRAL TENDENCY

The various measures of central tendency or averages commonly used can be broadly
classified in the following categories:

1. Mathematical Averages
(a) Arithmetic Mean commonly called the mean or average

• Simple
• Weighted

(b) Geometric Mean
(c) Harmonic Mean

2. Averages of Position
(a) Median
(b) Quartiles
(c) Deciles
(d) Percentiles
(e) Mode

Notations

mi = mid-point for the ith class in the data set
fi = number of observations (or frequency) in the ith class; (i = 1, 2, . . ., N)

N = total number of observations in the population
n = number of observations in the sample (sample size)
l = lower limit of any class-interval
h = width (or size) of the class-interval
cf = cumulative frequency
Σ = summation (read: sigma) of all values of observations

3.5 MATHEMATICAL AVERAGES

Various methods of calculating mathematical averages of a data set are classified in
accordance of the nature of data available, that is, ungrouped (unclassified or raw) or
grouped (classified) data.

3.5.1 Arithmetic Mean of Ungrouped (or Raw) Data
There are two methods for calculating arithmetic mean (A.M.) for ungrouped or
unclassified data:

(i) Direct method, and
(ii) Indirect or Short-cut method.

Direct Method
In this method A.M. is calculated by adding the values of all observations and dividing
the total by the number of observations. Thus if x1, x2, . . ., xN represent the values of
N observations, then A.M. for a population of N observations is:

Population mean, µ =
x x x1 2+ + +. . . N

N  = 1
N

xi
i =
∑

1

N
(3-1a)

Mean: The sum of all the data
values divided by their
number.
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However, for a sample containing n observations x1, x2, . . ., xn, the sample A.M. can
be written as:

Sample mean, x = 
x x x

n
n1 + + +2 . . .

 = 1

1n
xi

i

n

=
∑ (3.1b)

The denominator of above two formulae is different because in statistical analysis the
uppercase letter N is used to indicate the number of observations in the population,
while the lower case letter n is used to indicate the number of observations in the sample.
Example 3.1: In a survey of 5 cement companies, the profit (in Rs lakh) earned during
a year was 15, 20, 10, 35, and 32. Find the arithmetic mean of the profit earned.

Solution: Applying the formula (3-1b), we have

x = 1

1

5

n
xi

i =
∑  = 1

5
[15 + 20 + 10 + 35 + 32] = 22.4

Thus the arithmetic mean of the profit earned by these companies during a year was
Rs 22.4 lakh.

Alternative Formula
In general, when observations xi (i = 1, 2, . . ., n) are grouped as a frequency distribution,
then A.M. formula (3-1b) should be modified as:

x =
1
n

f xi i
i

n

=
∑

1
(3-2)

where fi represents the frequency (number of observations) with which variable xi occurs

in the given data set, i.e. n = fi
i

n

=
∑

1
.

Example 3.2: If A, B, C, and D are four chemicals costing Rs 15, Rs 12, Rs 8 and Rs 5
per 100 g, respectively, and are contained in a given compound in the ratio of 1, 2, 3,
and 4 parts, respectively, then what should be the price of the resultant compound.
Solution: Using the formula (3-2), the sample arithmetic mean is

x = 1

1

4

n
f xi i

i =
∑  = 1 15 2 12 3 8 4 5

1 2 3 4
× + × + × + ×

+ + +
 = Rs 8.30

Thus the average price of the resultant compound should be Rs 8.30 per 100 g.
Example 3.3: The number of new orders received by a company over the last 25 working
days were recorded as follows: 3, 0, 1, 4, 4, 4, 2, 5, 3, 6, 4, 5, 1, 4, 2, 3, 0, 2, 0, 5, 4, 2,
3, 3, 1. Calculate the arithmetic mean for the number of orders received over all similar
working days.
Solution: Applying the formula (3-1b), the arithmetic mean is:

x = ∑
=

25

1

1

i
ix

n
 = 

25
1

 [3 + 0 + 1 + 4 + 4 + 4 + 2 + 5 + 3 + 6 + 4

+ 5 + 1 + 4 + 2 + 3 + 0 + 2 + 0 + 5 + 4 + 2 + 3 + 3 + 1]

=
25
1  (71) = 2.84 ≅ 3 orders (approx.)

Alternative approach: Use of formula (3-2)

Table 3.1 Calculations of Mean (x–) Value

Number of Orders (xi) Frequency (fi) fi xi

0 13 10
1 13 13
2 14 18
3 15 15
4 16 24
5 13 15
6 1

25
6

71
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Arithmetic mean, x  = ∑ ii xf
n
1  = 

25
71  = 2.8 ≅ 3 orders (approx.)

Example 3.4: From the following information on the number of defective components
in 1000 boxes;

Number of defective components : 0 1 2 3 4 5 6
Number of boxes : 25 306 402 200 51 10 6
Calculate the arithmetic mean of defective components for the whole of the production

line.
Solution: The calculations of mean defective components for the whole production line
are shown in Table 3.2

Table 3.2 Calculations of x  for Ungrouped Data

Number of Defective Number of fi xi
Components (xi) Boxes ( fi )

0 25 0
1 306 306
2 402 804
3 200 600
4 51 204
5 10 50
6 6 36

1000 2000

Applying the formula (3-2), the arithmetic mean is

 x  = ∑
=

6

0

1

i
iixf

n
 = 

1000
1  (2000) = 2 defective components.

Short-Cut Method (Ungrouped Data)

In this method an arbitrary assumed mean is used as a basis for calculating deviations from
individual values in the data set. Let A be the arbitrary assumed A.M. and let

di = xi – A or xi = A + di
Substituting the value of xi in formula (3-1b), we have

x =
1
n

xi
i

n

=
∑

1
= 1

1n
di

i

n
( )A +

=
∑ = A + 

1
n

di
i

n

=
∑

1
(3-3)

If frequencies of the numerical values are also taken into consideration, then the
formula (3-3) becomes:

x = A + 1
n =

∑
1

n
i i

i
f d (3-4)

where  n = fi
i

n

=
∑

1
 = total number of observations in the sample.

Example 3.5: The daily earnings (in rupees) of employees working on a daily basis in a
firm are:

Daily earnings (Rs) : 100 120 140 160 180 200 220
Number of employees : 3 6 10 15 24 42 75

Calculate the average daily earning for all employees.

Solution: The calculations of average daily earning for employees are shown in Table 3.3.
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Table 3.3 Calculations of x  for Ungrouped Data

Daily Earnings Number of di = xi – A fi di
(in Rs) Employees = xi – 160

(xi) ( fi )

100 3 – 60 – 180
120 6 – 40 – 240
140 10 – 20 – 200
160 ← A 15 0 0
180 24 20 480
200 42 40 1680
220 75 60 4500

175 6040

Here A = 160 is taken as assumed mean. The required A.M. using the formula (3-4)
is given by

x = A + 1
n

f di i
i =
∑

1

7
= 160 + 

6040
175

 = Rs 194.51

Example 3.6: The human resource manager at a city hospital began a study of the
overtime hours of the registered nurses. Fifteen nurses were selected at random, and
following overtime hours during a month were recorded:

13 13 12 15 7 15 5 12 6 7 12 10 9 13 12
5 9 6 10 5 6 9 6 9 12

Comute the arithmetic mean of overtime hours during the month.
Solution: Calculations of arithmetic mean of overtime hours are shown in Table 3.4

Table 3.4 Calculations of x  for Ungrouped Data

Overtime Hours Number of di = xi – A fi di
(xi) Number (fi) = xi – 10

5 3 – 5 – 15
6 4 – 4 – 16
7 2 – 3 – 6
9 4 – 1 – 4

10 ← A 2 0 0
12 5 2 10
13 3 3 9
15 2 5 10

25 – 12

Here A=10 is taken as assumed mean. The required arithmetic mean of overtime
using the formula (3-4) is as follows:

x  = A + 
=
∑
25

1

1
i i

i
f d

n
 = 10 – 

12
25

 = 9.52 hours

3.5.2 Arithmetic Mean of Grouped (or Classified) Data

Arithmetic mean for grouped data can also be calculated by applying any of the following
methods:

(i) Direct method, and
(ii) Indirect or Step-deviation method

For calculating arithmetic mean for a grouped data set, the following assumptions are
made:
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(i) The class intervals must be closed
(ii) The width of each class interval should be equal

(iii) The values of the observations in each class interval must be uniformly distributed
between its lower and upper limits.

(iv) The mid-value of each class interval must represent the average of all values in
that class, that is, it is assumed that all values of observations are evenly distributed
between the lower and upper class limits.

Direct Method
The formula used in this method is same as formula (3-2) except that xi is replaced with
the mid-point value mi of class intervals. The new formula becomes:

x = 
=
∑

1

1 n
i i

i
f m

n
(3-5)

where mi = mid-value of ith class interval.
fi = frequency of ith class interval.
n = Σ fi, sum of all frequencies

Example 3.7: A company is planning to improve plant safety. For this, accident data for
the last 50 weeks was compiled. These data are grouped into the frequency distribution
as shown below. Calculate the A.M. of the number of accidents per week.

Number of accidents : 0–4 5–9 10–14 15–19 20–24
Number of weeks : 5 22 13 8 2

Solution: The calculations of A.M. are shown in Table 3.5 using formula (3-5).

Table 3.5 Arithmetic Mean of Accidents

Number of Mid-value Number of fi mi
Accidents (mi ) Weeks ( fi )

0–4 2 5 10
5–9 7 22 154

10–14 12 13 156
15–19 17 8 136
20–24 22 2 44

50 500

The A.M. of the number of accidents per week is:

x =
1

1

5

n
f mi i

i =
∑  = 500

50
 = 10 accidents per week.

Step-deviation Method
The formula (3-5) for calculating A.M. can be improved as formula (3-6). This improved
formula is also known as the step-derivation method:

x = A + i if d
h

n
∑ × (3-6)

where A = assumed value for the A.M.
n = Σ fi, sum of all frequencies
h = width of the class intervals

mi = mid-value of ith class-interval

di = − Aim
h

, deviation from the assumed mean

The formula (3-6) is very useful in those cases where mid-values (mi ) and/or frequencies
( fi ) are in three or more digits. The calculation of di from mi involves reducing each mi by
an amount A (called assumed arithmetic mean) and then dividing the reduced values by
h (width of class-intervals). This procedure is usually referred to as change of location and
scale or coding.

Example 3.8: Calculate the arithmetic mean of accidents per week by the short cut
method using the data of Example 3.7.

Mean value: A measure of
central location (tendency) for
a data set such that the
observations in the data set
tend to cluster around it.
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Solution: The calculations of the average number of accidents are shown in the Table
3.6.

Table 3.6 Arithmetic Mean of Accidents

Number of Mid-value di = (mi – A)/h Number of fi di
Accidents (mi ) = (mi – 12)/5 Weeks ( fi )

0–14 2 – 2 5 – 10
5–19 7 – 1 22 – 22

10–14 12 ← A 0 13 0
15–19 17 1 8 8
20–24 22 2 2 4

50 – 20

The arithmetic mean x = A + 
1
n

f di i∑RST
UVW h

= 12 + { }1
( 20)

50
− 5 = 10 accidents per week

Example 3.9: The following distribution gives the pattern of overtime work done by
100 employees of a company. Calculate the average overtime work done per employee.

Overtime hours : 10–15 15–20 20–25 25–30 30–35 35–40
Number of
employees : 11 20 35 20 8 6

Solution: The calculations of the average overtime work done per employee with assumed
mean, A = 22.5 and h = 5 are given in Table 3.7.

Table 3.7 Calculations of Average Overtime

Overtime (hrs) Number of Mid-value di = (mi – 22.5)/5 fi di
xi Employees, fi (mi )

10–15 11 12.5 – 2 – 22

15–20 20 17.5 – 1 – 20

20–25 35 22.5 ← A 0 0
25–30 20 27.5 1 20

30–35 8 32.5 2 16

35–40 6 37.5 3 18

100 12

The required A.M. is, x =  A + 
f d
n

hi i∑ × = 22.5 + 
12

100
5×  = 23.1 hrs

Example 3.10: The following is the age distribution of 1000 persons working in an
organization

Age Group Number of Age Group Number of
Persons Persons

20–25 30 45–50 105

25–30 160 50–55 70

30–35 210 55–60 60

35–40 180 60–65 40

40–45 145
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Due to continuous losses, it is desired to bring down the manpower strength to 30
per cent of the present number according to the following scheme:

(a) Retrench the first 15 per cent from the lower age group.
(b) Absorb the next 45 per cent in other branches.
(c) Make 10 per cent from the highest age group retire permanently, if necessary.

Calculate the age limits of the persons retained and those to be transferred to other
departments. Also find the average age of those retained. [Delhi Univ., MBA; 2003]

Solution: (a) The first 15 per cent persons to be retrenched from the lower age groups
are (15/100)×1000 = 150. But the lowest age group 20–25 has only 30 persons and
therefore the remaining, 150 – 30 = 120 will be taken from next higher age group, that
is, 25–30, which has 160 persons.

(b) The next 45 per cent, that is, (45/100)×1000 = 450 persons who are to be absorbed
in other branches, belong to the following age groups:

Age Groups Number of Persons

25–30 (160 – 120) = 40
30–35 210
35–40 180
40–45 (450 – 40 – 210 – 180) = 20

(c) Those who are likely to be retired are 10 per cent, that is, (10/100)×1000 = 100
persons and belong to the following highest age groups:

Age Group Number of Persons

55–60 (100 – 40) = 60
60–65 40

Hence, the calculations of the average age of those retained and/or to be transferred
to other departments are shown in Table 3.8:

Table 3.8 Calculations of Average Age

Age Group Mid value, Number of di = (xi – 47.5)/5 fi di
(xi) ( mi ) Persons ( fi )

40–45 42.5 145 – 20 = 125 – 1 – 125
45–50 47.5 ← A 105 0 0
50–55 52.5 70 1 70

300 – 55

The required average age is,   x = A + 
d f
n

hi i∑ ×  = 47.5 – 55
5

300
×  = 46.58 = 47

years (approx.).

3.5.3 Some Special Types of Problems and Their Solutions

Case 1: Frequencies are Given in Cumulative Form, that is, either ‘More Than Type’
or ‘Less Than Type’

As we know that the ‘more than type’ cumulative frequencies are calculated by adding
frequencies from bottom to top, so that the first class interval has the highest cumulative
frequency and it goes on decreasing in subsequent classes. But in case of ‘less than
cumulative frequencies’, the cumulation is done downward so that the first class interval
has the lowest cumulative frequency and it goes on increasing in the subsequent classes.

In both of these cases, data are first converted into inclusive class intervals or exclusive
class intervals. Then the calculations for x are done in the usual manner as discussed
earlier.



90 BUSINESS S TAT I S T I C S

Example 3.11: Following is the cumulative frequency distribution of the preferred length
of kitchen slabs obtained from the preference study on housewives:

Length (in metres) more than : 1.0 1.5 2.0 2.5 3.0 3.5
Preference of housewives : 50 48 42 40 10 5

A manufacturer has to take a decision on what length of slabs to manufacture. What
length would you recommend and why?
Solution: The given data are converted into exclusive class intervals as shown in
Table 3.9. The frequency of each class has been found out by deducting the given
cumulative frequency from the cumulative frequency of the previous class:

Table 3.9 Conversion into Exclusive Class Intervals

Length (in metres) Preference of Housewives Class Interval Frequency
more than

1.0 50 1.0–1.5 (50 – 48) = 32
1.5 48 1.5–2.0 (48 – 42) = 36
2.0 42 2.0–2.5 (42 – 40) = 32
2.5 40 2.5–3.0 (40 – 10) = 30
3.0 10 3.0–3.5 (10 – 5) = 35
3.5 5

The calculations for mean length of slab are shown in Table 3.10.

Table 3.10 Calculations of Mean Length of Slab

Class Interval Mid-value Preference of
di = 

m 2.25
0.5
i − fi di

(mi ) Housewives ( fi )

1.0–1.5 1.25 2 – 2 – 4
1.5–2.0 1.75 6 – 1 – 6
2.0–2.5 2.25 ← A 2 0 0
2.5–3.0 2.75 30 1 30
3.0–3.5 3.25 5 2 10

45 30

The mean length of the slab is x = A + 
f d
n

hi i∑ ×  = 2.25 + 
30
45  × 0.5 = 2.58

metres

Example 3.12: In an examination of 675 candidates, the examiner supplied the following
information:

Marks Obtained Number of Marks Obtained Number of
 (Percentage) Candidates (Percentage) Candidates

Less than 10 7 Less than 50 381
Less than 20 39 Less than 60 545
Less than 30 95 Less than 70 631
Less than 40 201 Less than 80 675

Calculate the mean percentage of marks obtained.

Solution: Arranging the given data into inclusive class intervals as shown in Table 3.11:
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Table 3.11 Calculations of Mean Percentage of Marks

Marks Obtained Cumulative Class-intervals Frequency
(Percentage) Frequency

Less than 10 7 0–10 7
Less than 20 39 10–20 (39 – 7) = 32
Less than 30 95 20–30 (95 – 39) = 56
Less than 40 201 30–40 (201 – 95) =106
Less than 50 381 40–50 (381 – 201) =180
Less than 60 545 50–60 (545 – 381) =164
Less than 70 631 60–70 (631 – 545) = 86
Less than 80 675 70–80 (675 – 631) = 44

The calculations for mean percentage of marks obtained by the candidates are shown
in Table 3.12.

Table 3.12 Calculations of Mean Percentage of Marks

Class Intervals Mid-value Number of
di = 

35
10

im − fi di
(mi) Candidates ( fi )

0–10 5 7 – 3 – 21
10–20 15 32 – 2 – 64
20–30 25 56 – 1 – 56
30–40 35 ← A 106 0 0
40–50 45 180 1 180
50–60 55 164 2 328
60–70 65 86 3 258
70–80 75 44 4 176

675 801

The mean percentage of marks obtained is:

x  = A + 
f d

n
i i∑  × h = 35 + 

801
675

10×  = 46.86 marks

Case 2: Frequencies are not Given but have to be Calculated From the Given Data

Example 3.13: 168 handloom factories have the following distribution of average number
of workers in various income groups:

Income groups : 800–1000 1000–1200 1200–1400 1400–1600 1600–1800
Number of firms : 40 32 26 28 42
Average number
of workers : 8 12 8 8 4

Find the mean salary paid to the workers.

Solution: Since the total number of workers (i.e. frequencies) working in different income
groups are not given, therefore these have to be determined as shown in Table 3.13:
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                     Table 3.13

Income Group Mid-values di = 
−im A
h

Number of Average Number Frequencies ( fi) mi fi

 
(xi) (mi)

= 
1300

200
im − Firms of Workers (5) = (3) × (4)

(1) (2) (3) (4)

800–1000 900 – 2 40 8 320 – 640
1000–1200 1100 – 1 32 12 384 – 384
1200–1400 1300 ← A 0 26 8 208 0
1400–1600 1500 1 28 8 224 224
1600–1800 1700 2 42 4 168 336

168 40 1304 – 464

The required A.M. is given by

x  = A + 
m f
n

i i∑
 × h = 1300 – 464

1304
 × 200 = 1228.84

Example 3.14: Find the missing frequencies in the following frequency distribution.
The A.M. of the given data is 11.09.

Class Frequency Class Frequency

9.3  –  9.7 2 11.3–11.7 14
9.8 – 10.2 5 11.8–12.2 6

10.3 – 10.7 f3 12.3–12.7 3
10.8 – 11.2 f4 12.8–13.2 1

60

Solution: The calculations for A.M. are shown in Table 3.14.

Table 3.14

Class Frequency Mid-value
di = 11.0

0.5
im − fi di

( fi ) (mi)

9.3 –  9.7 2 9.5 – 3 – 6
9.8 – 10.2 5 10.0 – 2 – 10

10.3 – 10.7 f3 10.5 – 1 – f3
10.8 – 11.2 f4 11.0 ← A 0 0
11.3 – 11.7 14 11.5 1 14
11.8 – 12.2 6 12.0 2 12
12.3 – 12.7 3 12.5 3 9
12.8 – 13.2 1 13.0 4 4

60 23 – f3

where the assumed mean is, A = 11. Applying the formula

x =A + 
f d
n hi i∑

×

we get 11.09 =11.0 + 
23

60
0 53−

×
f

.

or 0.09 = 23
120

3− f or f3 = 23 – 0.09 × 120 = 12.2

Since the total of the frequencies is 60 and f3 = 12.2, therefore
f4 = 60 – (2 + 5 + 12.2 + 14 + 6 + 3 + 1) = 16.8
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Case 3: Complete Data are Not Given

Example 3.15: The pass result of 50 students who took a class test is given below:

Marks : 40 50 60 70 80 90
Number of students : 8 10 9 6 4 3

If the mean marks for all the students was 51.6 find out the mean marks of the
students who failed.

Solution: The marks obtained by 40 students who passed are given in Table 3.15

Table 3.15

Marks Frequency ( fi ) fi xi

40 8 320
50 10 500
60 9 540
70 6 420
80 4 320
90 3 270

40 2370

Total marks of all the students = 50 × 51.6 = 2580
Total marks of 40 students who passed = f xi i∑ = 2370
Thus marks of the remaining 10 students = 2580 – 2370 = 210
Hence, the average marks of 10 students who failed are 210/10 = 21 marks

Case 4: Incorrect Values have been used for the Calculation of Arithmetic Mean

Example 3.16: (a) The average dividend declared by a group of 10 chemical companies
was 18 per cent. Later on, it was discovered that one correct figure, 12, was misread as
22. Find the correct average dividend.

(b) The mean of 200 observations was 50. Later on, it was found that two observations
were misread as 92 and 8 instead of 192 and 88. Find the correct mean.

Solution: (a) Given n = 10 and x = 18 per cent. We know that

x = Σ x
n

or Σ x = n x  = 10 × 18 = 180

Since one numerical value 12 was misread as 22, therefore after subtracting the
incorrect value and then adding the correct value in the total n x , we  have 180 – 22 + 12
= 170. Hence, correct mean is x  = Σ x/n = 170/10 = 17 per cent.

(b) Given that n = 200, x = 50. We know that

x = Σ x
n

or Σ x = n x  = 200 × 50 = 10,000

Since two observations were misread, therefore the correct total Σ x = n x  can be
obtained as:

Σ x =10,000 – (92 + 8) + (192 + 88) = 10,180

Hence, correct mean is : x  = Σ x
n

 = 10,180
200

 = 50.9

Case 5: Frequency Distributions have Open End Class Intervals

Example 3.17: The annual salaries (in rupees thousands) of employees in an organization
are given below: The total salary of 10 employees in the class over Rs 40,000 is Rs
9,00,000. Compute the mean salary. Every employee belonging to the top 25 per cent of
earners has to pay 5 per cent of his salary to the worker relief fund. Estimate the
contribution to this fund.
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Salary (Rs ’000) Number of Employees

below 10 4
10–20 6
20–30 10
30–40 20
40 and above 10

Solution: Since class intervals are uniform, therefore we can take some width for open-
end class intervals also. Calculations of mean are shown in Table 3.16

Table 3.16

Salary Mid-value Number of
di = 

m 25i
10

− fi di
(Rs ’000) (mi ) Employees ( fi )

0–10 5 4 – 2 – 8
10–20 15 6 – 1 – 6
20–30 25 ← A 10 0 0
30–40 35 20 1 20
40 and above                45 (given) 10 2 20

50 26

where mid-value 25 is considered as the assumed mean. Applying the formula, we get

x  = A + 
f d

n
hi i∑ ×  = 25 + 

26
50

10×  = Rs 30.2

The number of employees belonging to the top 25 per cent of the earners are 0.25 ×
50 = 13 employees and the distribution of these top earners would be as follows:

Salary (Rs ’000) Number of Employees

40 and above 10
30–40 3

This calculation implies that 3 employees have been selected from the salary range 30 –
40. Under the assumption that frequencies are equally distributed between  lower and
upper limits of a class interval, the calculations would be as follows:

Since 20 employees have salary in the range 30 – 40 = 10 or Rs 10,000, therefore 3
employees will have income in the range (10/20) × 3 = 1.5 or Rs 1,500. But we are
interested in the top 3 earners in the range 30 – 40, their salaries will range from (40 –
1.5) to 40, i.e., 38.5 to 40. Thus, the distribution of salaries of the top 25 persons is as
follows:

Salary Mid-value Number of Total Salary
(Rs ’000) (mi ) Employess ( fi ) mi fi

40 and above — 10 9,00,000 (given)
30–40 35 3 1,05,000

13 10,05,000

This shows that the total income of the top 25 per cent of earners is Rs 10,05,000.
Hence 5 per cent contribution to the fund is 0.05 × 10,05,000 = Rs 50,250.
Remark: If the width of class intervals is not same, then in accordance with the magnitude
of change in the width, fix the width of last class interval.

3.5.4 Advantages and Disadvantages of Arithmetic Mean

Advantages

(i) The calculation of arithmetic mean is simple and it is unique, that is, every data
set has one and only one mean.
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(ii) The calculation of arithmetic mean is based on all values given in the data set.
(iii) The arithmetic mean is reliable single value that reflects all values in the data set.
(iv) The arithmetic mean is least affected by fluctuations in the sample size. In other

words, its value, determined from various samples drawn from a population,
vary by the least possible amount.

(v) It can be readily put to algebraic treatment. Some of the algebraic properties of
arithmetic mean are as follows:
(a) The algebraic sum of deviations of all the observations xi (i = 1, 2 . . ., n) from the

A.M. is always zero, that is,

( )x xi
i

n
−

=
∑

1
 = x nxi

i

n
−

=
∑

1
 = x n

n
xi

i

n
i

i

n
− F

HG
I
KJ= =

∑ ∑
1 1

1
= 0

Here the difference xi – x (i = 1, 2, . . ., n) is usually referred to as deviation
from the arithmetic mean. This result is also true for a grouped data.

Due to this property, the mean is characterized as a point of balance, i.e.
sum of the positive deviations from mean is equal to the sum of the negative
deviations from mean.

(b) The sum of the squares of the deviations of all the observations from the A.M. is less
than the sum of the squares of all the observations from any other quantity.
Let xi (i = 1, 2, . . ., n) be the given observations and x  be their arithmetic
mean. Then this property implies that

( )x xi
i

n
−∑ 2

=1
≤ ( )x ai

i

n
−∑ 2

=1

where ‘a’ is any constant quantity.
This property of A.M. is also known as the least square property and shall be

quite helpful in defining the concept of standard deviation.
(c) It is possible to calculate the combined (or pooled) arithmetic mean of two or more

than two sets of data of the same nature.
Let 1x  and 2x  be arithmetic means of two sets of data of the same nature of
size n1 and n2 respectively. Then their combined A.M. can be calculated as:

12x  = 1 1 2 2

1 2

n x n x
n n

+
+

(3-7)

The result (3-7) can also be generalized in the same way for more than two
sets of data of different sizes having different arithmetic means.

(d) While compiling the data for calculating arithmetic mean, it is possible that
we may wrongly read and/or write certain number of observations. In such
a case the correct value of A.M. can be calculated first by subtracting the
sum of observations wrongly recorded from Σ xi (total of all observations)
and then adding the sum of the correct observations to it. The result is then
divided by the total number of observations.

Disadvantages

(i) The value of A.M. cannot be calculated accurately for unequal and open-ended
class intervals  either at the beginning or end of the given frequency distribution.

(ii) The A.M. is reliable and reflects all the values in the data set. However, it is very
much affected by the extreme observations (or outliers) which are not
representative of the rest of the data set. Outliers at the high end will increase
the mean, while outliers at the lower end will decrease it. For example, if monthly
income of four persons is 50, 70, 80, and 1000, then their A.M. will be 300,
which does not represent the data.

(iii) The calculations of A.M. sometime become difficult because every data element
is used in the calculation (unless the short cut method for grouped data is used
to calculate the mean). Moreover the value so obtained may not be among the
observations included in the data.
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(iv) The mean cannot be calculated for qualitative characteristics such as intelligence,
honesty, beauty, or loyalty.

(v) The mean cannot be calculated for a data set that has open-ended classes at
either the high or low end of the scale.

Example 3.18: The mean salary paid to 1500 employees of an organization was found to
be Rs 12,500. Later on, after disbursement of salary, it was discovered that the salary of
two employees was wrongly entered as Rs 15,760 and 9590. Their correct salaries were
Rs 17,760 and 8590. Calculate correct mean.
Solution: Let xi (i = 1, 2, . . ., 1500) be the salary of ith employee. Then we are given that

x =
1

1500 xi
i =
∑

1

1500
 = 12,500

or xi
i =
∑

1

1500
=12,500 × 1500 = Rs 1,87,50,000

This gives the total salary disbursed to all 1500 employees. Now after adding the
correct salary figures of two employees and subtracting the wrong salary figures posted
against two employees, we have

xi∑ = 1,87,50,000 + (Sum of correct salaries figures)
– (Sum of wrong salaries figures)

= 18,75,000 + (17,760 + 8590) – (15,760 + 9590)
= 1,87,50,000 + 26,350 – 25,350 = 1,88,01,700

Thus the correct mean salary is given by

x = 1,88,01,700 ÷ 1500 = Rs 12,534.46

Example 3.19: There are two units of an automobile company in two different cities
employing 760 and 800 persons, respectively. The arithmetic means of monthly salaries
paid to persons in these two units are Rs 18,750 and Rs 16,950 respectively. Find the
combined arithmetic mean of salaries of the employees in both the units.
Solution: Let n1 and n2 be the number of persons working in unit 1 and 2 respectively,
and 1x  and 2x  be the arithmetic mean of salaries paid to these persons respectively. We
are given that:

Unit 1: n1 = 760 ; 1x  = Rs 18,750
Unit 2: n2 = 800 ; 2x  = Rs 16,950

Thus the combined mean of salaries paid by the company is:

12x =
n x n x

n n
1 1 2+

+
2

1 2
=

760 18750 800 16950
760 800

× + ×
+

= Rs 17,826.92 per month

Example 3.20: The mean yearly salary paid to all employees in a company was Rs
24,00,000. The mean yearly salaries paid to male and female employees were Rs 25,00,000
and Rs 19,00,000, respectively. Find out the percentage of male to female employees in
the company.

Solution: Let n1 and n2 be the number of employees as male and female, respectively. We
are given that

Characteristics Groups Combined Group

Male Female (Total Employees)

Number of n1 = ? n2 = ? n = n1 + n2
employees
Mean salary (Rs) x1  = 25,00,000 x2  = 19,00,000 x12  = 24,00,000

Applying the formula for mean of combined group:
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x12 = n x n x
n n

1 1 2 2

1 2

+
+

or (n1 + n2) x12 = n1 x1  + n2 x2

(n1 + n2 ) 24,00,000 = 25,00,000 n1 + 19,00,000 n2

1000 n1 = 5000 n2

n
n

1

2
= 5000

1000
 = 

5
1

n1 : n2 = 5 : 1

Hence, male employees in the company are {5 ÷ (5 + 1)} × 100 = 83.33 per cent
and female employees are {1 ÷ (5 + 1)} × 100 = 16.67 per cent.

3.5.5 Weighted Arithmetic Mean

The arithmetic mean, as discussed earlier, gives equal important (or weight) to each
observation in the data set. However, there are situations in which value of individual
observations in the data set is not of equal importance. If values occur with different
frequencies, then computing A.M. of values (as opposed to the A.M. of observations) may
not be truly representative of the data set characteristic and thus may be misleading.
Under these circumstances, we may attach to each observation value a ‘weight’ w1,  w2,
. . ., wN as an indicator of their importance perhap because of size or importance and
compute a weighted mean or average denoted by xw  as:

µw or xw = x w
w
i i

i

∑
∑

This is similar to the method for dealing with frequency data when the value is multiplied
by the frequency, within each class, totalled and divied by the total number of values.

Remark: The weighted arithmetic mean should be used

(i) when the importance of all the numerical values in the given data set is not
equal.

(ii) when the frequencies of various classes are widely varying
(iii) where there is a change either in the proportion of numerical values or in the

proportion of their frequencies.
(iv) when ratios, percentages, or rates are being averaged.

Example 3.21: An examination was held to decide the award of a scholarship. The
weights of various subjects were different. The marks obtained by 3 candidates (out of
100 in each subject) are given below:

Subject Weight Students

A B C

Mathematics 4 60 57 62
Physics 3 62 61 67
Chemistry 2 55 53 60
English 1 67 77 49

Calculate the weighted A.M. to award the scholarship.

Solution: The calculations of the weighted mean is shown in Table 3.17

Weighted mean: The mean
for a data set obtained by
assigning each observation a
weight that reflects its
importance within the data
set.
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Table 3.17 Calculations of Weighted Mean

Subject Weight Students

(wi ) Student A Student B Student C

Marks xi wi Marks xi wi Marks xi wi
(xi ) (xi ) (xi )

Mathematics 4 60 240 57 228 62 248
Physics 3 62 186 61 183 67 201
Chemistry 2 55 110 53 106 60 120
English 1 67 67 77 77 49 49

10 244 603 248 594 238 618

Applying the formula for weighted mean, we get

xwA = 603
10

 = 60.3 ; xA  = 244
4

 = 61

xwB = 594
10

 = 59.4 ; xB  = 248
4

 = 62

xwC = 618
10

 = 61.8 ; xc  = xc  = 59.5

From the above calculations, it may be noted that student B should get the scholarship
as per simple A.M. values, but according to weighted A.M., student C should get the
scholarship because all the subjects of examination are not of equal importance.

Example 3.22: The owner of a general store was interested in knowing the mean
contribution (sales price minus variable cost) of his stock of 5 items. The data is given
below:

Product Contribution per Unit Quantity Sold

1 6 160
2 11 60
3 8 260
4 4 460
5 14 110

Solution: If the owner ignores the values of the individual products and gives equal
importance to each product, then the mean contribution per unit sold will be

x =(1 ÷ 5) {6 + 11 + 8 + 4 + 14} = Rs 8.6

This value, Rs 8.60 may not necessarily be the mean contribution per unit of different
quantities of the products sold. In this case the owner has to take into consideration the
number of units of each product sold as different weights. Computing weighted A.M. by
multiplying units sold (w) of a product by its contribution (x). That is,

xw  = 6 160 11 60 8 260 4 460 14 110
160 60 260 460 110

( ) ( ) ( ) ( ) ( )+ + + +
+ + + +

 = 7 080
1050
,
,

 = Rs 6.74

This value, Rs 6.74, is different from the earlier value, Rs 8.60. The owner must use the
value Rs 6.74 for decision-making purpose.

Example 3.23: A management consulting firm, has four types of professionals on its
staff: managing consultants, senior associates, field staff, and office staff. Average rates
charged to consulting clients for the work of each of these professional categories are
Rs 3150/hour, Rs 1680/hour, Rs 1260/hour, and 630/hour. Office records indicate the
following number of hours billed last year in each category: 8000, 14,000, 24,000, and
35,000. If the firm is trying to come up with an average billing rate for estimating client
charges for next year, what would you suggest they do and what do you think is an
appropriate rate?
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Solution: The data given in the problem are as follows:

Staff Consulting Charges Hours Billed
(Rs per hour)

xi wi

Managing consultants 3150 8000
Senior associates 1680 14,000
Field staff 1260 24,000
Office staff 630 35,000

Applying the formula for weighted mean, we get,

wx =
Σ
Σ

i i

i

x w
w

 = 
+ + +

+ + +
3150(8000) 1680 (14,000) 1260 (24,000) 630 (35,000)

8000 14,000 24,000 35,000

= 
+ + +2,52,00,000 2,35,20,000 3,02,40,000 2,20,50,000

81,000
= Rs 1247.037 per hour

However, the firm should cite this as an average rate for clients who use the four
professional categories for approximately 10 per cent, 17 per cent, 30 per cent and 43
per cent of the total hours billed.

C o n c e p t u a l  Q u e s t i o n s  3A

1. Explain the term average. What are the merits of a good
average? Explain with examples.

2. What are the measures of central tendency? Why are they
called measures of central tendency?

3. What are the different measures of central tendency?
Mention the advantages and disadvantages of arithmetic
mean.

4. What are the different measures of central tendency?
Discuss the essentials of an ideal average.

5. Give a brief description of the various measures of central
tendency. Why is arithmetic mean so popular?

6. What information about a body of data is provided by an
average? How are averages useful as a descriptive
measure?

8. It is said that the weighted mean is commonly referred to
as a ‘weighted average’. How is the use of this phrase
inconsistent with the definition of an average?

9. How is an average considered as a representative measure
or a measure of central tendency? How is the ability of an
average to measure central tendency related to other
characteristics of data?

10. Prove that the algebraic sum of the deviations of a given
set of observations from their arithmetic mean is zero.

[MBA, UP Tech. Univ., 2000]
11. Is it necessarily true that being above average indicates

that someone is superior? Explain.
[Delhi Univ., MBA, 2000]

12. What is statistical average? What are the desirable
properties for an average to possess? Mention the different
types of averages and state why arithmetic mean is the
most commonly used amongst them.

13. Distinguish between simple and weighted average and
state the circumstances under which the latter should be
employed.

S e l f-P r a c t i c e  P r o b l e m s  3 A

3.1 An investor buys Rs 12,000 worth of shares of a
company each month. During the first 5 months he
bought the shares at a price of Rs 100, Rs 120, Rs 150,
Rs 200, and Rs 240 per share. After 5 months what is
the average price paid for the shares by him?

3.2 A company wants to pay bonus to members of the staff.
The bonus is to be paid as under:

Monthly Salary (in Rs) Bonus

3000 –,24000 1000
4000 –,25000 1200
5000 –,26000 1400
6000 –,27000 1600
7000 –,28000 1800
8000 –,29000 2200
9000 –10,000 2200

10,000 –11,000 2400
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Actual amount of salary drawn by the employees is
given below:

3250 3780 4200 4550 6200 6600
6800 7250 3630 8320 9420 9520
8000 10,020 10,280 11,000 6100 6250
7630 3820 5400 4630 5780 7230
6900

How much would the company need to pay by way of
bonus? What shall be the average bonus paid per
member of the staff?

3.3 Calculate the simple and weighted arithmetic mean price
per tonne of coal purchased by a company for the half
year. Account for difference between the two:

Month Price/tonne Tonnes Month Price/tonne Tonnes
Purchased Purchased

January 4205 25 April 5200 52
February 5125 30 May 4425 10
March 5000 40 June 5400 45

3.4 Salary paid by a company to its employees is as follows:

Designation Monthly Salary Number of
(in Rs) Persons

Senior Manager 35,000 1
Manager 30,000 20
Executives 25,000 70
Jr Executives 20,000 10
Supervisors 15,000 150

Calculate the simple and weighted arithmetic mean of
salary paid.

3.5 The capital structure of a company is as follows:

Book Value (Rs) After Tax Cost (%)

Equity 2,15,00,000 19
Preference share 2,07,00,000 11
Debt 2,11,00,000 9

Calculate the weighted average cost of capital.
3.6 The mean monthly salary paid to all employees in a

company is Rs 16,000. The mean monthly salaries paid
to technical and non-technical employees are Rs 18,000
and Rs 12,000 respectively. Determine the percentage
of technical and non-technical employees in the
company.

3.7 The mean marks in statistics of 100 students in a class
was 72 per cent. The mean marks of boys was 75
per cent, while their number was 70 per cent. Find out
the mean marks of girls in the class.

3.8 Mr. Gupta, a readymade garment store owner,
advertises: ‘If our average prices are not equal or lower
than everyone else’s, you get it free.’ One customer
came into the store one day and threw on the counter
bills of six items he had bought from a competitor for
an average price less than Gupta’s. The items cost
(in Rs): 201.29 202.97 203.49 205.00 207.50 210.95

The prices for the same six items at Mr. Gupta’s stores

are (in Rs): 201.35, 202.89, 203.19, 204.98, 207.59
and 211.50. Mr. Gupta told the customer, My
advertisement refers to a weighted average price of these
items. Our average is lower because our sales of these
items have been: 207, 209, 212, 208, 206, and 203 (in
units).

Is Mr. Gupta getting himself into or out of trouble
with his contention about weighted average?

3.9 The arithmetic mean height of 50 students of a college
is 5'8". The height of 30 of these is given in the frequency
distribution below. Find the arithmetic mean height of
the remaining 20 students.

Height in inches : 5'4" 5'6" 5'8" 5'10" 6'0"
Frequency : 4 12 4 8 2

3.10 The following table gives salary per month of 450
employees in a factory:

Salary No. of Employees

Less than 5000 80
5000–10,000 120

10,000–15,000 100
15,000–20,000 60
20,000–25,000 50
25,000–30,000 40

The total income of 6 persons in the group Rs
25,000–30,000 is Rs 1,65,000. Due to a rise in prices,
the factory owner decided to give adhoc increase of
25 per cent of the average pay to the 25 per cent of
the lowest paid employees, 10 per cent of the average
pay to the 10 per cent highest paid employees and 15
per cent to the remaining employees.

Find out the additional amount required for the
adhoc increase and after the increase, find out the
average pay of an employee in the factory.

3.11 A professor of management has decided to use weighted
average to find the internal assessment grades of his
students on the basis of following parameters: Quizes—
30 per cent, Term Paper—25 per cent, Mid-term test—
30 per cent and Class attendance—15 per cent. From
the data below, compute the final average in the internal
assessment

Student Quizes Term Paper Mid-Term Attendance

1 55 59 64 20
2 48 54 58 22
3 64 58 63 19
4 52 49 58 23
5 65 60 62 18

3.12 An applicances manufacturing company is forecasting
regional sales for next year. The Delhi branch, with
current yearly sales of Rs 387.6 million, is expected to
achieve a sales growth of 7.25 percent; the Kolkata
branch, with current sales of Rs 158.6 million, is expected
to grow by 8.20 per cent; and the Mumbai branch, with
sales of Rs 115 million, is expected to increase sales by
7.15 per cent. What is the average rate of growth
forecasted for next year?
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3.1 x = Rs 146.30
3.2 Rs 42,000 to pay bonus; Average bonus paid per

member = 42,000/25 = Rs 1,680

3.3 x  = Rs 4892.5 tonne; xw  = 5032.30

3.4 x  = Rs 25,000; xw  = Rs 19,262.94

3.6 Percentage of technical personnal = 66.67 per cent ;
Non-technical = 33.33 per cent

3.7 Mean marks of grils, x2  = 65 per cent

3.9 x1  (mean height of n1 = 30 students) = 5'6".

Given n2 = 50 – 30 = 20, x (mean height of 50 students)
= 68". Thus

x  = 
n x n x

n n
1 1 2 2

1 2

+
+  = 5' 9"

3.10 x  (average wage) = Rs 17,870;
Given n1 = 25% lowest paid employee 500/4 = 125

x1 = Average salary to these 25 per cent
employees = Rs 17,870 + 17,870/4

= Rs 22,337.50
n2 = 20% highest paid employees

= 500/10 = 50
x2 = Average salary of these 20% employees

= 17,870 + 17,870/10 = Rs 19,657.00

H i n t s  a n d  A n s w e r s

n3 = 500 – (125 + 50) = 325

x3 = Average salary to these employees

= 17,870 + (15 × 17,870)/100
= Rs 20,550.50

∴ x123 = Rs 2,090.90.
3.11 Student 1 : 0.30 × 55 + 0.15 × 59 + 0.30 × 64 + 0.15

× 20 = 16.5 + 8.85 + 19.2 + 3.0 = 47.55
2 : 0.20 × 48 + 0.15 × 54 + 0.30 × 58 + 0.15

× 22 = 14.4 + 8.10 + 17.4 + 3.3 = 43.20
3: 0.30 × 64 + 0.15 × 58 + 0.30 × 63 + 0.15

× 19 = 19.2 + 8.7 + 18.9 + 2.85 = 49.65
4: 0.30 × 52 + 0.15 × 49 + 0.30 × 58 + 0.15

× 23 = 15.6 + 7.35 + 17.4 + 3.45 = 43.80
5: 0.30 × 65 + 0.15 × 60 + 0.30 × 62 + 0.15

× 18 = 19.5 + 9.0 + 18.6 + 2.7 = 49.8

3.12 wx = 
Σ
Σ

i i

i

x w
w

= 
387.6 7.25 158.6 8.20 115 7.15

387.6 158.6 115
× + × + ×

+ +

= 
2810.10 1300.52 822.25

661.20
+ +

= 
4932.87
661.20

 = 7.46 per cent

3.6 GEOMETRIC MEAN

In many business and economics problems, we deal with quantities (variables) that change
over a period of time. In such cases the aim is to know an average percentage change
rather than simple average value to represent the average growth or decline rate in the
variable value over a period of time. Thus we need to calculate another measure of
central tendency called geometric mean (G.M.). The specific application of G.M. is
found to show multiplicative effects over time in compound interest and inflation
calculations.

Consider, for example, the annual rate of growth of output of a company in the last
five years.

Year Growth Rate Output at the End
(Per cent) of the Year

1998 5.0 105
1999 7.5 112.87
2000 2.5 115.69
2001 5.0 121.47
2002 10.0 133.61

The simple arithmetic mean of the growth rate is:

x = 1
5

(5 + 7.5 + 2.5 + 5 + 10) = 6

Geometric mean: A value
that represents nth root of
the product of a set of n
numbers.
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This value of ‘mean’ implies that if 6 per cent is the growth rate, then output at the
end of 2002 should be 133.81, which is slightly more than the actual value, 133.61. Thus
the correct growth rate should be slightly less than 6.

To find the correct growth rate, we apply the formula of geometic mean:

G.M. = Product of all the  valuesnn

= 1 2n nx x x⋅ ⋅ ⋅⋅  = 
1

1 2( . . . )n
nx x x⋅ ⋅ (3-9)

In other words, G.M. of a set of n observations is the nth root of their product.
For the above example, substituting the values of growth rate in the given formula,

we have

G.M. = 5 7 5 2 5 5 105 × × × ×. .  = 4687 55 .
= 5.9 per cent average growth.

Calculation of G.M.

When the number of observations are more than three, the G.M. can be calculated by
taking logarithm on both sides of the equation. The formula (3-9) for G.M. for ungrouped
data can be expressed in terms of logarithm as shown below:

Log (G.M.) = 1
n

log (x1 ⋅ x2 . . . ⋅ xn)

= 1
n

{log x1 + log x2 + . . . + log xn} = 1
n

log xi
i

n

=
∑

1

and therefore G.M. = antilog 1
n

xilog∑RST
UVW

(3-10)

If the observations x1, x2, . . ., xn occur with frequencies f1, f2, . . ., fn, respectively,
and the total of frequencies is n = f i∑ , then the G.M. for such data is given by

G.M. = x x xf f
n
f n
n

1 2
1

1 2⋅ ⋅ ⋅. . .
/

e j

or log (G.M.) = 1
n

{ f1 log x1 + f2 log x2 + . . . + fn log xn}

= 1
n

f xi i
i

n
log

=
∑

1

or G.M. =Antilog 1
n

f xi ilog∑RST
UVW (3-11)

Example 3.24: The rate of increase in population of a country during the last three
decades is 5 per cent, 8 per cent, and 12 per cent. Find the average rate of growth
during the last three decades.

Solution: Since the data is given in terms of percentage, therefore geometric mean is a
more appropriate measure. The calculations of geometric mean are shown in Table 3.18:

Table 3.18 Calculations of G.M.

Decade Rate of Increase  Population at the End of log10 x
in Population (%) Decade (x) Taking Proceeding

Decade as 100

1 5 105 2.0212
2 8 108 2.0334
3 12 112 2.0492
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Using the formula (3-10), we have

G.M. = Antilog 1
n

xlog∑RST
UVW

 = Antilog 1
3

61038( . )RST
UVW

= Antilog (2.0346) = 108.2
Hence the average rate of increase in population over the last three decades is 108.2 –

100 = 8.2 per cent.

Example 3.25: A given machine is assumed to depreciate 40 per cent in value in the
first year, 25 per cent in the second year, and 10 per cent per year for the next three
years, each percentage being calculated on the diminishing value. What is the average
depreciation recorded on the diminishing value for the period of five years?
Solution: The calculations of geometric mean is shown in Table 3.19.

Table 3.19 Calculations of G.M.

Rate of Depreciation (xi ) Number of log10 xi fi log10 xi
(in percentage) Years ( fi )

40 1 1.6021 1.6021
25 1 1.3979 1.3979
10 3 1.0000 3.0000

6.0000

Using formula (3-11), we have

G.M. = Antilog 1
n

f xlog∑RST
UVW

 = Antilog 1
5

6 0000( . )RST
UVW

= Antilog (1.2) = 15.85
Hence, the average rate of depreciation for first five years is 15.85 per cent.

3.6.1 Combined Geometric Mean

The combined geometric mean of observations formed by pooling the geometric means
of different sets of data is defined as:

log G.M. =

n

n

i i
i

n

i
i

n

log G
=

=

∑

∑

1

1

(3-12)

where Gi is the geometric mean of the ith data set having ni number of observations.

3.6.2 Weighted Geometric Mean

If different observations xi (i = 1, 2, . . ., n) are given different weights (importance), say
wi (i = 1, 2, . . ., n) respectively, then their weighted geometric mean is defined as:

G.M. (w) = Antilog 
1
n

w xF
HG

I
KJ

L
NM

O
QP∑ log

= Antilog 1
w

w x
∑

∑
F
HG

I
KJ

L
N
MM

O
Q
PP

log (3-13)

Example 3.26: Three sets of data contain 8, 7, and 5 observations and their geometric
means are 8.52, 10.12, and 7.75, respectively. Find the combined geometric mean of 20
observations.
Solution: Applying the formula (3-12), the combined geometric mean can be obtained as
follows:
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G.M. = Antilog 
n G n G n G

n n n
1 1 2 2 3 3

1 2 3

log log log+ +
+ +

L
N
M

O
Q
P

= Antilog 8 8 52 7 1012 5 7 75
8 7 5

log ( . ) log ( . ) log ( . )+ +
+ +

L
NM

O
QP

= Antilog 
( . ) ( . ) ( . )8 0 9304 7 10051 5 0 8893

20
× + × + ×L

NM
O
QP

= Antilog 
18 9254

20
.F

HG
I
KJ  = Antilog (0.94627) = 8.835

Hence, the combined G.M. of 20 observations is 8.835.

Example 3.27: The weighted geometric mean of four numbers 8, 25, 17, and 30 is 15.3.
If the weights of the first three numbers are 5, 3, and 4 respectively, find the weight of
fourth number.

Solution: Let weight of fourth number be w. Then the weighted geometric mean of four
numbers can be calculated as shown in Table 3.20.

Table 3.20 Calculations of Weighted G.M.

Numbers Weight of Each log10 x w log10 x
(x)  Number (w)

8 5 0.9031 4.5155
25 3 1.3979 4.1937
17 4 1.2304 4.9216
30 w 1.4771 1.4771w

12 + w 13.6308 + 1.4771w

Thus the weighted G.M. is

log {G.M. (w)} =
1
w

w x
∑

∑
F
HG

I
KJ

L
N
MM

O
Q
PP

log

or log (15.3) =
1

12
13 6308 14771

+
F
HG

I
KJ +

L
N
MM

O
Q
PPw

w( . . )

(1.1847) (12 + w) =13.6308 + 1.4771w
14.2164 + 1.1847w =13.6308 + 1.4771w

0.5856 =0.2924 w

or w =
0 5856
0 2924

.

.  = 2 (approx.)

Thus the weight of fourth number is 2.

3.6.3 Advantages, Disadvantages, and Applications of G.M.

Advantages

(i) The value of G.M. is not much affected by extreme observations and is computed
by taking all the observations into account.

(ii) It is useful for averaging ratio and percentage as well as in determining rate of
increase and decrease.

(iii) In the calculation of G.M. more weight is given to smaller values and less weight
to higher values. For example, it is useful in the study of price fluctuations
where the lower limit can touch zero whereas the upper limit may go upto any
number.



C H A P T E R  3 MEASURES OF CENTRAL TENDENCY 105

(iv) It is suitable for algebraic manipulations. The calculation of weighted G.M. and
combined G.M. are two examples of algebraic manipulations of the original
formula of geometric mean.

Disadvantages

(i) The calculation of G.M. as compared to A.M., is more difficult and intricate.
(ii) The value of G.M. cannot be calculated when any of the observation in the data

set is either negative or zero.
(iii) While calculating weighted geometric, mean equal importance (or weight) is not

given to each observation in the data set.

Applications

(i) The concept of G.M. is used in the construction of index numbers.
(ii) Since G.M. ≤ A.M., therefore G.M. is useful in those cases where smaller

observations are to be given importance. Such cases usually occur in social and
economic areas of study.

(iii) The G.M. of a data set is useful in estimating the average rate of growth in the
initial value of an observation per unit per period. For example, it is useful in
finding the percentage increase in sales, profit, production, population, and so
on. It is also useful in calculating the amount of money accumulated at the end
of n periods, with an original principal amount of P0. The formula is as follows:

Pn = P0 (1 + r)n

or r = P
P

n n

0

1

1
F
HG

I
KJ −

where r =interest rate (rate of growth) per unit period
n =number of years or length of the period.

14. Define simple and weighted geometric mean of a given
distribution. Under what circumstances would you
recommend its use?

C o n c e p t u a l  Q u e s t i o n s  3 B

15. Discuss the advantages, disadvantages, and uses of
geometric mean.

S e l f-P r a c t i c e  P r o b l e m s  3 B

3.13 Find the geometric mean of the following distribution
of data:
Dividend
declared (%) : 0–10 10–20 20–30 30–40 40–45
Number of
companies : 5 7 15 25 8

3.14 The population of a country was 300 million in 1985. It
became 520 million in 1995. Calculate the percentage
compounded rate of growth per year.

3.15 Compared to the previous year, the overhead expenses
went up by 32 per cent in 1994, increased by 40 per cent
in the next year, and by 50 per cent in the following
year. Calculate the average rate of increase in overhead
expenses over the three years.

3.16 The rise in the price of a certain commodity was 5
per cent in 1995, 8 per cent in 1996, and 77 per cent in

1997. It is said that the average price rise between 1995
and 1997 was 26 per cent and not 30 per cent. Justify
the statement and show how you would explain it before
a layman.

3.17 The weighted geometric mean of the four numbers 20,
18, 12, and 4 is 11.75. If the weights of the first three
numbers are 1, 3, and 4 respectively, find the weight of
the fourth number.

3.18 A machinery is assumed to depreciate 44 per cent in
value in the first year, 15 per cent in the second year,
and 10 per cent per year for the next three years, each
percentage being calculated on diminishing value. What
is the average percentage of depreciation for the entire
period?

3.19 The following data represent the percentage increase
in the number of prisoners (a negative number indicates
a percentage decrease) in a district jail:
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Year : 1995 1996 1997 1998 1999 2000
Per cent
increase : – 2 3 7 4 5 – 3

Calculate the average percentage increase using data
from 1996–1999 as well as using data for all 6 years.

3.20 A manufacturer of electrical circuit borads, has
manufactured the following number of units over the
past 5 years:
2000 2001 2002 2003 2004

14,300 15,150 16,110 17,540 19,430
Calculate the average percentage increase in units
produced over this time period, and use this to estimate
production for 2006.

3.21 The owner of a warehouse is calculating the average
growth factor for his warehouse over the last 6 years.
Using a geometric mean, he comes up with an answer
of 1.42. Individual growth factors for the first 5 years
were 1.91, 1.53, 1.32, 1.91, and 1.40, but he lost the
records for the sixth year, after he calculated the mean.
What was it?

3.22 Industrial Gas Supplier keeps records on the cost of
processing a purchase order. Over the last 5 years, this
cost has been Rs 355, 358, 361, 365 and 366. What has
supplier’s average percentage increase been over this
period? If this average rate stays the same for 3 more
years, what will cost supplier to process a purchase order
at that time?

3.23 A sociologist has been studying the yearly changes in
the number of convicts assigned to the largest
correctional facility in the state. His data are expressed
in terms of the percentage increase in the number of
prisoners (a negative number indicates a percentage
decrease). The sociologist’s most recent data are as
follows:
1999 2000 2001 2002 2003 2004

5% 6% 9% 4% 7% 6%
(a) Calculate the average percentage increase using

only the 1999-2002 data.
(b) A new penal code was passed in 1998. Previously,

the prison population grew at a rate of about 2
percent per year. What seems to be the effect of
the new penal code?

H i n t s  a n d  A n s w e r s

3.13 G.M. = 25.64 per cent.

3.14 Apply the formula: Pn = P0 (1 + r)n ; r is the rate of
growth in population. Since P1995 = 520 and
P1985 = 300 and n = 10, therefore 520 = 300 (1 + r)10

or r = 3.2 per cent.

3.15 Apply the formula Pn = P0 (1 + r)3 = P0 (1 + 0.32)
(1 + 0.40) (1 + 0.50) ; P0 = Overhead expenses in
1994: (1 + r)3 = 1.32 × 1.40 × 1.50. Taking log and
simplified, we get r = 40.5 per cent.

3.16 Average price rise = 26 per cent (G.M.) If we use A.M.
and take the price in the base year as 100, then
(105 + 108 + 177)/3 = 130 or 30 per cent is the average
change per year. Then the price in 1995 would be 130,
price in 1996 would be 130 + 30 per cent increase on
130 = 169, and in the year 1997 it would be 169 + 30
per cent increase on 130 = 219.7

3.17 Apply log G.M. = 
w w

w
log∑

∑
or log 11.75

= 
9 4974 0 6021

8
4

4

. .+
+

w
w

or w4 = 0.850 (approx.).

3.18 Depreciation rate : 44 15 10 10 10
Diminishing value
taking 100 as base (x) : 56 85 90 90 90

Log x: 1.7582 1.9294 1.9542 1.9542 1.9542 = 9.5502
G.M. = Antilog (Σ log x/N) = Antilog (9.5502/5)

= Antilog (1.91004)
= 81.28

The diminishing value is Rs 81.28 and average
depreciation is 18.72 per cent.

3.20 G.M.: 4 19430/14300  = 4 1.3587  = 1.07964. So the
average increase is 7.96 per cent per year.In 2006, the
estimated production will be 19430 (1.0796)2 = 22,646
units (approx.)

3.21 Since G.M: 1.42 = x × 6 1.91 1.53 1.32 1.91 1.40× × × ×

x = (1.42)6/(1.91 × 1.53 × 1.32 × 1.91 × 1.40)
x = 8.195/10.988 = 0.7458

3.22 G.M. = 4 366/355  = 4 1.0309  = 1.00765. So the
average increase is 0.765 per cent per year. In three
more years the estimated cost will be 366 (1.00765)3

= Rs 757.600

3.23 (a) G.M: 4 0.95 1.06 1.09 1.04× × ×  = 4 2.5132

= 1.03364. So the average rate of increase from
1999-2002 was 3.364 per cent per year.

(b) G.M.: 6 0.95 1.06 1.09 1.04 1.07 0.94× × × × ×

= 6 1.148156  = 1.01741. So the new code appears
to have slight effect on the rate of growth of convicts,
which has decrease from 2 per cent to 1.741 per
cent per year.
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3.7 HARMONIC MEAN

The harmonic mean (H.M.) of a set of observations is defined as the reciprocal of the
arithmetic mean of the reciprocal of the individual observations, that is,

1
H.M

= 1
n

 
1

1 xii

n

=
∑

or H.M. = n

xii

n 1

1

F
HG

I
KJ=

∑
(For ungrouped data) (3-14)

If f1, f2, . . ., fn are the frequencies of observations x1, x2, . . ., xn, then the harmonic
mean is defined as:

H.M. =
n

f xi
ii

n 1F
HG

I
KJ∑

=1

(For grouped data) (3-15)

where n = fi
i

n
.

=1
∑

Example 3.28: An investor buys Rs 20,000 worth of shares of a company each month.
During the first 3 months he bought the shares at a price of Rs 120, Rs 160, and Rs 210.
After 3 months what is the average price paid by him for the shares?

Solution: Since the value of shares is changing after every one month, therefore the
required average price per share is the harmonic mean of the prices paid in first three
months.

H.M. =
3

1 120 1 160 1 210÷ + ÷ + ÷a f a f a f  = 
3

0 008 0 006 0 004. . .+ +

= 3/0.018 = Rs 166.66

Example 3.29: Find the harmonic mean of the following distribution of data

Dividend yield (per cent) : 2–6 6–10 10–14
Number of companies : 10 12 18

Solution: The calculations of harmonic mean is shown in Table 3.21.

Table 3.21 Calculations of H.M.

Class Mid-value Number of Reciprocal
(Dividend yield) (mi )  Companies fi 

( frequency, fi )

2–6 4 10 1/4 2.5
6–10 8 12 1/8 1.5

10–14 12 18 1/12 1.5
N = 40 5.5

The harmonic mean is: H.M. = n

f
mi

ii

1F
HG

I
KJ∑

=1

3
 = 

40
5 5.

 = 7.27

Hence the average dividend yield of 40 companies is 7.27 per cent.

3.7.1 Advantages, Disadvantages, and Applications of H.M.

Advantages

(i) The H.M. of the given data set is also computed based on its every element.
(ii) While calculating H.M., more weightage is given to smaller values in a data set

i

1
m

 
 
 

i

1
m

 
 
 

Harmonic mean: A value that
is the reciprocal of the mean
of the reciprocals of a set of
numbers.
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because in this case the reciprocal of given values is taken for the calculation of
H.M.

(iii) The original formula of H.M. can be extended to accommodate further analysis
of data by certain algebraic manipulations.

Disadvantages

(i) The H.M. is not often used for analysing business problems.
(ii) The H.M. of any data set cannot be calculated if it has negative and/or zero

elements.
(iii) The calculation of H.M. involves complicated calculations. For calculating the

H.M. of a data set, the largest weight is given to smaller values of elements,
therefore it does not represent the true characteristic of the data set.

Applications

The harmonic mean is particularly useful for computation of average rates and ratios.
Such rates and ratios are generally used to express relations between two different types
of measuring units that can be expressed reciprocally. For example, distance (in km),
and time (in hours).

3.8 RELATIONSHIP BETWEEN A.M., G.M., AND H.M.

For any set of observations, its A.M., G.M., and H.M. are related to each other in the
relationship

A.M. ≥ G.M. ≥ H.M.
The sign of ‘=’ holds if and only if all the observations are identical.

If observations in a data set take the values a, ar, ar2, . . ., arn – 1, each with single
frequency, then

(G.H.)2 = A.M. × H.M.

3.24 In a certain factory, a unit of work is completed by A in
4 minutes, by B in 5 minutes, by C in 6 minutes, by D in
10 minutes, and by E in 12 minutes (a) What is the
average rate of completing the work? (b) What is the
average number of units of work completed per minute?
(c) At this rate how many units will they complete in a
six-hour day?

3.25 An investor buys Rs 12,000 worth of shares of a
company each month. During the first 5 months he
bought the shares at a price of Rs 100, Rs 120, Rs 150,
Rs 200, and Rs 240 per share. After 5 months what is
the average price paid by him for the shares?

S e l f-P r a c t i c e  P r o b l e m s  3 C

3.26 Calculate the A.M., G.M., and H.M. of the following
observations and show that A.M. > G.M. > H.M.
32 35 36 37 39 41 43

3.27 The profit earned by 18 companies is given below:
Profit (Rs in lakh) : 20 21 22 23 24 25
No. of companies : 4 2 7 1 3 1
Calculate the harmonic mean of profit earned.

3.28 Find the harmonic mean for the following distribution
of data:
Class interval : 0–10 10–20 20–30 30–40
Frequency : 5 8 3 4

H i n t s  a n d  A n s w e r s

3.24 (a) Average rate of completing the work per minute =
6.25 (b) Average units/minute = 1 ÷ 6.25 = 0.16;
(c) Units completed in six-hours (360 minutes) day by
all 5 workers = 360 × 0.16 = 288 units

3.25 Average price paid for shares = Rs 146.30
3.26 A.M. = 37.56; G.M. = 37.52; H.M. = 37.25
3.27 H.M. = Rs 21.9 lakh
3.28 H.M. = 9.09
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3.9 AVERAGES OF POSITION

Different from mathematical averages—arithmetic mean, geometric mean, and harmonic
mean, which are mathematical in nature and deal with those characteristics of a data set
which can be directly measured quantitatively, such as: income, profit, level of production,
rate of growth, etc. However, in cases where we want to guard against the influence of a
few outlying observations (called outliers), and/or we need to measure qualitative
characteristics of a data set, such as: honesty, intelligence, beauty, consumer acceptance,
and so on. In all such cases another measures of central tendency namely median, quartiles,
deciles, percentiles, and mode are used. These measures are also called positional averages.
The term ‘position’ refers to the place of the value of an observation in the data set. These
measures help in identifying the value of an observation of interest rather than
computing it.

3.9.1 Median

Median may be defined as the middle value in the data set when its elements are arranged
in a sequential order, that is, in either ascending or decending order of magnitude. It is
called a middle value in an ordered sequence of data in the sense that half of the
observations are smaller and half are larger than this value. The median is thus a measure
of the location or centrality of the observations.

The median can be calculated for both ungrouped and grouped data sets.

Ungrouped Data

In this case the data is arranged in either ascending or decending order of magnitude.

(i) If the number of observations (n) is an odd number, then the median (Med) is
represented by the numerical value corresponding to the positioning point of
(n + 1)/2 ordered observation. That is,

Med = Size or value of n +F
HG

I
KJ

1
2

th observation in the data array

(ii) If the number of observations (n) is an even number, then the median is defined as
the arithmetic mean of the numerical values of n/2th and (n/2 + 1)th observations
in the data array. That is,

Med =

n n
2 2

1

2

th th+ +F
HG

I
KJ

Example 3.30: Calculate the median of the following data that relates to the service time
(in minutes) per customer for 7 customers at a railway reservation counter:
3.5, 4.5, 3, 3.8, 5.0, 5.5, 4
Solution: The data are arranged in ascending order as follows:

Observations in the data array : 1 2 3 4 5 6 7
Service time (in minutes) : 3 3.5 3.8 4 4.5 5 5.5

The median for this data would be
Med = value of (n + 1)/2 th observation in the data array

= {(7 + 1) ÷ 2}th = 4th observation in the data array = 4
Thus the median service time is 4 minutes per customer.

Example 3.31: Calculate the median of the following data that relates to the number of
patients examined per hour in the outpatient word (OPD) in a hospital:
10, 12, 15, 20, 13, 24, 17, 18

Solution: The data are arranged in ascending order as follows:

Observations in the data array : 1 2 3 4 5 6 7 8

Number of patients : 1 0 1 2 1 3 1 5 1 7 1 8 2 0 2 4

Median: A measure of central
location such that one half of
the observations in the data set
is less than or equal to the
given value.
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Since the number of observations in the data array are even, the average of (n/2)th =
4th observation, i.e. 15 and (n/2) + 1 = 5th observation, i.e. 17, will give the median,
that is,

Med = (15 + 17) ÷ 2 = 16
Thus median number of patients examined per hour in OPD in a hospital are 16.

Grouped Data

To find the median value for grouped data, first identify the class interval which contains
the median value or (n/2)th observation of the data set. To identify such class interval,
find the cumulative frequency of each class until the class for which the cumulative
frequency is equal to or greater than the value of (n/2)th observation. The value of the
median within that class is found by using interpolation. That is, it is assumed that the
observation values are evenly spaced over the entire class interval. The following formula
is used to determine the median of grouped data:

Med = l
n cf

f
h+

−
×

2b g

where l = lower class limit (or boundary) of the median class interval.
c.f. = cumulative frequency of the class prior to the median class interval, that

is, the sum of all the class frequencies upto, but not including, the median
class interval

f = frequency of the median class
h = width of the median class interval
n = total number of observations in the distribution.

Example 3.32: A survey was conducted to determine the age (in years) of 120 automobiles.
The result of such a survey is as follows:

Age of auto : 0–4 4–8 8–12 12–16 16–20
Number of autos : 1 3 2 9 4 8 2 2 8

What is the median age for the autos?

Solution: Finding the cumulative frequencies to locate the median class as shown in
Table 3.22.

Table 3.22 Calculations for Median Value

Age of Auto Number of Cumulative Frequency
(in years) Autos ( f ) (c.f )

0–  4 13 13
4–  8 29 42
8–12 48 90 ← Median class

12–16 22 112
16–20 8 120

n=120

Here the total number of observations (frequencies) are n = 120. Median is the size
of (n/2)th = 120 ÷ 2 = 60th observation in the data set. This observation lies in the class
interval 8–12. Applying the formula (3-16), we have

Med = l + 
−

×
( /2)n cf

h
n

= 8 + ( )120 2 42
48

÷ −  × 4 = 8 + 1.5 = 9.5

Example 3.33: In a factory employing 3000 persons, 5 per cent earn less than Rs 150
per day, 580 earn from Rs 151 to Rs 200 per day, 30 per cent earn from Rs 201 to Rs 250
per day, 500 earn from Rs 251 to Rs 300 per day, 20 per cent earn from Rs 301 to Rs 350
per day, and the rest earn Rs 351 or more per day. What is the median wage?
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Solution: Calculations for median wage per day are shown in Table 3.23.

Table 3.23 Calculations of Median Wage

Earnings Percentage of Workers Number of Cumulative Frequency
(Rs) ( Per cent) Persons ( f ) (c.f. )

Less than 150 5 150 150
151–200 — 580 730
201–250 30 900 1630 ← Median class
251–300 — 500 2130
301–350 20 600 2730
351 and above — 270 3000

n= 3000

Median observation = (n/2)th = (3000) ÷ 2 = 1500th observation. This observation
lies in the class interval 201–250.

Now applying the formula (3-16), we have

Med = l + 
( )n cf

f
h

2 −
×

= 201 + 
1500 730

900
50

−
× = 201 + 42.77 = Rs 243.77

Hence, the median wage is Rs 243.77 per day.

3.9.2 Advantages, Disadvantages, and Applications of Median

Advantages

(i) Median is unique, i.e. like mean, there is only one median for a set of data.
(ii) The value of median is easy to understand and may be calculated from any type

of data. The median in many situations can be located simply by inspection.
(iii) The sum of the absolute differences of all observations in the data set from

median value is minimum. In other words, the absolute difference of observations
from the median is less than from any other value in the distribution. That is,

| |x −∑ Med  = a minimum value.
(iv) The extreme values in the data set does not affect the calculation of the median

value and therefore it is the useful measure of central tendency when such
values do occur.

(v) The median is considered the best statistical technique for studying the qualitative
attribute of a an observation in the data set.

(vi) The median value may be calculated for an open-end distribution of data set.

Disadvantages

(i) The median is not capable of algebraic treatment. For example, the median of
two or more sets of data cannot be determined.

(ii) The value of median is affected more by sampling variations, that is, it is affected
by the number of observations rather than the values of the observations. Any
observation selected at random is just as likely to exceed the median as it is to be
exceeded by it

(iii) Since median is an average of position, therefore arranging the data in ascending
or descending order of magnitude is time consuming in case of a large number
of observations.

(iv) The calculation of median in case of grouped data is based on the assumption
that values of observations are evenly spaced over the entire class-interval.

Applications

The median is helpful in understanding the characteristic of a data set when

(i) observations are qualitative in nature
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(ii) extreme values are present in the data set
(iii) a quick estimate of an average is desired.

3.10 PARTITION VALUES—QUARTILES, DECILES, AND PERCENTILES

The basic purpose of all the measures of central tendency discussed so far was to know
more and more about the characteristic of a data set. Another method to analyse a data
set is by arranging all the observations in either ascending or descending order of their
magnitude and then dividing this ordered series into two equal parts by applying the
concept of median. However, to have more knowledge about the data set, we may
decompose it into more parts of equal size. The measures of central tendency which are
used for dividing the data into several equal parts are called partition values.

In this section, we shall discuss data analysis by dividing it into four, ten, and hundred
parts of equal size. Corresponding partition values are called quartiles, deciles, and
percentiles. All these values can be determined in the same way as median. The only
difference is in their location.

Quartiles The values of observations in a data set, when arranged in an ordered sequence,
can be divided into four equal parts, or quarters, using three quartiles namely Q1, Q2,
and Q3. The first quartile Q1 divides a distribution in such a way that 25 per cent  (=n/4)
of observations have a value less than Q1 and 75 per cent (= 3n/4) have a value more than
Q1, i.e. Q1 is the median of the ordered values that are below the median.

The second quartile Q2 has the same number of observations above and below it. It
is therefore same as median value.

The quartile Q3 divides the data set in such a way that 75 per cent of the observations
have a value less than Q3 and 25 per cent have a value more than Q3, i.e. Q3 is the
median of the order values that are above the median.

The generalized formula for calculating quartiles in case of grouped data is:

Qi = l + 
( 4)i n c f

h
f

 −  × 
  

; i = 1, 2, 3 (3-17)

where cf = cumulative frequency prior to the quartile class interval
l = lower limit of the quartile class interval
f = frequency of the quartile class interval
h = width of the class interval

Deciles The values of observations in a data set when arranged in an ordered sequence
can be divided into ten equal parts, using nine deciles, Di (i = 1, 2, . . ., 9). The generalized
formula for calculating deciles in case of grouped data is:

Di = l + 
( 10)i n c f

h
f

 −  × 
  

; i = 1, 2, . . ., 9 (3-18)

where the symbols have their usual meaning and interpretation.

Percentiles The values of observations in a data when arranged in an ordered sequence
can be divided into hundred equal parts using ninety nine percentiles, Pi (i = 1, 2, . . .,
99). In general, the ith percentile is a number that has i% of the data values at or below
it and (100 – i)% of the data values at or above it. The lower quartible (Q1), median and
upper quartible (Q3) are also the 25th percentile, 50 the percentile and 75th percentile,
respectively. For example, if you are told that you scored at 90th percentile in a test (like
the CAT), it indicates that 90% of the scores were at or below your score, while 10% were
at or above your score. The generalized formula for calculating percentiles in case of
grouped data is:

Pi = l + ( 100)i n c f
h

f
 −  × 
  

; i = 1, 2, . . ., 99 (3-19)

where the symbols have their usual meaning and interpretation.

Percentiles: The values
which divides an ordered data
set into 100 equal parts. The
50th percentile is the median.

Deciles: The values which
divides an ordered data set
into 10 equal parts. The 5th
decile is the median.

Quartiles: The values which
divide an ordered data set into
4 equal parts. The 2nd
quartile is the median
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3.10.1 Graphical Method for Calculating Partition Values

The graphical method of determining various partition values can be summarized into
following steps:

(i) Draw an ogive (cumulative frequency curve) by ‘less than’ method.
(ii) Take the values of observations or class intervals along the horizontal scale (i.e.

x-axis) and cumulative frequency along vertical scale (i.e., y-axis).
(iii) Determine the median value, that is, value of (n/2)th observation, where n is the

total number of observations in the data set.
(iv) Locate this value on the y-axis and from this point draw a line parallel to the x-

axis meeting the ogive at a point, say P. Draw a perpendicular on x-axis from P
and it meets the x-axis at a point, say M.

The other partition values such as quartiles, deciles, and percentiles can also be
obtained by drawing  lines parallel to the x-axis to the distance i (n/4) (i = 1, 2, 3); i (n/10)
(i = 1, 2, . . ., 9), and i (n/100) (i = 1, 2, . . ., 99), respectively.

Example 3.34: The following is the distribution of weekly wages of 600 workers in a
factory:

Weekly Wages Number of Weekly Wages Number of
(in Rs) Workers (in Rs) Workers

Below 875 69 1100 – 1175 58
875 –2950 167 1175 – 1250 24
950 –1025 207 1250 – 1325 10

1025 –1100 65 600

(a) Draw an ogive for the above data and hence obtain the median value. Check it
against the calculated value.

(b) Obtain the limits of weekly wages of central 50 per cent of the workers.
(c) Estimate graphically the percentage of workers who earned weekly wages between

950 and 1250. [Delhi Univ., MBA, 1996]

Solution: (a) The calculations of median value are shown in Table 3.24.

Table 3.24 Calculations of Median Value

Weekly Wages Number of Cumulative Frequency Percent Cumulative
(in Rs) Workers ( f ) (Less than type) Frequency

Less than 875 69 69 11.50
Less than 950 167 236 ← Q1 class 39.33
Less than 1025 207 443 ← Median class 73.83
Less than 1100 65 508 ← Q3 class 84.66
Less than 1175 58 566 94.33
Less than 1250 24 590 98.33
Less than 1325 10 600 100.00

Since a median observation in the data set is the (n/2)th observation = (600 ÷ 2)th
observation, that is, 300th observation. This observation lies in the class interval
950–1025. Applying the formula (3-16) to calculate median wage value, we have

Med = l + 
( / )n cf

f
h

2 − ×

= 950 + 
300 236

207
75

− ×  = 950 + 23.2 = Rs 973.2 per week

The median wage value can also be obtained by applying the graphical method as
shown in Fig. 3.1.
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Q1 = value of (n/4)th observation
= value of (600/4)th = 150th observation

(b) The limits of weekly wages of central 50 per cent of the workers can be calculated
by taking the difference of Q1 and Q3. This implies that Q1 lies in the class interval
875–950. Thus

Q1 = l + 
( / )n cf

f h
4 −

×

= 875 + 
150 69

167
75

−
×  = 875 + 36.38 = Rs 911.38 per week

Similarly, Q3 = Value of (3n/4)th observation
= Value of (3×600/4)th = 450th observation

This value of Q3 lies in the class interval 1025–1100. Thus

Q3 = l + 
( / )3 4n cf

f
h

−
×

= 1025 + 
450 443

65
75

−
×  = 1025 + 8.08 = Rs 1033.08 per week

Hence the limits of weekly wages of central 50 per cent workers are Rs 411.38 and
Rs 533.08.

(c) The percentage of workers who earned weekly wages less than or equal to Rs 950
is 39.33 and who earned weekly wages less than or equal to Rs 1250 is 98.33. Thus the
percentage of workers who earned weekly wages between Rs 950 and Rs 1250 is
(98.33–39.33) = 59.
Example 3.35: You are working for the transport manager of a ‘call centre’ which hires
cars for the staff. You are interested in the weekly distances covered by these cars. Kilometers
recorded for a sample of hired cars during a given week yielded the following data:

Kilometers Covered Number of Kilometers Number of
Cars Covered Cars

100–110 4 150–160 8
110–120 0 160–170 5
120–130 3 170–180 0
130–140 7 180–190 2
140–150 11 40

(a) Form a cumulative frequency distribution and draw a cumulative frequency
ogive.

(b) Estimate graphically the number of cars which covered less than 165 km in the
week.

(c) Calculate Q1, Q2, Q3 and P75
.

Fig. 3.1
Cumulative Frequency Curve
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Solution: (a) The calculations to a cumulative frequency distribution and to draw ogive
are shown in table 3.25.

Table 3.25

Kilometers Number of Cumulative Percent Cumulative
Covered Less than Cars Frequency Frequency

110 4 4 10.0
120 0 4 10.0
130 3 7 17.5
140 7 14 ← Q1 35.0
150 11 25 ← Me = Q2 62.5
160 8 33 ← Q3 82.5 ← P75
170 5 38 95.0
180 0 38 95.0
190 2 40 100.0

Plotting cumulative frequency values on the graph paper, frequency polygon is as
shown in Fig. 3.2.

(b) The number of cars which covered less than 165 km in the week are 35 as shown
in the Fig. 3.2.

(c) Since there are 40 observations in the data set, we can take 10th, 20th and 30th
cumulative values to corresponds to Q1, Q2 and Q3 respectively. These values from the
graph gives Q1 = 134, Q2 = 146 and Q3 = 156.

P75 = 
(75 /100)n c f

h
f

− ×  = 150 + 30 25
8
− ×10 = 156.25

This implies that 75 per cent of cars covered less than or equal to 156.25 kilometers.

Example 3.36: The following distribution gives the pattern of overtime work per week
done by 100 employees of a company. Calculate median, first quartile, and seventh decile.

Overtime hours : 10–15 15–20 20–25 25–30 30–35 35–40
No. of employees : 11 20 35 20 8 6

[Kurukshetra Univ., MBA, 1997]
Calculate Q1, D7 and P60.
Solution: The calculations of median, first quartile (Q1), and seventh decile (D7) are
shown in Table 3.26.

Fig. 3.2
Cumulative Frequency Curve
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Table 3.26

Overtime Hours Number of Cumulative Frequency
Employees (Less than type)

10–15 11 11
15–20 20 31 ← Q1 class
20–25 35 66 ← Median and P60 class
25–30 20 86 ← D7 class
30–35 8 94
35–40 6 100

100

Since the number of observations in this data set are 100, the median value is (n/2)th
= (100 ÷ 2)th = 50th observation. This observation lies in the class interval 20–25.
Applying the formula (3-16) to get median overtime hours value, we have

Med = l + 
( / )n cf

f
h

2 −
×

= 20 + 
50 31

35
5

−
×  = 20 + 2.714 = 22.714 hours

Q1 = value of (n/4) th observation = value of (100/4)th = 25th observation

Thus Q1 = l + 
( / )n cf

f
h

4 −
×  = 15 + 

25 11
20

5
−

×  = 15 + 3.5 = 18.5 hours

D7 = value of (7n/10)th observation = value of (7 × 100)/10 = 70th observation

Thus D7 = l + 
( / )7 10n cf

f
h

− ×  = 25 + 
70 66

20
5

−
×  = 25 + 1 = 26 hours

P60 = Value of (60n/100) th observation = 60×(100/100) = 60th observation

Thus P60 = l + 
(60 /100)n cf

f
× −

 × h = 20 + 60 31
35
−  × 5 = 24.14 hours

16. Define median and discuss its advantages and
disadvantages.

17. Why is it necessary to interpolate in order to find the
median of a grouped data?

18. When is the use of median is considered more appropriate
than mean?

19. Write a short criticism of the following statement: ‘Median
is more representative than mean because it is relatively
less affected by extreme values’.

20. What are quartiles of a distribution? Explain their uses.
21. It has been said that the same percentage of frequencies

C o n c e p t u a l  Q u e s t i o n s  3C

falls between the first and ninth decile for symmetric and
skewed distributions. Criticize or explain this statement.
Generalize your answer to other percentiles.

22. Describe the similarities and differences among median,
quartiles, and percentiles as descriptive measures of
position.

23. You obtained the following answers to a statement while
conducting a survey on reservation for women in politics
strongly disagree, disagree, mildly disagree, agree some
what, agree, strongly agree. Of these answers, which is
the median?

S e l f-P r a c t i c e  P r o b l e m s  3 D

3.29 On a university campus 200 teachers are asked to
express their views on how they feel about the
performance of their Union’s president. The views are
classified into the following categories:

Disapprove strongly = 94
Disapprove = 52
Approve = 43
Approve strongly = 11

What is the median view?
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3.30 The following are the profit figures earned by 50
companies in the country

Profit (Rs in lakh) Number of Companies

10 or less 14
20 or less 10
30 or less 30
40 or less 40
50 or less 47
60 or less 50

Calculate
(a) the median, and
(b) the range of profit earned by the middle 80

per cent of the companies. Also verify your results
by graphical method.

3.31 A number of particular items has been classified
according to their weights. After drying for two weeks
the same items have again been weighted and similarly
classified. It is known that the median weight in the first
weighting was 20.83 g, while in the second weighing it
was 17.35 g. Some frequencies a and b in the first
weighing and x and y in the second weighing are missing.
It is known that a = x/3 and b = y/2. Find out the values
of the missing frequencies.

Class Frequencies Class Frequencies

I II I II

0–5 a x 15–20 52 50
5–10 b y 20–25 75 30

10–15 11 40 25–30 22 28

3.32 The length of time taken by each of 18 workers to
complete a specific job was observed to be the following:

Time (in min) : 5–9 10–14 15–19 20–24 25–29
Number of workers : 3 8 4 2 1

(a) Calculate the median time
(b) Calculate Q1 and Q3

3.33 The distribution of the insurance money paid by an
automobile insurance company to owners of
automobiles in a particular year is given below:

Amount Frequency Amount Paid Frequency
Paid (in Rs) (in Rs)

below 1500 52 3500–3499 816
1500–1999 108 4000–4499 993
2000–2499 230 4500–4999 825
2500–2999 528 5000 and above 650
3000–3499 663

Calculate the median amount of money paid.
3.34 The following distribution is with regard to weight (in

g) of mangoes of a given variety. If mangoes less than
443 g in weight be considered unsuitable for the foreign
market, what is the percentage of total yield suitable for
it? Assume the given frequency distribution to be typical
of the variety.

Weight Number of Weight Number of
(in gms) Mangoes (in gms) Mangoes

410–419 10 450–459 45
420–429 20 460–469 18
430–439 42 470–479 17
440–449 54

Draw an ogive of ‘more than’ type of the above data
and deduce how many mangoes will be more than 443 g.

3.35 Gupta Machine Company has a contract with his
customers to supply machined pump gears. One
requirement is that the diameter of gears be within
specific limits. Here are the diameters (in inches) of a
sample of 20 gears:

4.01 4.00 4.02 4.02 4.03 4.00
3.98 3.99 3.99 4.01 3.99 3.98
3.97 4.00 4.02 4.01 4.02 4.00
4.01 3.99

What can Gupta say to his customers about the diameters
of 95 per cent of the gears they are receiving?

[Delhi Univ., MBA, 1998]
3.36 Given the following frequency distribution with some

missing frequencies:

Class Frequency Class Frequency

10–20 185 50–60 136
20–30 — 60–70 —
30–40 34 70–80 50
40–50 180

If the total frequency is 685 and median is 42.6, find out
the missing frequencies.

H i n t s  a n d  A n s w e r s

3.29 Disapprove
3.30 Med = 27.5; P90 – P10 = 47.14 – 11.67 = 35.47
3.31 a = 3, b = 6; x = 9, y = 12
3.32 (a) 13.25 (b) Q3 = 17.6, Q1 = 10.4
3.34 52.25%; 103

3.35 Diameter size : 3.97 3.98 3.99 4.00 4.01 4.02 4.03
Frequency : 1 2 4 4 4 4 1

x  = x
n

∑  = 80.04
20

 = 4.002 inches;
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s = 
Σ (x x

n
−
−

)2

1
= 2 21

{ ( ) }
1

x n x
n

−∑
−

= 21
{(320.32 20 (4.002) }

19
−

= 0.016 inches 95% of the gears will have diameter in
the interval : x ± 2s = (4.002 ± 0.016)

3.36 20–30(77)

3.11 MODE

The mode is that value of an observation which occurs most frequently in the data set,
that is, the point (or class mark) with the highest frequency.

The concept of mode is of great use to large scale manufacturers of consumable items
such as ready-made garments, shoe-makers, and so on. In all such cases it is important to
know the size that fits most persons rather than ‘mean’ size.

There are many practical situations in which arithmetic mean does not always provide
an accurate characteristic (reflection) of the data due to the presence of extreme values.
For example, in all such statements like ‘average man prefers . . . brand of cigarettes’,
‘average production of an item in a month’, or ‘average service time at the service counter’.
The term ‘average’ means majority (i.e., mode value) and not the arithmetic mean. Similarly,
the median may not represent the characteristics of the data set completely owing to an
uneven distribution of the values of observations. For example, suppose in a distribution
the values in the lower half vary from 10 to 100 (say), while the same number of observations
in the upper half very from 100 to 7000 (say) with most of them close to the higher limit.
In such a distribution, the median value of 100 will not provide an indication of the true
nature of the data. Such shortcomings stated above for mean and median are removed by
the use of mode, the third measure of central tendency.

The mode is a poor measure of central tendency when most frequently occurring
values of an observation do not appear close to the centre of the data. The mode need not
even be unique value. Consider the frequency distributions shown in Fig. 3.3(a) and (b).
The distribution in Fig. 3.3(a) has its mode at the lowest class and certainly cannot be
considered representative of central location. The distribution shown Fig. 3.3(b) has two
modes. Obviously neither of these values appear to be representative of the central location
of the data. For these reasons the mode has limited use as a measure of central tendency
for decision-making. However, for descriptive analysis, mode is a useful measure of
central tendency.

Calculation of Mode It is always preferable to calculate mode from grouped data. Table
3.27, for example, shows the sales of an item per day for 20 days period. The mode of
this data is 71 since this value occurs more frequently (four times than any other value).
However, it fails to reveal the fact that most of the values are under 70.

Fig. 3.3
Frequency Distribution

Mode value: A measure of
location recognised by the
location of the most
frequently occurring value of
a set of data.
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Table 3.27 Sales During 20 Days Period
(Data arranged in ascending order)

53, 56, 57, 58, 58, 60, 61, 63, 63, 64
64, 65, 65, 67, 68, 71, 71, 71, 71, 74

Converting this data into a frequency distribution as shown in Table 3.28:

Table 3.28 Frequency Distribution of Sales Per Day

Sales volume
(Class interval) : 53–56 57–60 61–64 65–68 69–72 72 and above
Number of days
(Frequency) : 2 4 5 4 4 1

Table 3.28 shows that a sale of 61–64 units of the item was achieved on 5 days. Thus
this class is more representative of the sales per day.

In the case of grouped data, the following formula is used for calculating mode:

Mode = 1

1 12
m m

m m m

f f
l h

f f f
−

− +

−
+ ×

− −

where l = lower limit of the model class interval
fm – 1 = frequency of the class preceding the mode class interval
fm + 1 = frequency of the class following the mode class interval

h = width of the mode class interval

Example 3.37: Using the data of Table 3.28, calculate the mode of sales distribution of
the units of item during the 20 days period.

Solution: Since the largest frequency corresponds to the class interval 61–64, therefore
it is the mode class. Then we have, l = 61, fm = 5, fm – 1 = 4, fm + 1 = 4 and h = 3. Thus

M0 = l + 1

1 12
m m

m m m

f f

f f f
−

− +

−
− −

× h

= 61 +
5 4

10 4 4
3

−
− −

×  = 61 + 1.5 = 62.5

Hence, the modal sale is of 62.5 units.

Example 3.38: In 500 small-scale industrial units, the return on investment ranged
from 0 to 30 per cent; no unit sustaining loss. Five per cent of the units had returns
ranging from zero per cent  to (and including) 5 per cent, and 15 per cent of the units
earned returns exceeding 5 per cent but not exceeding 10 per cent. The median rate of
return was 15 per cent and the upper quartile 2 per cent. The uppermost layer of returns
exceeding 25 per cent was earned by 50 units.

(a) Present the information in the form of a frequency table as follows:
Exceeding 0 per cent but not exceeding 5 per cent
Exceeding 5 per cent but not exceeding 10 per cent
Exceeding 10 per cent but not exceeding 15 per cent
and so on.

(b) Find the rate of return around which there is maximum concentration of units.

Solution: (a) The given information is summarized in the form of a frequency distribution
as shown in Table 3.29.
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Table 3.29

Rate of Return Industrial Units

Exceeding 0 per cent but not exceeding 5 per cent 500 ×
5

100
= 25

Exceeding 5 per cent but not exceeding 10 per cent 500 ×
15

100
= 75

Exceeding 10 per cent but not exceeding 15 per cent 250 – 100 = 150
Exceeding 15 per cent but not exceeding 20 per cent 375 – 250 = 125
Exceeding 20 per cent but not exceeding 25 per cent 500 – 375 – 50 = 75
Exceeding 25 per cent but not exceeding 30 per cent  50

(b) Calculating mode to find out the rate of return around which there is maximum
concentration of the units. The mode lies in the class interval 10–15. Thus

Mo = 1

1 12
m m

m m m

f f
l

f f f
−

− +

−
+

− −

= 10 + 
150 75

2 150 75 125
5

−
× − −

×  = 10 + 3.75 = 13.75 per cent

3.11.1 Graphical Method for Calculating Mode Value

The procedure of calculating mode using the graphical method is summarized below:

(i) Draw a histogram of the data, the tallest rectangle will represent the modal class.
(ii) Draw two diagonal lines from the top right corner and left corner of the tallest

rectangle to the top right corner and left corner of the adjacent rectangles.
(iii) Draw a perpendicular line from the point of intersection of the two diagonal

lines on the x-axis. The value on the x-axis marked by the line will represent the
modal value.

Example 3.39: Calculate the mode using the graphical method for the following
distribution of data:

Sales (in units) : 53–56 57–60 61–64 65–68 69–72 73–76
Number of days : 2 4 5 4 4 1

Solution: Construct a histogram of the data shown in Fig. 3.4 and draw other lines for
the calculation of mode value.

The mode value from Fig. 3.4 is 62.5 which is same as calculated in Example 3.37.

Figure 3.4
Graph for Modal Value
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3.11.2 Advantages and Disadvantages of Mode Value

Advantages

(i) Mode value is easy to understand and to calculate. Mode class can also be located
by inspection.

(ii) The mode is not affected by the extreme values in the distribution. The mode
value can also be calculated for open-end frequency distributions.

(iii) The mode can be used to describe quantitative as well as qualitative data. For
example, its value is used for comparing consumer preferences for various types
of products, say cigarettes, soaps, toothpastes, or other products.

Disadvantages

(i) Mode is not a rigidly defined measure as there are several methods for calculating
its value.

(ii) It is difficult to locate modal class in the case of multi-modal frequency
distributions.

(iii) Mode is not suitable for algebraic manipulations.
(iv) When data sets contain more than one modes, such values are difficult to interpret

and compare.

3.12 RELATIONSHIP BETWEEN MEAN, MEDIAN, AND MODE

In a unimodal and symmetrical distribution the values of mean, median, and mode are
equal as indicated in Fig. 3.5. In other words, when these three values are all not equal
to each other, the distribution is not symmetrical.

A distribution that is not symmetrical, but rather has most of its values either to the
right or to the left of the mode, is said to be skewed. For such asymmetrical distribution,
Karl Pearson has suggested a relationship between these three measures of central tendency
as:

Mean – Mode = 3 (Mean – Median) (3-22)
or Mode = 3 Median – 2 Mean

This implies that the value of any of these three measures can be calculated provided we
know any two values out of three. The relationship (3-22) is shown in Fig. 3.5(b) and (c).

If most of the values of observations in a distribution fall to the right of the mode as
shown in Fig. 3.5(b), then it is said to be skewed to the right or positively skewed. Distributions
that are skewed right contain a few unusually large values of observations. In this case
mode remains under the peak (i.e., representing highest frequency) but the median
(value that depends on the number of observations) and mean move to the right (value
that is affected by extreme values). The order of magnitude of these measures will be

Mean > Median > Mode
But if the distribution is skewed to the left or negatively skewed (i.e., values of lower

magnitude are concentrated more to the left of the mode) then mode is again under the
peak whereas median and mean move to the left of mode. The order of magnitude of
these measures will be

Mean < Median < Mode

Figure 3.5
A comparison of Mean, Median,
and Mode for three Distributional
Shapes
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In both these cases, the difference between mean and mode is 3 times the difference
between mean and median.

In general, for a single-peaked skewed distribution (non-symmetrical), the median
is preferred to the mean for measuring location because it is neither influenced by the
frequency of occurrence of a single observation value as mode nor it is affected by extreme
values.

3.13 COMPARISON BETWEEN MEASURES OF CENTRAL TENDENCY

In this chapter, we have already presented three methods to understand the characteristics
of a data set. However, the choice of which method to use for describing a distribution of
values of observations in a data set is not always easy. The choice to use any one of these
three is mainly guided by their characteristics. The characteristics of these three differ
from each other with regard to three factors:

(i) Presence of outlier data values
(ii) Shape of the frequency distribution of data values

(iii) Status of theoretical development

1. The Presence of Outlier Data Values: The data values that differ in a big way from
the other values in a data set are known as outliers (either very small or very ligh
values). As mentioned earlier that the median is not sensitive to outlier values because
its value depend only on the number of observations and the value always lies in the
middle of the ordered set of values, whereas mean, which is calculated using all data
values is sensitive to the outlier values in a data set. Obviously, smaller the number of
observations in a data set, greater the influence of any outliers on the mean. The
median is said to be resistant to the presence of outlier data values, but the mean is
not.

2. Shape of Frequency Distribution: The effect of the shape of frequency distribution
on mean, median, and mode is shown in Fig. 3.5. In general, the median is preferred
to the mean as a way of measuring location for single peaked, skewed distributions.
One of the reasons is that it satisfies the criterion that the sum of absolute difference
(i.e., absolute error of judgment) of median from values in the data set is minimum,
that is, Σ | x – Med | = min. In other words, the smallest sum of the absolute errors
is associated with the median value is the data set as compared to either mean or
mode. When data is multi-modal, there is no single measure of central location and
the mode can vary dramatically from one sample to another, particularly when dealing
with small samples.

3. The Status of Theoretical Development: Although the three measures of central
tendency—Mean, Median, and Mode, satisfy different mathematical criteria but the
objective of any statistical analysis in inferential statistics is always to minimize the sum
of squared deviations (errors) taken from these measures to every value in the data set.
The criterion of the sum of squared deviations is also called least squares criterion.
Since A.M. satisfies the least squares criterion, it is mathematically consistent with
several techniques of statistical inference.

As with the median, it can not be used to develop theoretical concepts and models
and so is only used for basic descriptive purposes.

C o n c e p t u a l  Q u e s t i o n s  3 D

24. Give a brief description of the different measures of central
tendency. Why is arithmetic mean so popular?

25. How would you explain the choice of arithmetic mean as
the best measure of central tendency. Under what

circumstances would you deem fit the use of median or
mode?

26. What are the advantages and disadvantages of the three
common averages: Mean, Median, and Mode?

Outlier: A very small or very
large value in the data set.
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27. Describe the relationship between the mean and median
of a set of data to indicate the skewness of the distribution
of values.

28. Identify the mathematical criteria associated with mean,
median, and mode and briefly explain the meaning of
each criterion.

29. It is said that the use of a particular average depends upon
the particular problem in hand. Comment and indicate at
least one instance of the use of mean, median, mode,
geometric, and harmonic mean.

30. How would you account for the predominant choice of
arithmetic mean as a measure of central tendency? Under
what circumstances would it be appropriate to use mode
or median? [Delhi Univ., MBA, 2000]

31. Under what circumstances would it be appropriate to use
mean, median, or mode? Discuss

[Delhi Univ., MBA, 1996]
32. Explain the properties of a good average. In the light of

these properties which average do you think is best and
why? [ Jodhpur Univ., MBA, 1996]

33. Give a brief note of the measures of central tendency
together with their merits and demerits. Which is the best

measure of central tendency and why?
[Osmania Univ., MBA, 1998]

34. What is a statistical average? What are the desirable
properties for an average to possess? Mention the different
types of averages and state why arithmetic mean is most
commonly used amongst them.

35. What is the relationship between mean, median, and mode?
Under what circumstances are they equal?

36. It has been said that the less variability that exists, the
more an average is representative of a set of data.
Comment on the meaning of this statement.

37. Which measure of central tendency is usually be preferred
if the distribution is known to be single peaked and
skewed? Why?

38. Suppose the average amount of cash (in pocket, wallet,
purse, etc.) possessed by 60 students attending a class is
Rs 125. The median amount carried is Rs 90.
(a) What characteristics of the distribution of cash carried

by the students can be explained. Why is mean larger
than the median?

(b) Identify the process or population to which inferences
based on these results might apply.

S e l f-P r a c t i c e  P r o b l e m s  3 E

3.37 Given below is the distribution of profits (in ’000 rupees)
earned by 94 per cent of the retail grocery shops in a
city.

Profits Number of Shops Profit Number of Shops

10–10 0 50–60 68
10–20 5 60–70 83
20–30 14 70–80 91
30–40 27 80–90 94
40–50 48

Calculate the modal value.
3.38 Compute mode value from the following data relating

to dividend paid by companies in a particular financial
year.

Dividend Number of Dividend Number of
(in per cent) (in per cent) of the Share Companies

Value of the Share Value Companies

5.0–17.5 182 15.0–17.5 280
17.5–10.0 75 17.5–20.0 236
10.0–12.5 59 20.0–22.5 378
12.5–15.0 127 22.5–25.0 331

3.39 Following is the cumulative frequency distribution of
the preferred length of kitchen slabs obtained from the
preference study on 50 housewives:

Length (metres) Number of
more than Housewives

1.0 50
1.5 46
2.0 40
2.5 42
3.0 10
3.5 03

A manufacturer has to take a decision on what length
of slabs to manufacture. What length would you
recommend and why?

3.40 The management of Doordarshan holds a preview of a
new programme and asks viewers for their reaction.
The following results by age groups, were obtained.

Age group  Under 20 20–39 40–59 60 and above

Liked the program  : 140 75 50 40
Dislike the program : 060 50 50 20

Using a suitable measure of central tendency, suggest
towards which age group the management should aim
its advertising campaign.

3.41 A sample of 100 households in a given city revealed the
following number of persons per household:
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Number of  Persons No. of Households

1 16
2 28

3–4 37
5–6 12

7–11 07

(a) What is the modal category for the 100 households
observed?

(b) What proportion of the households have more than
four persons.

3.42 The number of solar heating systems available to the
public is quite large, and their heat storage capacities
are quite varied. Here is a distribution of heat storage
capacity (in days) of 28 systems that were tested recently
by a testing agency

Days Frequency Days Frequency

0–0.99 2 4–4.99 5
1–1.99 4 5–5.99 3
2–2.99 6 6–6.99 1
3–3.99 7

The agency knows that its report on the tests will be
widely circulated and used as the basis for solar heat
allowances.
(a) Compute the mean, median, and mode of these

data.
(b) Select the answer from part (a) which best reflects

the central tendency of the test data and justify your
choice.

3.43 Mr Pandey does statistical analysis for an automobile
racing team. The data on fuel consumption (in km per
litre) for the team’s cars in recent races are as follows:

14.77 16.11 16.11 15.05 15.99 14.91
15.27 16.01 15.75 14.89 16.05 15.22
16.02 15.24 16.11 15.02

(a) Calculate the mean and median fuel consumption.
(b) Group the data into five equally-sized classes. What

is the fuel consumption value of the modal class?
(c) Which of the three measures of central tendency is

best to use? Explain.
3.44 An agriculture farm sells grab bags of flower bulbs. The

bags are sold by weight; thus the number of bulbs in
each bag can vary depending on the varieties included.
Below are the number of bulbs in each of the 20 bags
sampled:

21 33 37 56 47 25 33 32 47 34
36 23 26 33 37 26 37 37 43 45

(a) What are the mean and median number of bulbs
per bag?

(b) Based on your answer, what can you conclude about
the shape of the distribution of number of bulbs
per bag?

3.45 The table below is the frequency distribution of ages to
the nearest birthday for a random sample of 50
employees in a large company

Age to nearest
birthday : 20–29 30–39 40–49 50–59 60–69
Number of
employees : 5 12 13 8 12

Compute the mean, median, and mode for these data.
3.46 A track coach is in the process of selecting one of the

two sprinters for the 200 meter race at the upcoming
games. He has the following data of the results of five
races (time in seconds) of the two sprinters run with 15
minutes rest intervals in between.

Athlete Races

1 2 3 4 5

Vibhor 24.2 24.1 24.1 28.9 24.2
Prasant 24.4 24.5 24.5 24.6 24.5

Based on these data, which of the two sprinters should
the coach select? Why?

3.47 The following data are the yields (in per cent) in the
money market of 10 companies listed at the Bombay
Stock Exchange (BSE) as on 18 October 2001, the day
before the BSE index average passed the 3000 mark.

Company Money Market Yield
(Per cent)

Tata Power 10.0
HCL Infosys 7.5
ITC 5.7
NIIT 5.4
Cipla 4.6
Reliance Petro 4.1
Reliance 4.0
Dr. Reddy’s Lab 3.9
Digital Glob 3.0
ICICI 2.9

(a) Compute the mean, median, mode, quartile, and
decile deviation for these yields.

(b) What other information would you want to know
if you were deciding to buy shares of one of these
companies? Prepare a list of questions that you
would like to ask a broker.

3.48 In order to estimate how much water will need to be
supplied to a locality in East Delhi area during the
summer of 2002, the minister asked the General
Manager of the water supply department to find out
how much water a sample of families currently uses.
The sample of 20 families used the following number
of gallons (in thousands) in the past years.

9.3 19.6 14.5 17.8 14.7 15.0 13.9 12.7
10.0 13.0 25.0 16.3 11.2 20.2 15.4 11.6
16.5 11.0 12.2 10.9

(a) What is the mean and median amount of water
used per family?

(b) Suppose that 10 years from now, the government
expects that there will be 1800 families living in
that colony. How many gallons of water will be
needed annually, if rate of consumption per family
remains the same?
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(c) In what ways would the information provided in
(a) and (b) be useful to the government? Discuss.

(d) Why might the government have used the data
from a survey rather than just measuring the total
consumption in Delhi?

H i n t s  a n d  A n s w e r s

3.37 M0 = 3 Med – 2 x  = Rs 50.04 thousand
3.38 M0 = 21.87 (per cent of the share value)

3.41 (a) Persons between 3–4
(b) 19 per cent house holds

1. Summation of n numbers

xi
i

n

=
∑

1
 = x1 + x2 + . . . + xn

Simplified expression for the summation of n numbers
xi∑  = x1 + x2 + . . . + xn

2. Sample mean, x  = 
x

n
i∑

Population mean, µ = 
xi∑

N

Sample mean for grouped data, x  = ∑ i if m
n

where n = ∑ if and mi = mid-value of class intervals
3. Weighted mean for a population or a sample,

xw  or µw  = 
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w
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∑
∑

where wi = weight for observation i,
4. Position of the median in an ordered set of observation

belong to a population or a sample is, Med = x(n/2) + (1/2)
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6. Mode for a grouped data
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1 12
Mode for a multimode frequency distribution

M0 = 3 Median – 2 Mean

True or False

C h a p t e r  C o n c e p t s  Q u i z

9. Weighted mean is useful in problems relating to the
construction of index numbers and standardized birth and
death rates. (T/F)

10. It is possible to have data with three different values for
measures of central tendency. (T/F)

11. The median is less affected than the mean by extreme
values of observations in a distribution. (T/F)

12. The sum of deviations from mean is zero. (T/F)
13. If the number of observations is even, the median is in the

middle of the distribution. (T/F)
14. The mode is always found at the highest point of a graph

of a frequency distribution. (T/F)
15. For grouped data, it is possible to calculate an approximate

mean by assuming that each value in a given class is equal
to its mid point. (T/F)

1. Inferential statistics are used to describe specific
characteristics of the data. (T/F)

2. With nominal data, the mean should be used as a measure
of central tendency. (T/F)

3. With ordinal data, we can use both the mode and the
mean as a measure of central tendency. (T/F)

4. When the data are interval or ratio, we can use the mean
as a measure of central tendency. (T/F)

5. Harmonic mean is the reciprocal of arithmetic mean.
(T/F)

6. Sum of absolute deviations from median is minimum.
(T/F)

7. The mean of a data set remains unaffected if an observation
equal to mean is included in it. (T/F)

8. With continuous data, the median is the most appropriate
measure of central tendency. (T/F)



126 BUSINESS S TAT I S T I C S

Multiple Choice
(b) each observation in a class is equal to the mid-value
(c) no observation occurs more than once
(d) none of the above

24. If an observation in the data set in zero, then its geometric
mean is:
(a) positive (b) negative
(e) zero (d) indeterminant

25. If an observation in the data set is negative, then its
geometric mean is:
(a) positive (b) negative
(c) zero (d) indeterminant

26. For the given set of observations 1, 4, 4, 4, and 7, it can be
said that the:
(a) mean is larger than either median or mode
(b) mean = median = mode
(c) mean ≠ median ≠ mode
(d) none of the above

27. If in a set of discrete values of observations, 50 per cent
values are greater than 25, then Q2 is:
(a) 20 (b) 25
(c) 50 (d) 75

28. The relationship between AM, GM and HM is:
(a) G.M. = (A.M.) × (H.M.)
(b) (G.M.)2 = (A.M.) × (H.M.)
(c) G.M. = (A.M. × H.M.)2

(d) (G.M.)2 = (A.M.)2 × (H.M.)2

29. Which of the following relationship is true in a symmetrical
distribution?
(a) Median – Q1 = Q3 – Median
(b) Median – Q1 > Q3 – Median
(c) Median – Q1 < Q3 – Median
(d) None of the above

30. Which of the following relationship is true in a multimodal
distribution?
(a) Mean – Mode = 3 (Mean – Median)
(b) Mode = 3 Median – 2 Mean
(c) 3 Median = (2 Mean + Mode)
(d) All of the above

R e v i e w  S e l f- P r a c t i c e  P r o b l e m s

3.49 The following is the data on profit margin (in per cent)
of three products and their corresponding sales
(in Rs) during a particular period.

Product Profit Margin Sales
(Per cent) (Rs in thousand)

A 12.5 2,000
B 10.3 6,000
C 6.4 10,000

Concepts Quiz Answers

1. F 2. F 3. F 4. T 5. F 6. T 7. T 8. F 9. T
10. T 11. T 12. T 13. F 14. T 15. T 16. (d) 17. (c) 18. (c)
19. (d) 20. (b) 21. (b) 22. (a) 23. (b) 24. (c) 25. (d) 26. (b) 27. (b)
28. (b) 29. (a) 30. (d)

16. Which of the following statements is not correct?
(a) Few data sets do not have arithmetic means
(b) Calculation of arithmetic mean is affected by extreme

data values
(c) The weighted mean should be used when it is

necessary to take the importance of each value into
account

(d) All these statements are correct
17. The algebraic sum of the deviations from mean is:

(a) maximum (b) minimum
(c) zero (d) none of the above

18. Given a normally distributed continuous variable the best
measure of central tendency is:
(a) mode (b) median
(c) mean (d) none of the above

19. Calculation of a mode from grouped data is usually better
than from ungrouped data because:
(a) ungrouped data tend to be bimodal
(b) regardless of the skewness of the distribution, mode

for the grouped data remains same
(c) grouped  data is least affected by extreme values
(d) mode is likely to be most representative of the data

set
20. The arithmetic mean of the first n natural numbers, 1, 2,

..., n is:
(a) n/2 (b) (n + 1)/2
(c) n (n + 1)/2 (d) none of the above

21. The sum of squares of deviations from mean is:
(a) maximum (b) minimum
(c) zero (d) none of the above

22. The measure of central tendency which is most strongly
influenced by extreme values in the ‘tail’ of the distribution
is:
(a) mean (b) median
(c) mode (d) none of the above

23. The major assumption for computing a mean value from
a group data is:
(a) each class contains equal number of observations
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(a) Determine the mean profit margin.
(b) Determine the weighted mean considering the

rupee sales as weight for each product.
(c) Which of the means calculated in part (a) and (b) is

the correct one?
3.50 The number of cars sold by each of the 10 car dealers

during a particular month, arranged in ascending order,
is 12, 14, 17, 20, 20, 20, 22, 22, 24, 25. Considering
this scale to be the statistical population of interest,
determine the mean, median, and mode for the number
of cars sold.
(a) Which value calculated above best describes the

‘typical’ sales volume per dealer?
(b) For the given data, determine the values at the (i)

quartile Q1 and (ii) percentile P30 for these sales
amounts.

3.51 A quality control inspector tested nine samples of each
of three designs A, B and C of certain bearing for a new
electrical winch. The following data are the number of
hours it took for each bearing to fail when the winch
motor was run continuously at maximum output, with
a load on the winch equivalent to 1.9 times the intended
capacity.

A : 16 16 53 15 31 17 14 30 20
 B : 18 27 23 21 22 26 39 17 28
C : 31 16 42 20 18 17 16 15 19

Calculate the mean and median for each group and
suggest which design is best and why?

[IIPM, PGDM, 2002]
3.52 Calculate the mean, median, and mode for the following

data pertaining to marks in statistics. There are 80
students in a class and the test is of 140 marks.

Marks more than : 0 20 40 60 80 100 120
Number of students : 80 76 50 28 18 9 3

[M.D. Univ., MBA, 1994]
3.53 A company invests one lakh rupees at 10 per cent annual

rate of interest. What will be the total amount after 6
years if the principal is not withdrawn?

3.54 Draw an ogive for the following distribution. Read the
median from the graph and verify your result by the
mathematical formula. Also obtain the limits of income
of the central 50% of employees.

Weekly Number of Weekly Number of
Income (Rs) Employees Income (Rs) Employees

Below 550 06 700–750 16
550–600 10 750–800 12
600–650 22 800 and above 15
650–700 30

[Delhi Univ., MBA, 1999]
3.55 In the production of light bulbs, many bulbs are broken.

A production manager is testing a new type of conveyor
system in the hope of reducing the percentage of bulbs
broken each day. For ten days he observes bulb
breakage with the current conveyor. He then records
bulb breakage for ten days with the new system, after
allowing a few days for the operator to learn to use it.
His data are as follows:

Conveyor Percentage of Bulbs Broken Daily
System

Old 08.7 11.1 4.4 3.7 9.2 6.6 7.8 4.9 6.9 8.3

New 10.8 06.2 3.2 4.6 5.3 6.5 4.6 7.1 4.9 7.2

(a) Compute the mean and median for each conveyor
system.

(b) Based on these results, do you think this test
establishes that the new system lowers the breakage
rate? Explain.

3.56 The following are the weekly wages in rupees of 30
workers of a firm:

140 139 126 114 100 88 62 77 99
103 108 129 144 148 134 63 69 148

132 118 142 116 123 104 95 80 85

106 123 133

The firm gave bonus of Rs 10, 15, 20, 25, 30, and 35
for individuals in the respective salary slabs: exceeding
60 but not exceeding 75; exceeding but not exceeding
90; and so on up to exceeding 135 and not exceeding
150. Find the average bonus paid.

3.57 The mean monthly salaries paid to 100 employees of a
company was Rs 5,000. The mean monthly salaries
paid to male and female employees were Rs 5,200 and
Rs 4,200 respectively. Determine the percentage of
males and females employed by the company.

3.58 The following is the age distribution of 2,000 persons
working in a large textile mill:

Age Group No. of Age Group No. of
Persons Persons

15 but less than 20 80 45 but less than 50 268
20 but less than 25 250 50 but less than 55 150
25 but less than 30 300 55 but less than 60 75
30 but less than 35 325 60 but less than 65 25
35 but less than 40 287 65 but less than 70 20
40 but less than 45 220

Because of heavy losses the management decides to
bring down the strength to 40 per cent of the present
number according to the following scheme:

(i) To retrench the first 10 per cent from lowest age
group 15–20.

(ii) To absorb the next 40 per cent in other branches.
(iii) To make 10 per cent from the highest age group,

40–45 retire prematurely.
What will be the age limits of persons retained in the
mill and of those transferred to other branches? Also
calculate the average age of those retained.

3.59 A factory pays workers on piece rate basis and also a
bonus to each worker on the basis of individual output
in each quarter. The rate of bonus payable is as follows:
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Output (in units) Bonus (Rs) Output (in units) Bonus (Rs)

70–74 40 90–94 70
75–79 45 95–99 80
80–84 50 100–104 100
85–89 60

The individual output of a batch of 50 workers is given
below:

94 83 78 76 88 86 93 80 91 82
89 97 92 84 92 80 85 83 98 103
87 88 88 81 95 86 99 81 87 90
84 97 80 75 93 101 82 82 89 72
85 83 75 72 83 98 77 87 71 80

By suitable classification you are required to find:
(a) Average bonus per worker for the quarter
(b) Average output per worker.

[Pune Univ., MBA, 1998]
3.60 An economy grows at the rate of 2 per cent in the first

year, 2.5 per cent in the second year, 3 per cent in the
third year, 4 per cent in the fourth year . . . and 10
per cent in the tenth year. What is the average rate of
growth of the company?

3.61 A man travelled by car for 3 days. He covered 480 km
each day. On the first day he drove for 10 hours at 48
km an hour, on the second day he drove for 12 hours
at 40 km an hour, and on the last day he drove for 15
hours at 32 km per hour. What was his average speed?
[Bangalore Univ., BCom, 1996]

3.62 The monthly income of employees in an industrial
concern are given below. The total income of 10
employees in the class over Rs 25,000 is Rs 3,00,000.
Compute the mean income. Every employee belonging
to the top 25 per cent of the earners is required to pay 5
per cent of his income to the workers’ relief fund.
Estimate the contribution to this fund.

Income (Rs) Frequency Income (Rs) Frequency

Below 5000 090 15,000–20,000 80
5000–10000 150 20,000–25,000 70

10000–15000 100 25,000 and above 10

[Kakatiya Univ., MCom, 1997]
3.63 In a factory there are 100 skilled, 250 semi-skilled, and

150 unskilled workers. It has been observed that on an
average a unit length of a particular fabric is woven by a
skilled worker in 3 hours, by a semi-skilled worker in 4
hours, and by an unskilled worker in 5 hours. Unskilled
workers are expected to become semi-skilled workers
and semi-skilled workers are expected to become skilled.
How much less time will be required after 2 years of
training for weaving the unit length of fabric by an
average worker?

3.64 The price of a certain commodity in the first week of
January is 400 g per rupee; it is 600 g per rupee in the
second week and 500 g per rupee in the third week. Is
it correct to say that the average price is 500 g per rupee?
Verify.

3.65 Find the missing information in the following table:

A B C Combined

Number 10 8 — 24
Mean 20 — 6 15
Geometric Mean 10 7 — 8.397

[Delhi Univ., BCom (Hons), 1998]
3.66 During a period of decline in stock market prices, a

stock is sold at Rs 50 per share on one day, Rs 40 on the
next day, and Rs 25 on the third day.
(a) If an investor bought 100, 120, and 180 shares on

the respective three days, find the average price
paid per share.

(b) If the investor bought Rs 1000 worth of shares on
each of the three days, find the average price paid
per share. [Delhi Univ., BA (Hons Econ.), 1998]

H i n t s  a n d  A n s w e r s

3.49 (a) µ = xi∑
N

 = 
29 2

3
.

 = 9.73 per cent

(b) µw = 
w x
w
i i

i

∑
∑

 = 
150 800
18 000
, ,

,
 = 8.37 per cent

(c) The weighted mean of 8.37 per cent considering
sales (in Rs) as weights is the correct mean profit
margin. Percentages should never the averaged
without being weighted.

3.50 µ = 
xi∑

N
 = 196

10
 = 19.6

Med = 

n n
2 2

1

2

F
HG

I
KJ + +F

HG
I
KJ  = 

5th 6th
2
+

 = 20.0

M0 = most frequent value = 20
(a) Median is best used as the ‘typical’ value because of

the skewness in the distribution of values
(b) Q1 = x(n/4) + (1/2) = x(10/4) + (1/2) = x3.0 = 17

P30 = x(3n/10) + (1/2) = x3.5 = 17 + 0.5 (20 – 17)
= 18.5

3.51 Listing the data in ascending order:
A : 14 15 16 16 17 20 30 31 53
B : 17 18 21 22 23 26 27 28 39
C : 15 16 16 17 18 19 20 31 42

xA = 212/9 = 23.56; Med (A) = 17
xB = 221/9 = 24.56; Med (B) = 23
xC = 194/9 = 21.56; Med (C) = 18
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Since medians are the fifth observation in each data set,
therefore design B is best because both the mean and
median are highest.

3.52 Arrange the marks in statistics into following class
intervals:

Marks : 0–20 20–40 40–60 60–80 80–100 100–120 120–140

No. of
students : 4 26 22 10 9 6 3

Mean = 56, Median = 49.09, and Mode = 36.92
3.53 Principal amount, A = Rs 1,00,000; r = 10 and n = 6 ;

Pn = A 1
100

+F
HG

I
KJ

r n
= 1,00,000 1

10
100

6
+F

HG
I
KJ

Taking log Pn and then antilog, we get Pn = Rs 1,77,2000
3.54 Median = Rs 679.20; Limits of income of central 50%

of the employees = Rs 626.7 to Rs 747.7
3.56 Prepare a frequency distribution as follows:

Weekly Frequency Bonus Weekly Frequency Bonus
Wages (Rs) ( f ) Paid (x) Wages (Rs) ( f ) Paid (x)

61–175 3 10 106–120 5 25
76–190 4 15 121–135 7 30
91–105 5 20 136–150 6 35

Average bonus paid = 
fx

n
∑  = 375

30
 = Rs 24.5

3.57 Given n1 + n2 = 100, x12  = 5000, x1  = 5200 and
x2  = 4200

x12 =
n x n x

n n
1 1 2 2

2

+
+1

or 5000 =
n n

n n
1 25200 4200( ) ( )+

+1 2

= 
n n1 15200 100 4200

100
( ) ( ) ( )+ −

1000 n1 = 80,000 or n1 = 80 and n2 = 100 – n1 = 20
3.58 The number of persons to be retrenched from the lower

group are: (20,000 × 10) ÷ 100 = 200. Eighty of  these
will be in the 15–20 age group and the rest 120 (= 200
– 80) in the 20–25 age group.

The persons to be absorbed in other branches =
(2,000 × 10) ÷ 100 = 800. These persons belong to
the following age groups:

Age Group No. of Persons

20–25 (250–120) 130
25–30 — 300
30–35 — 325
35–40 (287–242) 045

800

Those who will be retiring (2,000 × 10) ÷ 100 = 200
and these persons belong to highest age group as shown
below:

Age Group No. of Persons

65–70 — 20
60–65 — 25
55–60 — 75
50–55 (150–70) 80

200

Age limits of persons who are retained:

Age Group No. of Persons

35–40 242
40–45 220
45–50 268
50–55 70

800

Average age of those retained: 43.54 years.

3.59  Output Frequency Bonus Output Frequency Bonus
(in units) ( f ) (Rs) (in units) ( f ) (Rs)

70–74 3 40 90–94 7 70
75–79 5 45 95–99 6 80
80–84 15 50 100–104 2 100
85–89 12 60

(a) Average bonus/worker for quarter, x  = Σ f x/n
= 2,985/50 = Rs 59.7

(b) Total quarterly bonus paid = Rs 59.7 × 50
= Rs 2,985

(c) Average output/worker, x  = 86.1 units
3.60 Year : 1 2 3 4 5 6 7 8 9 10

Growth rate : 2 2.5 3 4 5 6 7 8 9 10
Value at the
end of year x : 102 102.5103 104 105 106

107 108 109 110
G.M. = Antilog (Σ log x ÷ n) = Antilog (20.237 ÷ 10)

= 105.6
Average growth rate = 105.6 – 100 = 5.6 per cent

3.61 H.M. = n
x x x
1 1 1

1 2 3
+ +

F
HG

I
KJ  = 3

1
48

1
40

1
32

+ +F
HG

I
KJ

= 38.98 km per hour
3.62 Number of employees belonging to the top 25% of the

earners is = (25 ÷ 100) × 500 = 125 and the distribution
of these top earners is as follows:

Income (Rs) Frequency

25,000 and above 10
20,000–25,000 70
15,000–20,000 45

80 persons have income in the range 15,000–20,000 =
Rs 500 and therefore 45 persons will have income in
the range (500 ÷ 80) × 45 = 281.25 or 281.

The top 45 earners in the income group 15,000–
20,000 will have salaries ranging from (20,000–281 to
20,000, i.e. 19,719 to 20,000. Thus the distribution of
top 125 persons is as follows:
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Income (Rs) Mid-value Frequency Total Income
(m) ( f ) ( f × m)

25,000 and above — 10 3,00,000 (given)
20,000–25,000 22,500 70 15,75,000
19,719–20,000 19,859.5 45 8,93,677.5

125 27,68,677.5

Hence the total income of the top 25% of earners is Rs
2,71,177.5. Contribution to the fund = 5% of 2,71,177.5
= Rs 93,598.

3.63 Average time per worker before training:

( ) ( ) ( )100 3 250 4 150 5
100 250 150

× + × + ×
+ +

 = 
2050
500

 = 4.1 hours

After training the composition of workers is as follows:
Skilled workers = 100 + 250 = 350

Semi-skilled workers = 150
Unskilled workers = Nil

Average time per worker after training is:

( ) ( )350 3 150 4
350 150

1050 600
500

× + ×
+

= +  = 3.3 hours

Thus after 2 years 0.8 hours less would be required.

3.64 Harmonic Mean = n
a b c
1 1 1+ +F

HG
I
KJ

= 3
1

400
1

600
1

500
+ +F

HG
I
KJ  = 0.486 g per rupee

3.65 Mean : Let x be the mean of B. Then
(20 × 10) + (8 × x)  + (6 × 6) = (15 × 24)
8 x = 124 or x = 15.5

Hence mean of B = 15.5
Geometric mean: Let x be the geometric mean of C.
Then

(10)10 × (7)8 × x6 = (8.397)24

10 log 10 + 8 log 7 + 6 log x = 24 log 8.397
10 + (8 × 0.8451) + 6 log x = 24 (0.9241)
6 log x = 5.4176 or x = Antilog 0.9029 = 7.997

Hence, geometric mean of C is 7.997.

3.66 Average price paid per share = 
wx
w

∑
∑

= 14 300
400
,

= 35.75.

Case Studies

Case 3.1: Kanta Bread

‘Kanta Bread’ company is manufacturing bread. The
selling price of bread is fixed by the government. In view
of increasing raw material prices the only way to sustain
the profit level is by efficient  control over the production
process to reduce the cost of production. A large quantity
of production shows small savings per unit of production
and results in a significant amount cumulatively. Among
various factors affecting the cost of production, the yield
of the finished product obtained from a given quantity of
raw materials is of considerable significance.

The process of manufacturing bread involves mixing
of wheat flour (maida) with the required quantity of water
and other ingredients as per the standard formula. The
mixed bulk dough is subjected to yeast fermentation for
a given period. Then this bulk quantity of dough is
transferred to a machine called Divider, which divides
the dough mechanically into small pieces of required
weight, which are individually further processed and
baked to get the finished product called bread.

For manufacturing a 800 g loaf of bread the required
weight of dough piece coming from the Divider should
be between 880 g and 885 g. This weight is termed as
dividing weight. There is provision on the Divider machine
to set the required dough piece weight. The smallest
division (or increment) in weight that can be set on this
machine is 5 g. As a measure of safety, 885 g is the weight
that is usually set on the machine.

The performance of the machine, with respect to the
accuracy of the weight of dough pieces delivered by it, is
dependent on various factors such as the level of
lubrication and the consistency of the dough. But these
variations are less and the weight variation would be within
± 30 g of the set weight for a good Divider. Larger
variations than this in weight occur only if the dough
dividing mechanism (called Divider Head) has undergone
considerable wear and tear.

The weight variation in the dough pieces from the
Divider results in weight variation in the final product
(bread). But the Bread weight, which is declared as 800 g
is covered by the Weights and Measures (Packaged
Commodities) Act, 1976. As per the rules of this Act, the
average net weight of a random sample (Sample size is 20
bread) should not be less than the declared weight. The
maximum permissible error in relation to the quantity
contained in the individual package is 6 per cent of the
declared weight. Also, it is stipulated that the number of
individual packages showing an error in deficiency of
weight greater than the maximum permissible error (i.e.,
6%) should not be more than 5 per cent of the packages
drawn as samples. The sample size as per the rules as
applicable to bread is 20 individual packages. If the
product does not confirm to the rules, then punitive
action can be taken against the manufacturer.

In order to ensure that the rules under this Act are
not violated, the rules are applied to the weights of the
divided dough piece itself. Thus in terms of these rules it
is required:
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(i) that the average weight of a random sample of 20
divided dough pieces should be 880 g to 885 g.

(ii) that the weight of an individual dough piece
should not be less than 832 g (i.e., 885 g – 6% =
832 g).

(iii) That not more than one piece out of 20 (i.e., 5%)
should have a weight less than 832 g.

Thus the performance of the Divider should confirm
to these standards. However it was complained by the
production department that the weight variation at the
Divider is very large and hence in order that the law is
not violated, they are forced to set the Divider at a higher
dividing weight than the normally required weight setting
of 885 g, resulting in less on yield of the product.

Questions for Discussion

1. What is the average weight of dough pieces delivered
by the Divider with the weight setting at 885 g?

2. What is the percentage of dough pieces with weight
less than 832 g, if any?

3. What should be the lowest dividing weight setting on
the Divider, so that the number of dough pieces with
weight less than 832 g are less than 5 per cent, as
stipulated by the law, (if already not so)?

4. The monetary loss to the company on account of
setting the higher dividing weight as decided in Q.3
above could be calculated, which would help in
deciding whether the Divider head should be replaced
or not.

Data: The output of the Divider is 1000 pieces per
hour. The weight of 20 dough pieces per hour. The weight
of 20 dough pieces were taken using an accurate weighing
scale. (Recording this weight is a routine quality control
check). Ten sets of such dough weight on the machine
were taken at different times. All the individual observations
on these ten sets were pooled together to get the population
of data with total 200 observations, given below:

Contd...

SNo. Dividing SNo. Dividing SNo. Dividing SNo. Dividing SNo. Dividing
Weight Weight Weight Weight Weight

1. 875 41. 895 81. 836 121. 912 161. 870
2. 870 42. 910 82. 823 122. 912 162. 895
3. 852 43. 907 83. 910 123. 885 163. 870
4. 880 44. 912 84. 889 124. 895 164. 910
5. 909 45. 890 85. 897 125. 840 165. 910
6. 909 46. 895 86. 885 126. 860 166. 885
7. 893 47. 862 87. 892 127. 866 167. 920
8. 875 48. 875 88. 886 128. 875 168. 877
9. 830 49. 895 89. 886 129. 868 169. 909
10. 859 50. 867 90. 897 130. 861 170. 915
11. 827 51. 910 91. 897 131. 873 171. 920
12. 907 52. 900 92. 880 132. 893 172. 884
13. 909 53. 880 93. 870 133. 883 173. 910
14. 910 54. 900 94. 920 134. 878 174. 925
15. 915 55. 910 95. 927 135. 873 175. 900
16. 920 56. 897 96. 930 136. 893 176. 875
17. 905 57. 875 97. 925 137. 825 177. 895
18. 890 58. 905 98. 915 138. 830 178 930
19. 925 59. 975 99. 875 139. 845 179 863
20. 900 60. 909 100. 890 140. 830 180 913
21. 895 61. 890 101. 890 141. 840 181 903
22. 875 62. 880 102. 923 142. 835 182 843
23. 903 63. 890 103. 828 143. 830 183 878
24. 863 64. 825 104. 825 144. 860 184 883
25. 913 65. 845 105. 910 145. 855 185 878
26. 903 66. 875 106. 866 146. 860 186 897
27. 893 67. 890 107. 825 147. 835 187 916
28. 878 68. 892 108. 830 148. 886 188 907
29. 878 69. 821 109. 845 149. 888 189 912
30. 883 70. 826 110. 830 150. 890 190 895
31. 897 71. 904 111. 855 151. 878 191 885
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SNo. Dividing SNo. Dividing SNo. Dividing SNo. Dividing SNo. Dividing
Weight Weight Weight Weight Weight

32. 916 72. 915 112. 835 152. 858 192. 862
33. 813 73. 900 113. 855 153. 875 193. 879
34. 863 74. 900 114. 836 154. 858 194. 900
35. 900 75. 905 115. 860 155. 868 195. 872
36. 905 76. 885 116. 835 156. 888 196. 900
37. 898 77. 890 117. 865 157. 868 197. 905
38. 878 78. 889 118. 915 158. 865 198. 885
39. 878 79. 865 119. 930 159. 880 199. 895
40. 898 80. 845 120. 865 160. 905 200. 902



4C h a p t e r

Measures of Dispersion

L E A R N I N G  O B J E C T I V E S

There never was in the
world two opinions alike,
no more than two hairs or
two grains; the most
universal quality is diver-
sity.

—Michel de Montaigne

I feel like a fugitive from
the law of averages.

—Bill Mauldin

After studying this chapter, you should be able to
provide the importance of the concept of variability (dispersion).
measure the spread or dispersion, understand it, and identify its causes to provide
a basis for action.

4.1 INTRODUCTION

Just as central tendency can be measured by a number in the form of an average, the
amount of variation (dispersion, spread, or scatter) among the values in the data set can
also be measured. The measures of central tendency describe that the major part of
values in the data set appears to concentrate (cluster) around a central value called
average with the remaining values scattered (spread or distributed) on either sides of that
value. But these measures do not reveal how these values are dispersed (spread or scatter)
on each side of the central value. The dispersion of values is indicated by the extent to
which these values tend to spread over an interval rather than cluster closely around an
average.

The statistical techniques to measure such dispersion are of two types:

(a) Techniques that are used to measure the extent of variation or the deviation (also
called degree of variation) of each value in the data set from a measure of central
tendency usually the mean or median. Such statistical techniques are called
measures of dispersion (or variation).

(b) Techniques that are used to measure the direction (away from uniformity or
symmetry) of variation in the distribution of values in the data set. Such statistical
techniques are called measures of skewness, discussed in Chapter 5.

To measure the dispersion, understand it, and identify its causes is very important
in statistical inference (estimation of parameter, hypothesis testing, forecasting, and so
on). A small dispersion among values in the data set indicates that data are clusted
closely around the mean. The mean is therefore considered representative of the data,
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i.e. mean is a reliable average. Conversely, a large dispersion among values in the data set
indicates that the mean is not reliable, i.e. it is not representative of the data.

The symmetrical distribution of values in two or more sets of data may have same
variation but differ greatly in terms of A.M. On the other hand, two or more sets of data
may have the same A.M. values but differ in variation as shown in Fig. 4.2.

Illustration Suppose over the six-year period the net profits (in percentage) of two
firms is as follows:

Firm 1 : 5.2, 4.5, 3.9, 4.7, 5.1, 5.4
Firm 2 : 7.8, 7.1, 5.3, 14.3, 11.0, 16.1

Since average amount of profit is 4.8 per cent for both firms, therefore operating
results of both the firms are equally good and that a choice between them for investment
purposes must depend on other considerations. However, the difference among the
values is greater in Firm, 2, that is, profit is varying from 5.3 to 16.1 per cent, while the
net profit values of Firm 1 were varying from 3.9 to 5.4 per cent. This shows that the
values in data set 2 are spread more than those in data set 1. This implies that Firm 1 has
a consistent performance while Firm 2 has a highly inconsistent performance. Thus for
investment purposes a comparison of the average (mean) profit values alone should not
be sufficient.

4.2 SIGNIFICANCE OF MEASURING DISPERSION (VARIATION)

Following are some of the purposes for which measures of variation are needed.

1. Test the reliability of an average: Measures of variation are used to test to what extent
an average represents the characteristic of a data set. If the variation is small, that is,
extent of dispersion or scatter is less on each side of an average, then it indicates
high unformity of values in the distribution and the average represents an individual
value in the data set. On the other hand, if the variation is large, then it indicates a
lower degree of uniformity in values in the data set, and the average may be unreliable.
No variation indicates perfect uniformity and, therefore, values in the data set are
identical.

2. Control the variability: Measuring of variation helps to identify the nature and causes
of variation. Such information is useful in controlling the variations. According to
Spurr and Bonini, ‘In matters of health, variations, in body temperature, pulse beat and

Figure 4.1
Symmetrical Distributions with
Unequal Mean and Equal Standard
Deviation

Figure 4.2
Symmetrical Distributions with
Equal Mean and Unequal Standard
Deviation
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blood pressure are the basic guides to diagnosis. Prescribed treatment is designed to control
their variation. In industrial production efficient operation requires control of quality variation,
the causes of which are sought through inspection and quality control programmes.’ In social
science, the measurement of ‘inequality’ of distribution of income and wealth requires
the measurement of variability.

3. Compare two or more sets of data with respect to their variability: Measures of variation
help in the comparison of the spread in two or more sets of data with respect to their
uniformity or consistency. For example, (i) the measurement of variation in share
prices and their comparison with respect to different companies over a period of
time requires the measurement of variation, (ii) the measurement of variation in the
length of stay of patients in a hospital every month may be used to set staffing levels,
number of beds, number of doctors, and other trained staff, patient admission rates,
and so on.

4. Facilitate the use of other statistical techniques: Measures of variation facilitate the
use of other statistical techniques such as correlation and regression analysis,
hypothesis testing, forecasting, quality control, and so on.

4.2.1 Essential Requisites for a Measure of Variation

The essential requisites for a good measure of variation are listed below. These requisites
help in identifying the merits and demerits of individual measure of variation.

(i) It should be rigidly defined.
(ii) It should be based on all the values (elements) in the data set.

(iii) It should be calculated easily, quickly, and accurately.
(iv) It should not be unduly affected by the fluctuations of sampling and also by

extreme observations.
(v) It should be amenable to further mathematical or algebraic manipulations.

4.3 CLASSIFICATION OF MEASURES OF DISPERSION

The various measures of dispersion (variation) can be classified into two categories:

(i) Absolute measures, and
(ii) Relative measures

Absolute measures are described by a number or value to represent the amount of
variation or differences among values in a data set. Such a number or value is expressed
in the same unit of measurement as the set of values in the data such as rupees, inches,
feet, kilograms, or tonnes. Such measures help in comparing two or more sets of data in
terms of absolute magnitude of variation, provided the variable values are expressed in
the same unit of measurement and have almost the same average value.

The relative measures are described as the ratio of a measure of absolute variation to
an average and is termed as coefficient of variation. The word ‘coefficient’ means a number
that is independent of any unit of measurement. While computing the relative variation,
the average value used as base should be the same from which the absolute deviations
were calculated.

Another classification of the measures of variation is based on the method employed
for their calculations:

(i) Distance measures, and
(ii) Average deviation measures

The distance measures describe the spread or dispersion of values of a variable in
terms of difference among values in the data set. The average deviation measures describe
the average deviation for a given measure of central tendency.

The above-mentioned classification of various measures of dispersion (variation) may
be summarized as shown below:
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4.4 DISTANCE MEASURES

As mentioned above, two distance measures discussed in this section are namely:

(i) Range, and
(ii) Interquartile deviation

4.4.1 Range

The range is the most simple measure of dispersion and is based on the location of the
largest and the smallest values in the data. Thus the range is defined to be the difference
between the largest and lowest observed values in a data set. In other words, it is the length of
an interval which covers the highest and lowest observed values in a data set and thus
measures the dispersion or spread within the interval in the most direct possible way.

Range (R) = Highest value of an observation – Lowest value of an observation
= H – L (4-1)

For example, if the smallest value of an observation in the data set is 160 and largest value
is 250, then the range is 250 – 160 = 90.

For grouped frequency distributions of values in the data set, the range is the
difference between  the upper class limit of the last class and the lower class limit of first
class. In this case the range obtained may be higher than as compared to ungrouped
data because of the fact that the class limits are extended slightly beyond the extreme
values in the data set.

Coefficient of Range

The relative measure of range, called the coefficient of range is obtained by applying the
following formula:

Coefficient of range =
H L
H L

−
+

(4-2)

Example 4.1: The following are the sales figures of a firm for the last 12 months

Months : 1 2 3 4 5 6 7 8 9 10 11 12
Sales
(Rs ’000) : 80 82 82 84 84 86 86 88 88 90 90 92

Calculate the range and coefficient of range for sales.

Solution: Given that H = 92 and L = 80. Therefore
Range = H – L = 92 – 80 = 12

and Coefficient of range = H l
H L

−
+

= 92 80
92 80

−
+

= 12
172

 = 0.069

Example 4.2: The following data show the waiting time (to the nearest 100th of a minute)
of telephone calls to be matured:

Range: A measure of
variability, defined to be the
difference between the largest
and lowest values in the data
set.
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Waiting Time Frequency Waiting Time Frequency
(Minutes)

0.10–0.35 06 0.88–1.13 8
0.36–0.61 10 1.14–1.39 4
0.62–0.87 08

Calculate the range and coefficient of range.

Solution: Given that, H = 1.39 and L = 0.10. Therefore
Range = H – L = 1.39 – 0.10 = 1.29 minutes

and Coefficient of Range =
H l
H L

−
+  = 1 39 010

139 010
. .
. .

−
+

 = 129
149
.
.

 = 0.865

Advantages, Disadvantages and Applications of Range The major advantages and disadvantages
of range may be summarized as follows:

Advantages

(i) It is independent of the measure of central tendency and easy to calculate and
understand.

(ii) It is quite useful in cases where the purpose is only to find out the extent of
extreme variation, such as industrial quality control, temperature, rainfall, and
so on.

Disadvantages

(i) The calculation of range is based on only two values—largest and smallest in the
data set and fail to take account of any other observations.

(ii) It is largely influenced by two extreme values and completely independent of the
other values. For example, range of two data sets {1, 2, 3, 7, 12} and {1, 1, 1, 12,
12} is 11, but the two data sets differ in terms of overall dispersion of values

(iii) Its value is sensitive to changes in sampling, that is, different samples of the
same size from the same population may have widely different ranges.

(iv) It cannot be computed in case of open-end frequency distributions because no
highest or lowest value exists in open-ended class.

(v) It does not describe the variation among values in the data between two extremes.
For example, each of the following set of data

Set 1 : 9 21 21 21 21 21 21 21
Set 2 : 9 9 9 9 21 21 21 21
Set 3 : 9 10 12 14 15 19 20 21

has a range of 21 – 9 = 12, but the variation of values is quite different in each
case between the hightest and lowest values.

Applications of Range

(i) Fluctuation in share prices: The range is useful in the study of small variations
among values in a data set, such as variation in share prices and other
commodities that are very sensitive to price changes from one period to another.

(ii) Quality control: It is widely used in industrial quality control. Quality control is
exercised by preparing suitable control charts. These charts are based on setting
an upper control limit (range) and a lower control limit (range) within which
produced items shall be accepted. The variation in the quality beyond these
ranges requires necessary correction in the production process or system.

(iii) Weather forecasts: The concept of range is used to determine the difference between
maximum and minimum temperature or rainfall by meteorological departments
to announce for the knowledge of the general public.
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4.4.2 Interquartile Range or Deviation

The limitations or disadvantages of the range can partially be overcome by using another
measure of variation which measures the spread over the middle half of the values in the
data set so as to minimise the influence of outliers (extreme values) in the calculation of
range. Since a large number of values in the data set lie in the central part of the frequency
distribution, therefore it is necessary to study the Interquartile Range (also called
midspread). To compute this value, the entire data set is divided into four parts each of
which contains 25 per cent of the observed values. The quartiles are the highest values in
each of these four parts. The interquartile range is a measure of dispersion or spread of values
in the data set between the third quartile, Q3 and the first quartile, Q1. In other words, the
interquartile range or deviation (IQR) is the range for the middle 50 per cent of the data.
The concept of IQR is shown in Fig. 4.3:

Interquartile range (IQR) = Q3 – Q1 (4-3)

Half the distance between Q1 and Q3 is called the semi-interquartile range or the quartile
deviation (QD).

Quartile deviation (QD) = 
Q Q

2
3 1−

(4-4)

The median is not necessarily midway between Q1 and Q3, although this will be so for a
symmetrical distribution. The median and quartiles divide the data into equal numbers
of values but do not necessarily divide the data into equally wide intervals.

As shown above the quartile deviation measures the average range of 25 per cent of
the values in the data set. It represents the spread of all observed values because its value
is computed by taking an average of the middle 50 per cent of the observed values rather
than of the 25 per cent part of the values in the data set.

In a non-symmetrical distribution, the two quartiles Q1 and Q3 are at equal distance
from the median, that is, Median – Q1 = Q3 – Median. Thus, Median ± Quartile
Deviation covers exactly 50 per cent of the observed values in the data set.

A smaller value of quartile deviation indicates high uniformity or less variation
among the middle 50 per cent observed values around the median value. On the other
hand, a high value of quartile deviation indicates large variation among the middle
50 per cent observed values.

Coefficient of Quartile Deviation

Since quartile deviation is an absolute measure of variation, therefore its value gets affected
by the size and number of observed values in the data set. Thus, the Q.D. of two or more
than two sets of data may differ. Due to this reason, to compare the degree of variation in
different sets of data, we compute the relative measure corresponding to Q.D., called the
coefficient of Q.D., and it is calculated as follows:

Coefficient of QD =
Q Q
Q Q

3 1

3 1

−
+

(4-5)

Example 4.3: Following are the responses from 55 students to the question about how
much money they spent every day.

055 060 080 080 080 085 085 085 090 090 090
090 092 094 095 095 095 095 100 100 100 100
100 100 105 105 105 105 109 110 110 110 110
112 115 115 115 115 115 120 120 120 120 120
124 125 125 125 130 130 140 140 140 145 150

Calculate the range and interquartile range and interpret your result.

Figure 4.3
Interquartile Range

Interquartile range: A
measure of variability,
defined to be the difference
between the quartiles Q3
and Q1.
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Solution: The median of the given values in the data set is the (55+1)/2 = 28th value
which is 105. From this middle value of 105, there are 27 values at or below of 105 and
another 27 at or above of 105.

The lower quartile of Q1 = (27+1)/2 = 14th value from bottom of the data i.e.
Q1 = 94 and upper quartile is the 14th value from the top, i.e. Q3 = 120. The 55 values
have been partitioned as follows:

The interquartile range is, IQR = 120 – 94 = 26 while the range is R = 150 – 55 =
95. The middle 50% of the data fall in relatively narrow range of only Rs 26. This means
responses are more densely clustered near the centre of the data and more spread out
towards the extremes. For instance, lowest 25% of the students had responses, ranging
over 55 to 94, i.e. Rs 39, while the next 25% had responses ranging over 94 to 105, i.e.
only Rs 11. Similarly, the third quarter had responses from 105 to 110, i.e. only Rs 5,
while the top 25% had responses in the interval (120 to 150), i.e. Rs 30.

The median and quartiles divide the data into equal numbers of values but not
necessarily divide the data into equally wide intervals.

Example 4.4: Use an appropriate measure to evaluate the variation in the following
data:

Farm Size (acre) No. of Farms Farm Size (acre) No. of Farms

below 40 394 161–200 169
41–80 461 201–240 113

81–120 391 241 and above 148
121–160 334

Solution: Since the frequency distribution has open-end class intervals on the two extreme
sides, therefore Q.D. would be an appropriate measure of variation. The computation of
Q.D. is shown in Table 4.1.

Table 4.1 Calculations of Quartile Deviation

Farm Size (acre) No. of Farms Cumulative Frequency (cf)
(less than)

below 40 394  394
41–80 461  855 ← Q1 class

81–120 391 1246
121–160 334 1580 ← Q3 class
161–200 169 1749
201–240 113 1862
241 and above 148 2010

2010

Q1 = Value of (n/4)th observation = 2010 ÷ 4 or 502.5th observation
This observation lies in the class 41–80. Therefore

Q1 = l + 
(n cf

f
h

/ )4 − ×

= 41
502 5 394

461
40+

−
×

.  = 41 + 9.41 = 50.41 acres

Q3 = Value of (3n/4)th observation = (3 × 2010) ÷ 4 or 1507.5th
observation
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This observation lies in the class 121–160. Therefore

Q3 = l + 
(3n c f

f
h

/4) −
×

= 121 + 
1507 5 1246

334
. −

 × 40 = 121 + 31.31 = 152.31 acres

Thus the quartile deviation is given by

Q.D. =
Q Q

2
3 1−

 = 
152 31 50 41

2
. .−

 = 50.95 acres

and Coefficient of Q.D. = Q Q
Q Q

3 1

3 1

−
+

 = 50 95
202 72

.
.

 = 0.251

Advantages and Disadvantages of Quartile Deviation The major advantages and disadvantages
of quartile deviation are summarized as follows:

Advantages

(i) It is not difficult to calculate but can only be used to evaluate variation among
observed values within the middle of the data set. Its value is not affected by the
extreme (highest and lowest) values in the data set.

(ii) It is an appropriate measure of variation for a data set summarized in open-end
class intervals.

(iii) Since it is a positional measure of variation, therefore it is useful in case of
erratic or highly skewed distributions, where other measures of variation get
affected by extreme values in the data set.

Disadvantages

(i) The value of Q.D. is based on the middle 50 per cent observed values in the data
set, therefore it cannot be considered as a good measure of variation as it is not
based on all the observations.

(ii) The value of Q.D. is very much affected by sampling fluctuations.
(iii) The Q.D. has no relationship to any particular value or an average in the data

set for measuring the variation. Its value is not affected by the distribution of the
individual values within the interval of the middle 50 per cent observed values.

C o n c e p t u a l  Q u e s t i o n s  4A

1. Explain the term variation. What does a measure of
variation serve? In the light of these, comment on some of
the well-known measures of variation.

[Delhi Univ., MBA, 2001]
2. What are the requisites of a good measure of variation?
3. Explain how measures of central tendency and measures

of variation are complementary to each other in the context
of analysis of data.

4. Distinguish between absolute and relative measures of
variation. Give a broad classification of the measures of
variation.

5. (a) Critically examine the different methods of measuring
variation.

(b) Explain with suitable examples the term ‘variation’.
Mention some common measures of variation and
describe the one which you think is the most
important. [Delhi Univ., MBA, 1998]

6. Explain and illustrate how the measures of variation afford
a supplement to the information about frequency
distribution furnished by averages.

[Delhi Univ., MBA, 1999]
7. What do you understand by ‘coefficient of variation’?

Discuss its importance in business problems.

S e l f-P r a c t i c e  P r o b l e m s  4A

4.1 The following are the prices of shares of a company
from Monday to Saturday:

Days Price (Rs) Days Price (Rs)

Monday 200 Thursday 160
Tuesday 210 Friday 220
Wednesday 208 Saturday 250

Calculate the range and its coefficient.
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4.2 The days sales figures (in Rs) for the last 15 days at
Nirula’s ice-cream counter, arranged in ascending order
of magnitude, is recorded as follows: 2000, 2000, 2500,
2500, 2500, 3500, 4000, 5300, 9000, 12,500, 13,500,
24,500, 27,100, 30,900, and 41,000. Determine the
range and middle 50 per cent range for this sample data.

4.3 The following distribution shows the sales of the fifty
largest companies for a recent year:

Sales Number of
(Million of rupees) Companies

10–19 18
10–19 19
20–29 06
30–39 02
40–49 05

Calculate the coefficient of range
4.4 You are given the frequency distribution of 292 workers

of a factory according to their average weekly income.

Weekly Income No. of Workers Weekly Income No. of Workers
(Rs) (Rs)

Below 1350 08 1450–1470 22
1350–1370 16 1470–1490 15
1370–1390 39 1490–1510 15
1390–1410 58 1510–1530 9
1410–1430 60 1530 and above 10
1430–1450 40

Calculate the quartile deviation and its coefficient from
the above mentioned data.

[Kurukshetra Univ., MBA, 1998]
4.5 You are given the data pertaining to kilowatt hours of

electricity consumed by 100 persons in a city.

Consumption No. of Users
(kilowatt hour)

10–10 06
10–20 25
20–30 36
30–40 20
40–50 13

Calculate the range within which the middle 50 per cent
of the consumers fall.

4.6 The following sample shows the weekly number of road
accidents in a city during a two-year period:

Number of Frequency Number of Frequency
Accidents Accidents

10–04 05 25–29 9
15–09 12 30–34 4
10–14 32 35–39 3
15–19 27 40–44 1
20–24 11

Find the interquartile range and coefficient of quartile
deviation.

4.7 A City Development Authority subdivided the available
land for housing into the following building lot sizes:

Lot Size Frequency
(Square meters)

Below 69.44 19
69.44–104.15 25

104.16–208.32 42
208.33–312.49 12
312.50–416.65 5
416.66 and above 17

Find the interquartile range and quartile deviation.
4.8 The cholera cases reported in different hospitals of a

city in a rainy season are given below:
Calculate the quartile deviation for the given distribution
and comment upon the meaning of your result.

Age Group Frequency Age Group Frequency
(Years)

Less than 1 15 25–35 132
1–5 113 35–45 65

5–10 122 45–65 46
10–15 91 65 and above 15
15–25 229

H i n t s  a n d  A n s w e r s

4.1 Range = Rs 90, Coefficient of range = 0.219
4.2 Range = Rs 39,000;

Middle 50%, R = P75 – P25
= x(75n/100) + (1/2) – x(25n/100) + (1/2)
= x(11.25 + 0.50) – x(3.75 + 0.50)
= x11.75 – x4.25
= (13,500 + 8250) – (2500 + 00)
= 19,250

Here x11.75 is the interpolated value for the 75% of the

distance between 11th and 12th ordered sales amount.
Similarly, x4.25 is the interpolated value for the 25% of the
distance between 4th and 5th order sales amount.

4.3 Coefficient of range = 1
4.4 Quartile deviation = 27.76; Coeff. of Q.D. = 0.020;

Q1 = 1393.48; Q3 = 1449
4.5 Q3 – Q1 = 34 – 17.6 = 16.4
4.6 Q3 – Q1 = 30.06; Coefficient of Q.D. = 0.561
4.7 Q3 – Q1 = 540.26; Q.D. = 270.13
4.8 Q.D. = 10 years
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4.5 AVERAGE DEVIATION MEASURES

The range and quartile deviation indicate overall variation in a data set, but do not
indicate spread or scatteredness around the centrilier (i.e. mean, median or mode).
However, to understand the nature of distribution of values in the data set, we need to
measure the ‘spread’ of values around the mean to indicate how representative the mean
is.

In this section, we shall discuss two more measures of dispersion to measure the
mean (or average) amount by which all values in a data set (population or sample) vary
from their mean. These measures deal with the average deviation from some measure of
central tendency—usually mean or median. These measures are:

(a) Mean Absolute Deviation or Average Deviation
(b) Variance and Standard Deviation

4.5.1 Mean Absolute Deviation

Since two measures of variation, range and quartile deviation, discussed earlier do not
show how values in a data set are scattered about a central value or disperse themselves
throughout the range, therefore it is quite reasonable to measure the variation as a
degree (amount) to which values within a data set deviate from either mean or median.

The mean of deviations of individual values in the data set from their actual mean is
always zero so such a measure (zero) would be useless as an indicator of variation. This
problem can be solved in two ways:

(i) Ignore the signs of the deviations by taking their absolute value, or
(ii) Square the deviations because the square of a negative number is positive.

Since the absolute difference between a value xi of an observation from A.M. is always
a positive number, whether it is less than or more than the A.M., therefore we take the
absolute value of each such deviation from the A.M. (or median). Taking the average of
these deviations from the A.M., we get a measure of variation called the mean absolute
deviation (MAD). In general, the mean absolute deviation is given by

MAD = 1

1N

N
| |x

i
−

=
∑ µ , for a population (4-6)

MAD =
1

1n
x x

i

n
| −

=
∑ |, for a sample

where  |  | indicates the absolute value. That is, the signs of deviations from the mean
are disregarded.

For a grouped frequency distribution, MAD is given by

MAD =
f x x

f

i
i

n
i

i

=
∑

∑

−
1

| |
(4-7)

Formulae (4-6) and (4-7), in different contexts, indicates that the MAD provides a
useful method of comparing the relative tendency of values in the distribution to scatter
around a central value or to disperse themselves throughout the range.

While calculating the mean absolute deviation, the median is also considered for
computing because the sum of the absolute values of the deviations from the median is
smaller than that from any other value. However, in general, arithmetic mean is used for
this purpose.

If a frequency distribution is symmetrical, then A.M. and median values concide
and the same MAD value is obtained. In such a case x  ± MAD provides a range in
which 57.5 per cent of the observations are included. Even if the frequency distribution
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is moderately skewed, the interval x  ± MAD includes the same percentage of observations.
This shows that more than half of the observations are scattered within one unit of the
MAD around the arithmetic mean.

The MAD is useful in situations where occasional large and erratic deviations are
likely to occur. The standard deviation, which uses the squares of these large deviations,
tends to over-emphasize them.

Coefficient of MAD

The relative measure of mean absolute deviation (MAD) called the coefficient of MAD is
obtained by dividing the MAD by a measure of central tendency (arithmetic mean or
median) used for calculating the MAD. Thus

Coefficient of MAD =
Mean absolute deviation

or Mex
(4-8)

If the value of relative measure is desired in percentage, then

Coefficient of MAD =
MAD
or Mex

× 100

Example 4.5: The number of patients seen in the emergency ward of a hospital for a
sample of 5 days in the last month were: 153, 147, 151, 156 and 153. Determine the
mean deviation and interpret.

Solution: The mean number of patients is, x  = (153 + 147 + 151 + 156 + 153)/5 = 152.
Below are the details of the calculations of MAD using formula (4–6).

Numer of Absolute Deviation
Patients (x) x – x |x – x |

153 153 – 152 = 1 1
147 147 – 152 = – 5 5
151 151 – 152 = – 1 1
156 156 – 152 = 4 4
153 153 – 152 = 1 1

12

MAD = −∑
1

x x
n

 = 12
5

 = 2.4 ≅ 3 patients (approx)

The mean absolute deviation is 3 patients per day. The number of patients deviate on the
average by 3 patients from the mean of 152 patients per day.

Example 4.6: Calculate the mean absolute deviation and its coefficient from median for
the following data

Year Sales (Rs thousand)

Product A Product B

1996 23 36
1997 41 39
1998 29 36
1999 53 31
2000 38 47

Solution: The median sales (Me) of the two products A and B is Me = 38 and Me = 36,
respectively. The calculations of MAD in both the cases are shown in Table 4.2.
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Table 4.2 Calculations of MAD

Product A Product B

Sales (x) |x – Me| = |x – 38| Sales (x) |x – Me| = |x – 36|

23 15 31 05
29 09 36 00
38 00 36 00
41 03 39 03
53 15 47 11

n = 5 | |x −∑ Me  = 42 n = 5 | |x −∑ Me  = 19

Product A: MAD = 1
n

x| |−∑ Me  = 42
5

 = 8.4

Coefficient of MAD = MAD
Me

 = 8 4
38
.  = 0.221

Product B: MAD = 1
n

x| |−∑ Me  = 19
5

 = 3.8

Coefficient of MAD = MAD
Me

 = 
3 8
36
.

 = 0.106

Example 4.7: Find the mean absolute deviation from mean for the following frequency
distribution of sales (Rs in thousand) in a co-operative store.

Sales : 50–100 100–150 150–200 200–250 250–300 300–350
Number of days : 11 23 44 19 8 7

Solution: The mean absolute deviation can be calculated by using the formula (4-6) for
mean. The calculations for MAD are shown in Table 4.3. Let the assumed mean be,
A = 175.

Table 4.3 Calculations for MAD

Sales Mid-Value Frequency (m – 175)/50 fd |x – x | f |x – x |
(Rs) (m) ( f )   (= d ) = |x – x |

50–100 75 11 – 2 – 22 104.91 1154.01
100–150 125 23 – 1 – 23 54.91 1262.93
150–200 175 ← A 44 0 0 4.91 216.04
200–250 225 19 1 19 45.09 856.71
250–300 275 8 2 16 95.09 760.72
300–350 325 7 3 21 145.09 1015.63

112 11 5266.04

x = A + 
fd
f

h∑
∑

×  = 175 + 
11

112
50×  = Rs 179.91 per day

MAD =
f x x

f
| |−∑
∑

 = 5266 04
112

.  = Rs 47.01

Thus the average sales is Rs 179.91 thousand per day and the mean absolute deviation of
sales is Rs 47.01 thousand per day.

Example 4.8: A welfare organization introduced an education scholarship scheme for
school going children of a backward village. The rates of scholarship were fixed as given
below:
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Age Group (Years) Amount of Scholarship
per Month (Rs)

5–7 300
8–10 400

11–13 500
14–16 600
17–19 700

The ages of 30 school children are noted as; 11, 8, 10, 5, 7, 12, 7, 17, 5, 13, 9, 8, 10,
15, 7, 12, 6, 7, 8, 11, 14, 18, 6, 13, 9, 10, 6, 15, 3, 5 years respectively. Calculate mean
and standard deviation of monthly scholarship. Find out the total monthly scholarship
amount being paid to the students. [IGNOU, MBA, 2002]

Solution: The number of students in the age group from 5–7 to 17–19 are calculated as
shown in table 4.4:

Table 4.4

Age Group (Years) Tally Bars Number of Students

5 –7 | | | | | | | | 10
8 –10 | | | | | | | 8

11–13 | | | | | | 7
14–16 | | | 3
17–19 | | 2

30

The calculations for mean and standard deviation are shown in Table 4.5.

Table 4.5 Calculations for Mean and Standard Deviation

Age Group Number of Mid-value d = 
−m A
h

 = 
− 12
3

m
fd fd2

(Years) Students (f) (m)

5–7 10 6 –2 –20 40
08–10 8 9 –1 –8 8
11–13 7 A → 12 0 0 0
14–16 3 15 1 3 3
17–19 2 18 2 4 8

30 –21 59

Mean, x = A + 
Σ
Σ

fd
f

 × h = 12 – 21
30

 × 3 = 12 – 2.1 = 9.9

Standard deviation, σ =
Σ Σ −   

22

N N
fd fd

 × h = 
− −   

259 21
30 30

 × 3

= −1.967 0.49  × 3 = 1.2153 × 3 = 3.6459
Calculations for monthly scholarship paid to 30 students are shown in Table 4.6.

Table 4.6 Calculations for Monthly Scholarship

Number of Amount of Total Monthly
Students Scholarship per Month (Rs) Scholarship (Rs)

10 300 3000
8 400 3200
7 500 3500
3 600 1800
2 700 1400

12,900
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Advantages and Disadvantages of MAD The advantages and disadvantages of MAD are
summarized below:

Advantages

(i) The calculation of MAD is based on all observations in the distribution and
shows the dispersion of values around the measure of central tendency.

(ii) The value of MAD is easy to compute and therefore makes it popular among
those users who are not even familiar with statistical methods.

(iii) While calculating MAD, equal weightage is given to each observed value and
thus it indicates how far each observation lies from either the mean or median.

(iv) Average deviation from mean is always zero in any data set. The MAD avoids this
problem by using absolute values to eliminate the negative signs.

Disadvantages

(i) The algebraic signs are ignored while calculating MAD. If the signs are not
ignored, then the sum of the deviations taken from arithmetic mean will be zero
and close to zero when deviations are taken from median.

(ii) The value of MAD is considered to be best when deviations are taken from
median. However, median does not provide a satisfactory result in case of a high
degree of variability in a data set.

Moreover, the sum of the deviations from mean (ignoring signs) is greater
than the sum of the deviations from median (ignoring signs). In such a situation,
computations of MAD by taking deviations from mean is also not desirable.

(iii) The MAD is generally unwieldy in mathematical discussions.

Inspite of all these demerits, the knowledge of MAD would help the reader to understand
another important measure of dispersion called the standard deviation.

4.5.2 Variance and Standard Deviation

Another way to disregard the signs of negative deviations from mean is to square them.
Instead of computing the absolute value of each deviation from mean, we square the
deviations from mean. Then the sum of all such squared deviations is divided by the
number of observations in the data set. This value is a measure called population variance
and is denoted by σ2 (a lower-case Greek letter sigma). It is usually referred to as ‘sigma
squared’. Symbolically, it is written as:

Population variance, σ2 = 1 2

1N

N
( )xi

i
−

=
∑ µ  (4-9)

= 
1 2

1N

N
xi

i =
∑  – (µ)2

(Deviation is taken from actual population A.M.)

= 
Σ Σ −   

22

N N
d d

 (Deviation is taken from assumed A.M.)

where d = x – A and A is any constant (also called assumed A.M.)

Since σ2 is the average or mean of squared deviations from arithmetic mean, it is also
called the mean square average.

The population variance is basically used to measure variation among the values of
observations in a population. Thus for a population of N observations (elements) and
with µ denoting the population mean, the formula for population variance is shown in
Eqn. (4-9). However, in almost all applications of statistics, the data being analyzed is a
sample data. As a result, population variance is rarely determined. Instead, we compute
a sample variance to estimate population variance, σ2.

Variance: A measure of
variability based on the
squared deviations of the
observed values in the data set
about the mean value.
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It was shown that if the sum of the squared deviations about a sample mean x  in Eqn.
(4-9) is divided by n (sample size), then it invariably tends to cause the resulting estimate
of σ2 to be lower than its actual value. This undesirable condition is called bias. However,
this bias in the estimation of population variance from a sample can be removed by
dividing the sum of the squared deviations between the sample mean and each element
in the population by n – 1 rather than by n. Thus the unbiased sample variance denoted
by s2 is defined as follows:

Sample variance, s2 = 
( )x x
n

−
−

∑ 2

1
 = x

n
n x
n

2 2

1 1
∑

−
−

−
 = 

2 2( )
1 ( 1)

x x
n n n
Σ Σ−

− −
(4-10)

The numerator ( )x x−∑ 2 in Eqn. (4-10) is called the total sum of squares. This quantity
measures the total variation among values in a data set (whereas the variance measures
only the average variation). The larger the value of Σ(x – x )2, the greater the variation
among the values in a data set.

Standard Deviation

The numerical value of population or a sample variance is difficult to interpret because
it is expressed in square units. To reach a interpretable measure of variance expressed in
the units of original data, we take a positive square root of the variance, which is known
as the standard deviation or root-mean square deviation. The standard deviation of population
and sample is denoted by σ and s, respectively. We can think of the standard deviation as
roughly the average distance values fall from the mean.

(a) Ungrouped Data

Population standard deviation, σ = σ2 = 
1 2

N
( )x −∑ µ  = 1 2 2

N
x −∑ ( )µ

= d d2 2∑ ∑− F
HG

I
KJN N

Sample standard deviation, s = 
Σ

−
− −

2 2

1 1
x n x

n n
; where n = sample size

(b) Grouped Data

Population standard deviation, σ = fd fd
h

2 2∑ ∑− F
HG

I
KJ ×

N N

where f = frequency of each class interval

N = f∑ = total number of observations (or elements) in the population
h = width of class interval
m = mid-value of each class interval

d =
m

h
− A

, where A is any constant (also called assumed A.M.)

Sample standard deviation, s = s2  = f x x
n
( )−

−
∑ 2

1
 = 

fx
n

fx
n n

2 2

1 1
∑ ∑

−
−

−
( )

( )
(4-11)

Remarks: 1. For any data set, MAD is always less than the σ because MAD is less sensitive
to the extreme observations. Thus when a data contains few very large observations, the
MAD provides a more realistic measure of variation than σ. However σ is often used in
statistical applications because it is amenable to mathematical development.
2. When sample size (n) becomes very large, (n – 1) becomes indistinguishable and

becomes irrelevant.

Advantages and Disadvantages of Standard Deviation The advantages and disadvantages of
the standard deviation are summarized below:

Standard deviation: A
measure of variability
computed by taking the
positive square root of the
variance.
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Advantages

(i) The value of standard deviation is based on every observation in a set of data. It
is the only measure of variation capable of algebraic treatment and less affected
by fluctuations of sampling as compared to other measures of variation.

(ii) It is possible to calculate the combined standard deviation of two or more sets of
data.

(iii) Standard deviation has a definite relationship with the area under the symmetric
curve of a frequency distribution. Due to this reason, standard deviation is
called a standard measure of variation.

(iv) Standard deviation is useful in further statistical investigations. For example,
standard deviation plays a vital role in comparing skewness, correlation, and so
on, and also widely used in sampling theory.

Disadvantages

(i) As compared to other measures of variation, calculations of standard deviation
are difficult.

(ii) While calculating standard deviation, more weight is given to extreme values
and less to those near mean. Since for calculating S.D., the deviations from the
mean are squared, therefore large deviations when squared are proportionately
more than small deviations. For example, the deviations 2 and 10 are in the ratio
of 1 : 5 but their squares 4 and 100 are in the ratio of 1 : 25.

Example 4.9: The wholesale prices of a commodity for seven consecutive days in a
month is as follows:

Days : 1 2 3 4 5 6 7
Commodity price/quintal : 240 260 270 245 255 286 264

Calculate the variance and standard deviation.

Solution: The computations for variance and standard deviation are shown in Table 4.7.

Table 4.7 Computations of Variance and Standard Deviation by Actual Mean Method

Observation (x) x – x = x – 260 ( )x x− 2

240 – 20 400
260 0 0
270 10 100
245 – 15 225
255 – 5 25
286 26 676
264 4 16

1820 1442

x = x∑
N

= 1820
7

 = 260

Variance σ2 =
( )x x−∑
N

 = 1442
7

 = 206

Standard deviation σ = σ2  = 206  = 14.352

In this question, if we take deviation from an assumed A.M. = 255 instead of actual
A.M. = 260. The calculations then for standard deviation will be as shown in Table 4.8.
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Table 4.8 Computation of Standard Deviation by Assumed Mean Method

Observation (x) d = x – A = x – 255 d2

240 – 15 225
260 5 25
270 15 225
245 – 10 100
255 ← A 0 0
286 31 961
264 9 81

35 1617

Standard deviation σ = 
d d2 2∑ ∑− F

HG
I
KJN N

= 
1617

7
35
7

2
− F
HG

I
KJ

= 231 25−  = 206  = 14.352

This result is same as obtained earlier in Table 4.7.

Remark: When actual A.M. is not a whole number, assumed A.M. method should be
used to reduce the computation time.

Example 4.10: A study of 100 engineering companies gives the following information

Profit (Rs in crore) : 0–10 10–20 20–30 30–40 40–50 50–60
Number of companies : 8 12 20 30 20 10

Calculate the standard deviation of the profit earned.

Solution: Let assumed mean, A be 35 and the value of h be 10. Calculations for standard
deviation are shown in Table 4.9.

Table 4.9 Calculations of Standard Deviation

Profit Mid-value d = 
m A

h
−

 = 
m – 35

10
f f d fd2

(Rs in crore) (m)

0–10 5 – 3 8 – 24 72
10–20 15 – 2 12 – 24 48
20–30 25 – 1 20 – 20 20
30–40 35 ← A 0 30 0 0
40–50 45 1 20 20 20
50–60 55 2 10 20 40

– 28 200

Standard deviation, σ = fd fd
h

2 2∑ ∑− F
HG

I
KJ ×

N N

= 200
100

28
100

10
2

−
−F

HG
I
KJ ×  = 2 0 078 10− ×.  = 13.863

Example 4.11: Mr. Gupta, a retired government servant is considering investing his
money in two proposals. He wants to choose the one that has higher average net present
value and lower standard deviation. The relevant data are given below. Can you help
him in choosing the proposal?
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Proposal A: Net Present Value (NPV) Chance of the Possible
Outcome of NPV

1559 0.30
5662 0.40
9175 0.30

Proposal B: Net Present Value (NPV) Chance of the Possible
Outcome of NPV

– 10,050 0.30
5,812 0.40

20,584 0.30

Solution: To suggest to Mr. Gupta a proposal for high average net present value, first
calculate the expected (average) net present value for both the proposals.

Proposal A: Expected NPV = 1559 × 0.30 + 5662 × 0.40 + 9175 × 0.30
= 467.7 + 2264.8 + 2752.5 = Rs 5485

Proposal B: Expected NPV = – 10,050 × 0.30 + 5812 × 0.40 + 20,584 × 0.30
= – 3015 + 2324.8 + 6175.2 = Rs 5485

Since the expected NPV in both the cases is same, he would like to choose the less
risky proposal. For this we have to calculate the standard deviation in both the cases.

Standard deviation for proposal A:

NPV(xi) Expected NPV ( x ) x – x f f (x – x )2

1559 5485 – 3926 0.30 46,24,042.8
5662 5485 177 0.40 12,531.6
9175 5485 3690 0.30 40,84,830.0

1.00 87,21,404.4

sA = f x x
f

( )−∑
∑

2
 = 87,21,404.4  = Rs 2953.20

Standard deviation for proposal B:

NPV (xi ) Expected NPV ( x ) x – x f f (x – x )2

– 10,050 5485 – 15,535 0.30 7,24,00,867.5
5812 5485 327 0.40 42,771.6

20,584 5485 15,099 0.30 6,83,93,940

1.00 14,08,37,579

sB = 
f x x

f
( )−∑
∑

2
 = 14 08 37 579, , ,  = Rs 11,867.50

The sA < sB indicates uniform net profit for proposal A. Thus proposal A may be
chosen.

4.5.3 Mathematical Properties of Standard Deviation

1. Combined standard deviation: The combined standard deviation of two sets of data
containing n1 and  n2 observations with means x1  and x2  and standard deviations σ1
and σ2 respectively is given by
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σ12 =
n d n d

n n
1 1

2
1
2

2 2
2

2
2

1 2

σ σ+ + +

+
e j e j

where σ12 = combined standard deviation

d1 = x x12 1− ; d2 = x x12 2−

and  x12 =
n x n x

n n
1 1 2 2

1 2

+
+

 (combined arithmetic mean)

This formula for combined standard deviation of two sets of data can be extended
to compute the standard deviation of more than two sets of data on the same lines.

2. Standard deviation of natural numbers: The standard deviation of the first n natural
numbers is given by

σ =
1

12
12( )n −

For example, the standard deviation of the first 100 (i.e., from 1 to 100) natural
numbers will be

σ = 
1

12
100 12( )−  = 1

12
9999( ) = 833 25.  = 28.86

3. Standard deviation is independent of change of origin but not of scale.

Example 4.12: For a group of 50 male workers, the mean and standard deviation of
their monthly wages are Rs 6300 and Rs 900 respectively. For a group of 40 female
workers, these are Rs 5400 and Rs 600 respectively. Find the standard deviation of
monthly wages for the combined group of workers. [Delhi Univ., MBA, 2002]

Solution: Given that n1 = 50, x1  = 6300, σ1 = 900

n2 = 40, x2  = 5400, σ2 = 600

Then, Combined mean, x12 =
n x n x

n n
1 1 2 2

1 2

+
+

 = 
50 6300 40 5400

50 40
× + ×

+
 = 5,900

and Combined standard deviation

σ12 =
n d n d

n n
1 1

2
1
2

2 2
2

2
2

1 2

σ σ+ + +

+
e j e j

=
50(8,10,000 1,60,000) 40(3,60,000 2,50,000)

50 40
+ + +

+
 = Rs 900

where d1 = x x12 1−  = 5900 – 6300 = – 400

d2 = x x12 2−  = 5900 – 5400 = 500

Example 4.13: A study of the age of 100 persons grouped into intervals 20–22, 22–24,
24–26,... revealed the mean age and standard deviation to be 32.02 and 13.18 respectively.
While checking, it was discovered that the observation 57 was misread as 27. Calculate
the correct mean age and standard deviation. [Delhi Univ., MBA 1997]

Solution: From the data given in the problem, we have x  = 32.02, σ = 13.18 and
N = 100. We know that

x =
N
f x∑  or Σ f x = N× x  = 100× 32.02 = 3202

and σ2 =
2

2( )
N
f x

x∑ −  or Σ fx2 = N[σ2 + ( x )2] = 100[(13.18)2 + (32.02)2]

= 100[173.71 + 1025.28] = 100×1198.99
= 1,19,899
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On re-placing the correct observation, we get
Σ fx = 3202 – 27 + 57 = 3232.

Also Σ fx2 = 1,19,899 – (27)2 + (57)2 = 1,19,899 – 729 + 3248 = 1,22,419

Thus Correct A.M. is x  = 
N

fx∑ = 3232
100

 = 32.32.

and Correct variance is σ2 = 
2

2( )
N
fx

x∑ −  = 1,22,419
100

 – (32.32)2

= 1224.19 – 1044.58 = 179.61

or Correct standard deviation is, σ = 2σ  = 179.61  = 13.402.

Example 4.14: The mean of 5 observations is 15 and the variance is 9. If two more
observations having values – 3 and 10 are combined with these 5 observations, what will
be the new mean and variance of 7 observations.

Solution: From the data of the problem, we have x = 15, s2 = 9 and n = 5. We know
that

x =
x

n
∑

or x∑  = n × x  = 5 × 15 = 75

If two more observations having values – 3 and 10 are added to the existing 5
observations, then after adding these 6th and 7th observations, we get

x∑ =75 – 3 + 10 = 82

Thus the new A.M. is, x  = 
x

n
∑  = 82

7
 = 11.71

Variance, s2 =
x
n

x
2

2∑ − ( )

9 =
x
n

2
215∑ − ( )  or x2∑ = 1170

On adding two more observations, i.e., – 3 and 10, we get

x2∑ =1170 + (– 3)2 + (10)2 = 1279

Variance, s2 = 
x
n

x
2

2∑ − ( )  = 
1279

7
 – (11.71)2 = 45.59

Hence the new mean and variance of 7 observations is 11.71 and 45.59 respectively.

4.5.4 Chebyshev’s Theorem

Standard deviation measures the variation among observations in a set of data. If the
standard deviation value is small, then values in the data set cluster close to the mean.
Conversely, a large standard deviation value indicates that the values are scattered more
widely around the mean. The Russian mathematician P. L. Chebyshev (1821–1894)
developed a result called Chebyshev’s theorem that allows us to determine the proportion
of data values that fall within a specified number of standard deviation from the mean
value. The theorem states that:

For any set of data (population or sample) and any constant z greater than 1 (but need not be
an integer), the proportion of the values that lie within z standard deviations on either side of
the mean is at least {1 – (1/z2)}. That is

RF [ |x – µ| ≤ z σ] ≥ 1 – 
1
2z

where RF = relative frequency of a distribution.

z = x − µ
σ

← population standardized score for an observation x from
the population, that is, number of standard deviations a
value, x is away from the mean µ (sample or population)

= x x
s
− ← sample standard score

Chebyshev’s theorem: A
statement about the
proportion of observations
that must lie within σ, 2σ, and
3σ deviations from the mean
(population or sample
distribution).
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Chebyshev’s theorem states at least what percentage of values will fall within z standard
deviations in any distribution. However, for a symmetrical, bell-shaped distribution as
shown in Fig. 4.4, theorem states approximately what percentage of values will fall within
z standard deviation.

The relationships involving the mean, standard deviation and the set of observations
are called the empirical rule, or normal rule.

Some of the implications of the statement of the theorem with z = 2, 3, and 4 standard
deviations are as follows:

(i) The proportion of all x-values in any set of data to fall within the range µ ± 2σ

is at least 1 – 
1

22  = 
3
4

 = 0.75 or 75 per cent.

That is, at least three of four values or 75 per cent values must lie within ±2
standard deviations from the mean.

(ii) The proportion of all x-values in any set of data must lie within the range µ ± 3σ

is at least 1 – 
1

32  = 
8
9

 = 88.9 percent.

That is, at least eight of nine values or 88.9 per cent values must lie within ±3
standard deviations from the mean.

(iii) The proportion of all x-values in any set of data must lie within the range µ ± 4σ

is at least 1 –
1

42  = 
15
16

 = 93.75 per cent.

This theorem has its own limitation as it emphasizes on the word, ‘at least’. For example

for z = 1, we have, 1 – 2
1
1

 = 0, which means that the proportion of all x-values to fall

within the range µ ± σ is zero. This result does not give any information.
The theorem is applicable to any data set regardless of the shape of the frequency

distribution of values. For example, assume that the marks obtained by 100 students in
business statistics had a mean of 70 per cent and standard deviation of 10 per cent. Then
number of students who obtained marks between 50 and 85 will be determined as follows:

(a) For 50 per cent marks, z = (50 – 70)/10 = – 2 indicates that 50 is 2 standard
deviations below the mean,

(b) For 85 per cent marks, z = (85 – 70)/10 = 1.5 indicates that 85 is 1.5 standard
deviations above the mean.

Now applying the Chebyshev’s theorem with z = 2.0, we have

1
1
2−F

HG
I
KJz

 = 1
1

2 0 2−
L
N
MM

O
Q
PP( . )

 = 0.75

This indicates that at least 75 per cent of the students must have obtained marks between
50 and 85.

Figure 4.4
Chebyshev Theorem
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Empirical Rule

For symmetrical, bell-shaped frequency distribution (also called normal curve), the range
within which a given percentage of values of the distribution are likely to fall within a
specified number of standard deviations of the mean is determined as follows:

µ ± σ covers approximately 68.27 per cent of values in the data set
µ ± 2σ covers approximately 95.45 per cent of values in the data set
µ ± 3σ covers approximately 99.73 per cent of values in the data set

These ranges are illustrated in Fig. 4.5.

For a symmetrical and bell-shaped distribution, relationships among three measures
of variation are given in Table 4.10.

Table 4.10 Relationship Among Measures of Variation

Measures of Percentage of Values Scatter Size of Measure of
Variation Around the Mean Value, µ Variation to Standard

± σ ± 2σ ± 2σ  Deviation at

Q.D. 50.00 82.30 95.70 0.6748
MAD 57.50 88.90 98.30 0.7979
S.D. 68.27 95.45 99.73 1.0000

Relationship between Different Measures of Variation

(a) Quartile deviation (Q.D.) = 
2
3

σ

Mean absolute deviation (MAD) = 
4
5

σ

(b) Quartile deviation = 
5
6

MAD

Standard deviation = 5
4

MAD or
3
2 Q.D.

(c) Mean absolute deviation = 6
5

Q.D.

These relationships are applicable only to symmetrical distributions.

Example 4.15: Suppose you are in charge of rationing in a state affected by food shortage.
The following reports arrive from a local investigator:

Daily caloric value of food available per adult during current period:

Area Mean Standard Deviation

A 2500 400
B 2000 200

Figure 4.5
Area under Normal Curve
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The estimated requirement of an adult is taken as 2800 calories daily and the absolute
minimum is 1350. Comment on the reported figures and determine which area in your
opinion, need more urgent attention.

Solution: Taking into consideration the entire population of the two areas, we have

Area A: µ + 3σ = 2500 + 3 × 400 = 3700 calories
µ – 3σ = 2500 – 3 × 400 = 1300 calories

This shows that there are adults who are taking even less amount of calories, that is, 1300
calories as compared to the absolute minimum requirement of 1350 calories.
Area B: µ + 3σ = 2000 + 3 × 200 = 2600 calories

µ – 3σ = 2000 – 3 × 200 = 1400 calories
These figures are statisfying the requirement of daily calorific need. Hence, area A

needs more urgent attention.
Example 4.16: The following data give the number of passengers travelling by airplane
from one city to another in one week.

115 122 129 113 119 124 132 120 110 116
Calculate the mean and standard deviation and determine the percentage of class

that lie between (i) µ ± σ, (ii) µ ± 2σ, and (iii) µ ± 3σ. What percentage of cases lie
outside these limits?
Solution: The calculations for mean and standard deviation are shown in Table 4.11.

Table 4.11 Calculations of Mean and Standard Deviation

x x – x (x – x )2

115 – 5 25
122 2 4
129 9 81
113 – 7 49
119 – 1 1
124 4 16
132 12 144
120 0 0
110 – 10 100
116 – 4 16

1200 0 436

µ =
x∑

N
 = 1200

10
 = 120 and σ2 = ( )x x−∑ 2

N
 = 436

10
 = 43.6

Therefore σ = σ2  = 43 6.  = 6.60

The percentage of cases that lie between a given limit are as follows:

Interval Values within Percentage of Percentage Falling
Interval Population Outside

µ ± σ = 120 ± 6.60 113, 115, 116, 119 70% 30%
= 113.4 and 126.6 120, 122, 124

µ ± 2σ = 120 ± 2(6.60) 110, 113, 115, 116, 119 100% nil
= 106.80 and 133.20 120, 122, 124, 129, 132

Example 4.17: A collar manufacturer is considering the production of a new collar to
attract young men. Thue following statistics of neck circumference are available based on
measurement of a typical group of the college students:

Mid value (in inches) : 12.0 12.5 13.0 13.5 14.0 14.5 15.0 15.5 16.0
Number of students : 2 16 36 60 76 37 18 3 2
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Compute the standard deviation and use the criterion x  ± 3σ, where σ is the standard
deviation and x  is the arithmetic mean to determine the largest and smallest size of the
collar he should make in order to meet the needs of practically all the customers bearing
in mind that collar are worn on average half inch longer than neck size.

Solution: Calculations for mean and standard deviation in order to determine the range
of collar size to meet the needs of customers are shown in Table 4.12.

Table 4.12 Calculations for Mean and Standard Deviation

Mid-value Number of
14

0.5
x A x

h
− −

= fd fd2

(in inches) students

12.0 2 – 4 – 8 32
12.5 16 – 3 – 48 144
13.0 36 – 2 – 72 144
13.5 60 – 1 – 60 60
14.0 ← A 76 0 0 0
14.5 37 1 37 37
15.0 18 2 36 72
15.5 3 3 9 27
16.0 2 4 8 32

N = 250 – 98 548

Mean, x  = A + 
N
fd

h∑ ×  = 14.0 – 
98
250

 × 0.5 = 14.0 – 0.195 = 13.805

Standard deviation, σ =
22

N N
fd fd∑ ∑ −   

 × h = 
2548 98

250 250
− −   

 × 0.5

= 2.192 – 0.153  × 0.5 = 1.427 × 0.5 = 0.7135

Largest and smallest neck size = x  ± 3σ = 13.805 ± 3 × 0.173
= 11.666 and 15.944.

Since all the customers are to wear collar half inch longer than their neck size, 0.5 is
to be added to the neck size range given above. The new range then becomes:

(11.666 + 0.5) and (15.944 + 0.5) or 12.165 and 16.444, i.e. 12.2 and 16.4 inches.

Example 4.18: The breaking strength of 80 ‘test pieces’ of a certain alloy is given in the
following table, the unit being given to the nearest thousand grams per square inch;

Breaking Strength Number of Pieces

44–46 3
46–48 24
48–50 27
50–52 21
52–54 5

Calculate the average breaking strength of the alloy and the standard deviation.
Calculate the percentage of observations lying between x  ± 2σ.

[Vikram Univ., MBA, 2000]

Solution: The calculations for mean and standard deviation are shown in in Table 4.13.
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Table 4.13 Calculations for Mean and Standard Deviation

Breaking Number of Mid-value d = (m – A)/h fd fd2

Strength Pieces(f) (m)    = (m – 49/2

44–46 3 45 –2 –6 12
46–48 24 47 –1 –24 24
48–50 27 A →   49 0 0 0
50–52 21 51 1 21 21
52–54 5 53 2 10 20

80 1 77

Mean, x  = A + 
N
fd

h∑ ×  = 49 + 1
80

 × 2 = 49.025

Standard deviation, σ =
22

N N
fd fd

h∑ ∑ − ×  
 = 

277 1
2

80 80
 − ×  

= 0.9625 0.000 2− ×  = 0.9810 × 2 = 1.962

Breaking strength of pieces in the range, x  ± 2σ is

x  ± 2σ = 49.025 ± 2 × 1.962
= 45.103 and 52.949 = 45 and 53 (approx.)

To calculate the percentage of observations lying between x  ± 2σ, we assume that
the number of observations (pieces) are equally spread within lower and upper boundary
of each class interval (breaking strength). Since 45 is the mid-point of the class interval
44-46 with the frequency 3, therefore there are 1.5 frequencies at 45. Similarly, at
53 the frequency would be 2.5. Hence the total number of observations (frequencies)
between 45 and 53 are = 1.5 + 24 + 27 + 21 + 2.5 = 76. So the percentage of observations
lying within x  ± 2σ would be (76/80) × 100 = 95 per cent.

4.5.5 Coefficient of Variation

Standard deviation is an absolute measure of variation and expresses variation in the
same unit of measurement as the arithmetic mean or the original data. A relative measure
called the coefficient of variation (CV), developed by Karl Pearson is very useful measure
for (i) comparing two or more data sets expressed in different units of measurement (ii)
comparing data sets that are in same unit of measurement but the mean values of data
sets in a comparable field are widely dissimilar (such as mean wages received per month
by the top management personnel and labour class personnel of a large organization).

Thus, in view of this limitation we need to convert absolute measure of variation,
that is, S.D. into a relative measure, which can be helpful in comparing the variability of
two or more sets of data. The new measure, coefficient  of variation (CV) measures the
standard deviation relative to the mean in percentages. In other words, CV indicates
how large the standard deviation is in relation to the mean and is computed as follows:

Coefficient of variation (CV) =
Standard deviation

Mean
 × 100 = 

σ
x

 × 100

Multiplying by 100 converts the decimal to a percent.
The set of data for which the coefficient of variation is low is said to be more uniform

(consistent) or more homogeneous (stable).

Example 4.19: The weekly sales of two products A and B were recorded as given below:

Product A : 59 75 27 63 27 28 56
Product B : 150 200 125 310 330 250 225

Find out which of the two shows greater fluctuation in sales.

Solution: For comparing the fluctuation in sales of two products we will prefer to calculate
coefficient of variation for both the products.

Coefficient of variation: A
measure of relative variability
computed by dividing the
standard deviation by the
mean, then multiplying by
100.
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Product A: Let A = 56 be the assumed mean of sales for product A.

Table 4.14 Calculations of the Mean and Standard Deviation

Sales (x) Frequency ( f ) d = x – A f d f d2

27 2 – 29 – 58 1682
28 1 – 28 – 28 784
56 ← A 1 0 0 0
59 1 3 3 9
63 1 7 7 49
75 1 19 19 361

7 – 57 2885

x = A + 
fd
f

∑
∑

 = 56 – 57
7

 = 47.86

sA
2 = fd

f

2∑
∑

 –  fd
f

∑
∑

F
HG

I
KJ

2

 = 
2885

7
 – −FHG

I
KJ

57
7

2

= 412.14 – 66.30 = 345.84

sA = 345 84.  = 18.59

Then CV (A) = s
x
A  × 100 = 18 59

47 86
.
.

 × 100 = 38.84 per cent

Product B: Let A = 225 be the assumed mean of sales for product B.

Table 4.15 Calculations of Mean and Standard Deviation

Sales (x) Frequency ( f ) d = x – A f d f d2

125 1 – 100 – 100 10,000
150 1 – 75 – 75 5625
200 1 – 25 – 25 625
225 1 0 0 0
250 1 25 25 625
310 1 85 85 7225
330 1 105 105 11,025

7 15 35,125

x = A + 
fd
f

∑
∑

 = 225 + 
15
7

 = 227.14

sB
2 = 

fd
f

fd
f

2 2∑
∑

∑
∑−

F
HG

I
KJ  = 

35125
7
,

 – 
15
7

2F
HG

I
KJ

= 5017.85 – 4.59 = 5013.26

or sB = 5013 26.  = 70.80

Then CV(B) =
s
x
B × 100  = 70 80

22714
100

.
.

×  = 31.17 per cent

Since the coefficient variation for product A is more than that of product B, therefore
the sales fluctuation in case of product A is higher.

Example 4.20: From the analysis of monthly wages paid to employees in two service
organizations X and Y, the following results were obtained:
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Organization X Organization Y

Number of wage-earners 550 650
Average monthly wages 5000 4500
Variance of the distribution of wages 900 1600

(a) Which organization pays a larger amount as monthly wages?
(b) In which organization is there greater variability in individual wages of all the

wage earners taken together?

Solution: (a) For finding out which organization X or Y pays larger amount of monthly
wages, we have to compare the total wages:

Total wage bill paid monthly by X and Y is

X : n1 × x1  = 550 × 5000 = Rs. 27,50,000

Y : n2 × x2  = 650 × 4500 = Rs. 29,25,000
Organization Y pays a larger amount as monthly wages as compared to organization X.

(b) For calculating the combined variation, we will first calculate the combined
mean as follows:

x12 = n x n x
n n

1 1 2 2

1 2

+
+

 = 27 50 000 29 25 000
1200

, , , ,+  = Rs 4729.166

σ12 =
n d n d

n n
1 1

2
1
2

2 2
2

1
2

1 2

σ σ+ + +

+
e j e j

=
550 900 73 35105 650 1600 52 517 05

550 650
( , . ) ( , . )+ + +

+

= 4 08 38 080 55 3 5176 082 50
1200

, , , . , , , .+ = 6334513.  = 251.68

where d1 = x x12 1−  = 4729.166 – 5000 = – 270.834

d2 = x x12 2−  = 4729.166 – 4500 = 229.166

C o n c e p t u a l  Q u e s t i o n s  4B

8. What purpose does a measure of variation serve? In the
light of these, comment on some of the well-known
measures of variation.

9. What do you understand by ‘coefficient of variation’?
Discuss its importance in business problems.

[UP Tech. Univ., MBA, 2000]
10. When is the variance equal to the standard deviation?

Under what circumstances can variance be less than the
standard deviation? Explain.

11. (a) Explain and illustrate how the measures of variation
afford a supplement to the information about
frequency distribution furnished by averages.

[Delhi Univ., MBA, 2001]
(b) Describe various methods of measuring variation.

Which of these do you consider as the best and why?
12. Explain the advantages of standard deviation as a measure

of variation over range and the average deviation. Under
what circumstances will the variance of a variable be zero?

13. Comment on the comparative merits and demerits of
measures of variation.

14. Explain the term ‘variation’. What purpose does a measure
of variation serve? In the light of these, comment on some
of the well-known measures of variation.

[Delhi Univ., MBA, 1998]
15. Describe the various methods of measuring variation along

with their respective merits and demerits.
[Delhi Univ., MBA, 1998]

16. It has been said that the lesser the variability that exists,
the more an average is representative of a set of data.
Comment.

17. (a) What information is provided by variance or standard
deviation?

(b) What additional information about a set of data is
provided by a measure of variability that is not
obtained from an average?

18. What advantages are associated with variance and standard
deviation relative to range as the measure of variability?

19. Suppose you read a published statement that the average
amount of food consumption in this country is adequate;
the overall conclusion based upon the statement is that
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everyone is properly fed. Criticize the conclusion in terms
of the concept of variability as it relates to the use of
averages. [Delhi Univ., MBA, 2000]

20. The Vice-President, Sales has been studying records
regarding the performance of his sales representatives.
He has noticed that in the last 2 years, the average level of
sales per representative has remained the same, while the
distribution of the sales levels has widened. The sales levels
from this period have significantly larger variations from
the mean than in any of the previous 2 year periods for
which he has records. What conclusions might be drawn
from these observations? [Delhi Univ., MBA, 1999]

21. Explain Chebyshev’s theorem which provides an
approximation to the spread of a set of observations on
either side of the mean.

22. Two economists are studying fluctuations in the price of
gold. One is examining the period of 1998–2002. The
other is examining the period of 1995–1999. What
differences would you expect to find in the variability of
their data?

23. How would you reply to the following statement:
‘Variability is not an important factor because even though
the outcome is more uncertain, you still have an equal
chance of falling either above or below the median.
Therefore on an average, the outcome will be the same.’

24. A retailer uses two different formulas for predicting
monthly sales. The first formula has an average miss of
700 records, and a standard deviation of 35 records. The
second formula has an average miss of 300 records, and a
standard deviation of 16. Which formula is relatively less
accurate?

S e l f-P r a c t i c e  P r o b l e m s  4B

4.9 Find the average deviation from mean for the following
distribution:
Quantity demanded (in units) :

60 61 62 63 64 65 66 67 68
Frequency :

62 60 15 29 25 12 10 64 63
4.10 Find the average deviation from mean for the following

distribution:
Dividend yield :
0–3 3–6 6–9 9–12 12–15 15–18 18–21
Number of companies :
2 7 10 12 9 6 4

4.11 Find the average deviation from median for the
following distribution:
Sales (Rs ’000) :
1–3 3–5 5–7 7–9 9–11 11–13 13–15 15–17
Number of shops :
6 53 85 56 21 26 4 4

4.12 In a survey of 48 engineering companies following data
was collected:

Level of profit (Rs in lakh) : 10 11 12 13 14
Number of companies : 63 12 18 12 63

Calculate the variance and standard deviation for the
distribution.

4.13 A manufacturer of T-shirts approaches you with the
following information
Length of shoulder (in inches) :
12.0 12.5 13.0 13.5 14 14.5 15 15.5 16

Frequency:

506 20.5 30. 43.5 60 56.5 37 16.5 36

Calculate the standard deviation and advice the
manufacturer as to the largest and the smallest shoulder
size T-shirts he should make in order to meet the needs
of his customers.

4.14 A charitable organization decided to give old-age
pension to people over sixty years of age. The scales of
pension were fixed as follows:

 Age Group Pension/month (Rs)

60–65 200
65–70 250
70–75 300
75–80 350
80–85 400

The ages of 25 persons who secured the pension are as
given below:
74 62 84 72 61 83 72 81 64
71 63 61 60 67 74 64 79 73
75 76 69 68 78 66 67

Calculate the monthly average pension payable per
person and the standard deviation.

4.15 Two automatic filling machines A and B are used to fill
tea in 500 g cartons. A random sample of 100 cartons
on each machine showed the following:

Tea Contents Machine A Machine B
(in g)

485–490 12 10
490–495 18 15
495–500 20 24
500–505 22 20
505–510 24 18
510–515 04 13

Comment on the performance of the two machines on
the basis of average filling and dispersion.

4.16 An analysis of production rejects resulted in the following
observations
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No. of Rejects No. of No. of Rejects No. of
per Operator Operator per Operator Operator

21–25 05 41–45 15
26–30 15 46–50 12
31–35 28 51–55 03
36–40 42

Calculate the mean and standard deviation.
[Delhi Univ., MBA, 2000]

4.17 Blood serum cholestrerol levels of 10 persons are as
under:
240 260 290 245 255 288 272 263 277 250
Calculate the standard deviation with the help of
assumed mean

4.18 32 trials of a process to finish a certain job revealed the
following information:

Mean time taken to complete the job = 80 minutes
Standard deviation = 16 minutes

Another set of 8 trials gave mean time as 100 minutes
and standard deviation equalled to 25 minutes.
Find the combined mean and standard deviation.

4.19 From the analysis of monthly wages paid to workers in
two organizations X and Y, the following results were
obtained:

X Y
Number of wage-earners : 0550 600.
Average monthly wages (Rs) : 1260 1348.5
Variance of distribution of wages (Rs) : 0100 841.

Obtain the average wages and the variability in individual
wages of all the workers in the two organizations taken
together.

4.20 An analysis of the results of a budget survey of 150
families showed an average monthly expenditure of
Rs 120 on food items with a standard deviation of
Rs 15. After the analysis was completed it was noted
that the figure recorded for one household was wrongly
taken as Rs 15 instead of Rs 105. Determine the correct
value of the average expenditure and its standard
deviation.

4.21 The standard deviation of a distribution of 100 values
was Rs 2. If the sum of the squares of the actual values
was Rs 3,600, what was the mean of this distribution?

4.22 An air-charter company has been requested to quote a
realistic turn-round time for a contract to handle certain
imports and exports of a fragile nature.

The contract manager has provided the management
accountant with the following analysis of turn-round
times for similar goods over a given twelve-monthly
period.

Turn-round Time Frequency
(in hours)

Less than 2 25
2 and < 14 36
4 and < 16 66
6 and < 18 47
8 and < 10 26

10 and < 12 18
12 and < 14 02

(a) Calculate mean and standard deviation.
(b) Advice the contract manager about the turn-round

time to be quoted using
(i) mean plus one standard deviation;
(ii) mean plus two standard deviations.

4.23 The following relationship holds between two measures
of temperature:

Fº = 32 + 
9
5

 Cº

where Fº and Cº denote the degree in daily average
temperature measured in Fahrenheit and Centigrade.

If the variance of daily average temperature in a city
throughout the year is 25ºC, what is the variance in Fº
for that year and vice-versa.

4.24 The hourly output of a new machine is four times that
of the old machine. If the variance of the hourly output
of the old machine in a period of n hours is 16, what is
the variance of the hourly output of the new machine in
the same period of n hours.

4.25. The number of cheques cashed each day at the five
branches of a bank during the past month has the
following frequency distribution:

Number of Cheques Frequency

200–199 10
200–399 13
400–599 17
600–799 42
800–999 18

The General manager, operations for the bank, knows
that a standard deviation in cheque cashing of more
than 200 checks per day creates staffing problem at
the branches  because of the uneven workload. Should
the manager worry about staffing next month?

4.26. Mr. Gupta, owner of a Bakery, said that the average
weekly production level of his company was 11,398
loaves, and the variance was 49,729. If data used to
compute the results were collected for 32 weeks,
during how many weeks was the production level
below 11,175? and Above 11,844?

Coefficient of Variance

4.27 Two salesmen selling the same product show the
following results over a long period of time:

Salesman X Salesman Y

Average sales volume
per month (Rs) 30,000 35,000
Standard deviation 2,500 3,600

Which salesman seems to be more consistent in the
volume of sales?

4.28 Suppose that samples of polythene bags from two
manufacturers A and B are tested by a buyer for bursting
pressure, giving the following results:
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Bursting Number of Bags
Pressure A B

5.0–9.9 2 09
10.0–14.9 9 11
15.0–19.9 29 18
20.0–24.9 54 32
25.0–29.9 11 27
30.0–34.9 5 13

(a) Which set of bags has the highest bursting pressure?
(b) Which has more uniform pressure? If prices are

the same, which manufacturer’s bags would be
preferred by the buyer? Why?

[Delhi Univ., MBA 1997]
4.29 The number of employees, average daily wages per

employee, and the variance of daily wages per employee
for two factories are given below:

Factory A Factory B

Number of employees : 050 100
Average daily wages (Rs) : 120 085
Variance of daily wages (Rs) : 009 016

(a) In which factory is there greater variation in the
distribution of daily wages per employee?

(b) Suppose in factory B, the wages of an employee
were wrongly noted as Rs 120 instead of
Rs 100. What would be the correct variance for
factory B?

4.30 The share prices of a company in Mumbai and Kolkata
markets during the last ten months are recorded below:

Month Mumbai Kolkata

January 105 108
February 120 117
March 115 120
April 118 130
May 130 100
June 127 125
July 109 125
August 110 120
September 104 110
October 112 135

Determine the arithmetic mean and standard deviation
of prices of shares. In which market are the share prices
more stable? [HP Univ., MBA 2002]

4.31 A person owns two petrol filling stations A and B. At
station A, a representative sample of 200 consumers
who purchase petrol was taken. The results were as
follows:

Number of Litres of Number of
Petrol Purchased Consumers

00 0and < 2 15
02 0and < 4 40
04 0and < 6 65
06 0and < 8 40

008 and < 10 30
10 and over 10

A similar sample at station B users showed a mean of 4
litres with a standard deviation of 2.2 litres. At which
station is the purchase of petrol relatively more variable?

H i n t s  a n d  A n s w e r s

4.9 MAD = 1.239; x  = 63.89
4.10 x  = 10.68; MAD = 3.823
4.11 Med = 6.612; MAD = 2.252
4.12 σ2 = 1 and σ = 1
4.13 x  = 14.013 inches; σ = 0.8706 inches; x  + 3σ =

14.884 (largest size); x  – 3σ = 13.142 (smallest size)
4.14 x  = Rs 280.2; σ = Rs 60.765

4.15 Machine A: x1  = 499.5; σ1 = 7.14; Machine B : x2  =
500.5; σ2 = 7.40

4.16 x  = 36.96; σ = 6.375
4.17 σ = 16.48

4.18 x12  = 84 minutes; σ12 = 19.84

4.19 x12  = Rs 1306; σ12 = Rs 53.14

4.20 Corrected x  = Rs 120.6 and corrected σ = Rs 12.4
4.21 x  = 5.66
4.22 (a) (i) x  = 5.68 ; (ii) σ = 2.88

(b) (i) x  + σ = 5.68 + 2.88 = 8.56 hours
The chance of this turn-round time cover
approx. 84%

(ii) x  + 2σ = 5.68 + 2 (2.88) = 11.44 hours
The chance of this turn round time cover
approx. 97.7%

4.24 Variance (new machine) = 256 hours

4.25 Mean µ = 
N

fx∑
 = 

59,000
100

 = 590 cheques per day

Standard deviatio, σ = 
2( )

N
f x − µ∑  = 

58,70,000
100

= 242.48 cheques per day
Since standard deviation σ value is more than
200, the manager should worry.

4.26 The standard deviation for the distribution is σ =
2σ  = 49,729  = 223. A production of 11,175

loaves is one standard deviation below the mean
(11,398 – 11,175) = 223. Assuming that the distri-
bution is symmetrical, we know that within
µ ± σ per cent about 68% of all observations fall.
The interval from the mean to one standard deviation
below the mean would contain about 34 per cent (68
per cent ÷ 2) of the data. Therefore, (50 – 34) = 16
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per cent (or approx 5 weeks) of the data would be
below 11,175 loaves.

4.27 Salesman X

4.28 Manufacture A: x1  = 21, σ1 = 4.875 and C.V. = 23.32%

Manufacturer B : x2  = 21.81, σ2 = 7.074 and C.V. =
32.44%; (a) Bags of manufacturer B have higher
bursting pressure; (b) Bags of manufacturer A have
more uniform pressure; (c) Bags of manufacturer A
should be preferred by buyer as they have uniform
pressure.

4.29 (a) CV(A) = 2.5 ;
CV(B) = 4.7. Variation in the distribution of daily
wages per employee in factory B is more.

(b) Correct Σ x = 100 × 85 – 120 + 100 = 8,480

Correct mean x  = 8480/100 = 84.8

Since σ2 = (Σ x2/N) – ( x )2

or 16 = (Σ x2/100) – (85)2

= Σ x2 – 7,22,500
or Σ x2 = 7,24,100

Correct Σ x2 = 7,24,100 – (120)2 + (100)2

= 7,19,700
Correct σ2 = (7,19,700/100) – (84.8)2 = 5.96

4.30 CV(Mumbai) = 7.24% ; CV (Kolkata) = 8.48%. This
shows more stability in Mumbai stock market.

4.31 CV(A) = 46.02% ; CV(B) = 55%. The purchase of
petrol is relatively more variable at station B.

F o r m u l a e  U s e d

1. Range, R
Value of highest observation – Value of lowest
observation = H – L

Coefficient of range = 
H L
H L

−
+

2. Interquartile range  = Q3 – Q1

Quartile deviation, QD = 
Q Q

2
3 1−

Coefficient of QD = 
Q Q
Q Q

3 1

3

−
+ 1

3. Mean average deviation
For ungrouped data

(i) MAD = 
| |x x

n
−∑ , for sample

(ii) MAD = 
| |x −∑ µ
N

, for population

(iii) MAD =
| |x

n
−∑ Me

, from median

For grouped data MAD =
f x x

f
| |−∑

∑

4. Coefficient of MAD = 
MAD
or Mex

 × 100

5. Variance
Ungrouped data

σ2 = 
( )x x−∑ 2

N
= 

x x2 2∑ ∑− F
HG

I
KJN N

= 
d d2 2∑ ∑− F

HG
I
KJN N

where d = x – A; A is any assumed A.M. value

Grouped data, σ2 = 
f d f d

h
2 2∑ ∑− F

HG
I
KJ

L
N
MM

O
Q
PPN N

where d = (m – A)/h; h is the class interval and m is
the mid-value of class intervals.

6. Standard deviation

Ungrouped data σ = σ2

Grouped data σ = f d fd
h

2 2∑ ∑− F
HG

I
KJ ×

N N

7. Coefficient of variation (CV) = 
σ
x

× 100

C h a p t e r  C o n c e p t s  Q u i z

True or False
3. The interquartile range is based upon only two values in

the data set. (T/F)
4. Absolute measures of variation are used for comparing

variability among observations in a data set. (T/F)
5. The semi-interquartile range is inappropriate to use with

skewed distributions. (T/F)

1. Range is a measure of variation which gives us information
about scatter of values around a measure of central
tendency. (T/F)

2. When a distribution consists of different observations, s
or σ are relatively large. (T/F)
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6. Mean absolute deviation taken from median is least. (T/F)
7. The standard deviation is measured in the same unit as

the observations in the data set. (T/F)
8. In a symmetrical distribution, semi-interquartile range is

one fourth of the range. (T/F)
9. The coefficient of variation is a relative measure of

dispersion. (T/F)
10. The inter-quartile range measures the average range of

the lower fourth of a distribution. (T/F)

11. For a symmetrical distribution, mean absolute deviation
equals 4/5 of standard deviation. (T/F)

12. Variance indicates the average distance of any observation
in the data set from the mean. (T/F)

13. Sample standard deviation provides an accurate estimate
of the population standard deviation. (T/F)

14. Variance is the square of the standard deviation. (T/F)
15. Standard deviation can be calculated by taking deviation

from any measure of central tendency. (T/F)

Multiple Choice
26. The standard deviation of the first n natural numbers is:

(a)
1
6

( )n2 1− (b)
1
6

( )n2 1+

(c) 1
12

( )n2 1− (d) 1
12

( )n2 1+

27. The number of observations in a set of data covered by
the interval, x  ± Q.D. are:
(a) 50 per cent (b) 57.73 per cent
(c) 59.23 per cent (d) none of the above

28. In a symmetrical distribution, observations covered in the
interval x  ± 3σ are:
(a) 99.475 per cent (b) 99.65 per cent
(c) 99.73 per cent (d) none of the above

29. The relationship between mean absolute deviation and
the quartile deviation is:

(a) MAD = 5
6

Q.D. (b) MAD = 6
5

Q.D.

(c) MAD = 4
5

Q.D. (d) MAD = 5
4

Q.D.

30. Which of the following measures of dispersion is least
affected by extreme values of observations in a data set?
(a) range
(b) quartile deviation
(c) mean absolute deviation
(d) standard deviation

31. Which of the following is not a valid reason for measuring
the dispersion of distribution?
(a) It provides an indication of the reliability of the statistic

used to measure central tendency.
(b) It enables us to compare several samples with similar

averages.
(c) It uses more data in discribing a distribution.
(d) It draws attention to problems associated with very

small or very large variability in distributions.
32. Why is it necessary to square the differences from the

mean when computing the population variance?
(a) So that extreme values will not affect the calculation.
(b) Because it is possible that N could be very small.
(c) Some of the differences will be positive and some will

be negative.
(d) None of these.

33. Assume that a population has µ = 100 and σ = 10. If a
particular observation has a standard score of 1, it can be
concluded that
(a) its value is 110.

16. The standard deviation of a set of 50 observations is 8. If
each observation is multiplied by 2, then the new value of
standard deviation will be:
(a) 4 (b) 8
(c) 16 (d) none of the above

17. If mean and coefficient of variation of a set of data is 10
and 5, respectively, then the standard deviation is:
(a) 10 (b) 50
(c) 5 (d) none of the above

18. The semi-interquartile range is preferred to standard
deviation as a measure of dispersion when:
(a) sample size is small
(b) distribution is standardized
(c) distribution is highly skewed
(d) range is small

19. In a more dispersed (spread out) set of data:
(a) difference between the mean and the median is greater
(b) value of the mode is greater
(c) standard deviation is greater
(d) inter-quartile range is smaller

20. Which of the following is a relative measure of dispersion:
(a) standard deviation
(b) variance
(c) coefficient of variation
(d) all of the above

21. In a normal frequency distribution, the number oif
observations included in x  ± MAD are:
(a) 50 per cent (b) 57.51 per cent
(c) 68.51 per cent (d) none of the above

22. If quartile deviation is 8, then value of the standard
deviation will be:
(a) 12 (b) 16
(c) 24 (d) none of the above

23. If mean absolute deviation is 8, then value of the standard
deviation will be:
(a) 15 (b) 12
(c) 10 (d) none of the above

24. If the first and third quartiles are 22.16 and 56.36,
respectively, then the quartile deviation is:
(a) 17.1 (b) 34.2
(c) 51.3 (d) none of the above.

25. The standard deviation of a set of 50 observations is 6.5.
If value of each observation is increased by 5, then the
standard deviation is:
(a) 2.5 (b) 1.5
(c) 3.5 (d) none of the above
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(b) it lies between 90 and 110, but its exact value cannot
be determined.

(c) its value is greater than 110.
(d) nothing can be determined without knowing N.

34. How does the computation of a sample variance differ
from the computation of a population variance?

(a) µ is replaced by x .
(b) N is replaced by n – 1.

(c) both (a) and (b)
(d) none of these.

35. Chebyshev’s theorem says that 99 percent of the values
will lie within ±3 standard deviations from the mean for
(a) bell-shaped distributions.
(b) positively skewed distributions.
(c) negatively skewed distributions.
(d) all distributions.

Concepts Quiz Answers

1. F 2. T 3. T 4. F 5. T 6. T 7. T 8. T 9. T
10. F 11. T 12. T 13. F 14. F 15. F 16. (c) 17. (b) 18. (b)
19. (c) 20. (c) 21. (b) 22. (a) 23. (c) 24. (a) 25. (b) 26. (c) 27. (a)
28. (c) 29. (b) 30. (c) 31. (a) 32. (c) 33. (d) 34. (c) 35. (a)

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s

4.32 A petrol filling station has recorded the following data
for litres of petrol sold per automobile in a sample of
680 automobiles:

Petrol Sold Frequency
(Litres)
0–04 74
 5–09 192

10–14 280
15–19 105
20–24 23
25–29 6

Compute the mean and standard deviation for the
data.

4.33 A frequency distribution for the duration of 20 long-
distance telephone calls in minutes is as follows:

Call Duration Frequency
(Minutes)

4–17 4
8–11 5

12–15 7
16–19 2
20–23 1
24–27 1

Compute the mean, variance, and standard deviation.
4.34 Automobiles travelling on a highway are checked for

speed by the police. Following is a frequency distribution
of speeds:

Speed (km per hours) Frequency

45–49 10
50–54 40
55–59 150
60–64 175
65–69 75
70–74 15
75–79 10

What is the mean, variance, and standard deviation of
speed for the automobiles travelling on the highway?

4.35 A work-standards expert observes the amount of time
(in minutes) required to prepare a sample of 10 business
letters in the office with observations in ascending order:
5, 5, 5, 7, 9, 14, 15, 15, 16, 18.
(a) Determine the range and middle 70 per cent range

for the sample.
(b) If the sample mean of the data is 10.9, then calculate

the mean absolute deviation and variance.
4.36 ABC Stereos, a wholesaler, was contemplating becoming

the supplier to three retailers, but inventory shortages
have forced him to select only one. ABC’s credit manager
is evaluating the credit record of these three retailers.
Over the past 5 years these retailers’ accounts receivable
have been outstanding for the following average
number of days. The credit manager feels that
consistency, in addition to lowest average, is important.
Based on relative dispersion, which retailer would make
the best customer?

Lee : 62.20 61.80 63.40 63.00 61.70
Forest : 62.50 61.90 63.80 63.00 61.70
Davis : 62.00 61.90 63.00 63.90 61.50

[Delhi Univ., MBA, 1999]
4.37 A purchasing agent obtained samples of 60 watt bulbs

from two companies. He had the samples tested in his
own laboratory for length of life with the following
results:

Length of Life Samples from
(in hours) Company A Company B

 1700–1900 10 03
 1900–2100 16 40
 2100–2300 20 12
 2300–2500 08 03
 2500–2700 06 02

(a) Which company’s bulbs do you think are better
in terms of average life?
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(b) If prices of both the companies are same, which
company’s bulbs would you buy and why?

[Delhi Univ., MBA, 2000]
4.38 The Chief Medical Officer of a hospital conducted a

survey of the number of days 200 randomly chosen
patients stayed in the hospital following an operation.
The data are given below
Hospital stay (in days) :
1–3 4–6 7–9 10–12 13–15 16–18 19–21 22–24
Number of patients:
18 90 44 21 9 9 4 5
(a) Calculate the mean number of days patients stay in

the hospital along with standard deviation of the
same.

(b) How many patients are expected to stay between 0
and 17 days.

4.39 A nursing home is well-known in effective use of pain
killing drugs for seriously ill patients. In order to know
approximately how many nursing staff to employ, the
nursing home has began to keep track of the number
of patients that come every week for checkup. Each
week the CMO records the number of seriously ill
patients and the number of routine patients. The data
for the last 5 weeks is as follows:

Seriously ill patients : 33 50 22 27 48
Routine patients : 34 31 37 36 27

(a) Find the limits within which the middle 75 per cent
of seriously ill patients per week should fall.

(b) Find the limits within which the middle 68 per cent
of routine patients per week should fall.

4.40 There are a number of possible measures of sales
performance, including how consistent a sales person
is, in meeting established sales goals. The following data
represent the percentage of goal met by each of three
sales persons over the last five years

Raman : 88 68 89 92 103
Sindhu : 76 88 90 86 79
Prasad : 104 88 118 88 123

Which salesman is most consistent. Suggest an
alternative measure of consistency (if possible).

4.41 Gupta Machine Company has a contract with one of its
customers to supply machined pump gears. One
requirement is that the diameter of its gears be within
specific limits. The following data is of diameters  (in
inches) of a sample of 20 gears:

4.01 4.00 4.02 4.03 4.00 3.98 3.99 3.99
4.01 4.02 3.99 3.98 3.97 4.00 4.02 4.01

4.02 4.00 4.01 3.99
What can Gupta say to his customers about the
diameters of 95 per cent of the gears they are receiving?

[Delhi Univ., MBA, 1998]
4.42 A production department uses a sampling procedure to

test the quality of newly produced items. The
department employs the following decision rule at an
inspection station: If a sample of 14 items has a variance
of more than 0.005, the production line must be shut

down for repairs. Suppose the following data have just
been collected:

3.43 3.45 3.43 3.48 3.52 3.50 3.39
3.48 3.41 3.38 3.49 3.45 3.51 3.50

Should the production line be shut down? Why or why
not?

4.43 Police records show the following numbers of daily crime
reports for a sample number of days during the winter
months and a sample number of days during the
summer months.

Winter : 18 20 15 16 21 20 12 16 19 20
Summer : 28 18 24 32 18 29 23 38 28 18
(a) Compute the range and inter-quartile range for each

period.
(b) Compute the variance and standard deviation for

each period.
(c) Compute the coefficient of variation for each period.

4.44 Public transportation and the automobiles are two
options an employee can use to get to work each day.
Samples of time (in minutes) recorded for each option
are shown below:
Public transportation  :
28 29 32 37 33 25 29 32 41 34
Automobile :
29 31 33 32 34 30 31 32 35 33
(a) Compute the sample mean time to get to work for

each option.
(b) Compute the sample standard deviation for each

option.
(c) On the basis of your results from parts (a) and (b),

which method of transportation should be
preferred? Explain.

4.45 The mean and standard deviation of a set of 100
observations were worked out as 40 and 5 respectively
by a computer which, by mistake, took the value 50 in
place of 40 for one observation. Find the correct mean
and variance. [Lucknow Univ., MBA, 1989]

4.46 The number of employees, wages per employee and
the variance of the wages per employee for two factories
is given below:

Factory A Factory B
Number of employees : 100 150
Average wage per employee
per month (Rs) : 3200 2800
Variance of the wages per
employee per month (Rs) : 625 729

(a) In which factory is there greater variation in the
distribution of wages per employee?

(b) Suppose in factory B, the wages of an employee
were wrongly noted as Rs 3050 instead of Rs 3650,
what would be the correct variance for factory B?

[Kumaun Univ., MBA, 1998]
4.47 In two factories A and B engaged in the same industry,

the average weekly wages and standard deviations are
as follows:
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Factory Average Weekly S.D. of No. of
Wages (Rs) Wages (Rs) Wage Earners

A 460 50 100
B 490 40 80

(a) Which factory, A or B, pays a higher amount as
weekly wages?

(b) Which factory shows greater variability in the
distribution of wages?

(c) What is the mean and standard deviation of all the
workers in two factories taken together?

[HP Univ., MBA ; Vikram Univ., MBA, 1997]
4.48 The mean of 5 observations is 4.4 and the variance is

8.24. If three of the five observations are 1, 2 and 6, find
the other two.

4.49 The mean and standard deviation of normal distribution
are 60 and 5 respectively. Find the inter-quartile range
and the mean deviation of the distribution:

[Delhi Univ., BCom (H), 1997]
4.50 Mean and standard deviation of the following continuous

series are 31 and 5.9 respectively. The distribution after
taking step deviations is as follows:
Step deviation,  d : – 3 – 2 – 1 0 1 2 3

Frequency,  f : 10 15 25 25 10 10 5
Determine the actual class intervals.

[Delhi Univ., BCom (H) 1998]
4.51 The value of the arithmetic mean and standard

deviation of the following frequency distribution of a
continuous variable derived from the use of working
origin and scale are Rs. 107 and 13.1 respectively.
Determine the actual classes.

 Step deviation, d : – 3 – 2 – 1 0 + 1 + 2
Frequency, f : 1 3 4 7 3 2

[Ranchi Univ., MBA, 1998]
4.52 The mean and standard deviation of a set of 100

observations were found to be 40 and 5 respectively.
But by mistake a value 50 was taken in place of 40 for
one observation. Re-calculate the correct mean and
standard deviation. [Lucknow Univ., MBA, 1999]

4.53 The mean and the standard deviation of a sample of 10
sizes were found to be 9.5 and 2.5 respectively. Later
on, an additional observation became available. This
was 15.0 and was included in the original sample. Find
the mean and the standard deviation of 11 observations.

4.54 The Shareholders Research Centre of India has recently
conducted a research-study on price behaviour of three
leading industrial shares, A, B, and C for the period
1979 to 1985, the results of which are published as
follows in its Quarterly Journal:

Share Average Standard Current Selling
Price (Rs) Deviation Price (Rs)

A 18.2 5.4 36.00
B 22.5 4.5 34.75
C 24.0 6.0 39.00

(a) Which share, in your opinion, appears to be more
stable in value?

(b) If you are the holder of all the three shares, which
one would you like to dispose of at present, and
why?[HP Univ., MCom; Jammu Univ., MCom, 1997]

4.55 Find the missing information from the following:

Group I Group II Group III Combined

Number 50 ? 90 200
Std. dev. 6 7 ? 7.746
Mean 113 ? 115 116

[HP Univ., MBA; Osmania Univ., MBA, 1997]

4.56 An analysis of the weekly wages paid to workers in two
firms A and B belonging to the same industry, gives the
following results:

Firm A Firm B
Number of wage-earners 550 650
Average daily wages 50 45
Standard deviation of the
distribution of wages 90 120

(a) Which firm, A or B, pays out a larger amount as
daily wages?

(b) In which firm, A or B, is there greater variability
in individual wages?

(c) What are the measures of (i) average daily wages
and (ii) standard deviation in the distribution of
individual wages of all workers in the two firms
taken together?

[M.D. Univ., MBA; Diploma in Mgt., AIMA, Dec., 1999]

H i n t s  a n d  A n s w e r s

4.32 x = 10.74 litres per automobile, σ = 5.00 litres
4.35 (a) Range = H – L = 18 – 5 = 15 minutes

Middle 70% of R = P85 – P15
= x(85/100) + (1/2) – x(15/100) + (1/2)
= x(8.5 + 0.5) – x(1.5 + 0.5) = x9 – x2
= 16 – 5 = 11 minutes

(b) MAD = 
| |x x

n
−∑  = 

47
10

 = 4.7 minutes

s2 = 
x n x
n

2 2

1
−
−

∑  = 
1431 10 10 9

10 1

2, ( . )−
−

= 26.99 minutes

4.36 Lee : x  = 62.42, s = 0.7497,

CV = (s/ x ) × 100 = 1.20%

Forest: x  = 62.18, s = 0.9257,
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CV = (s/ x ) × 100 = 1.49%

Davis : x  = 62.46, s = 0.9762,

CV = (s/ x ) × 100 = 1.56%
Based on CV, Lee would be the best customer

4.37 For company A:

x = A + 
fd∑

N × h = 2200 – 
16
60

200×  = 2146.67;

σ = 
fd fd

h
2 2∑ − ∑F

HG
I
KJ ×

N N

= 
88
60

16
60

200
2

−
−F

HG
I
KJ ×  = 236.4

CV = (σ/ x ) × 100 = 11%

For company B: x  = 2070 ; σ = 158.8 and CV = 7.67%.
(a) Bulbs of company A are better.
(b) CV(B) < CV(A): Buy company B bulbs as their

burning hours are more uniform.

4.38 (a) x = 
f m
n

∑  = 1543
200

 = 7.715 days;

s2 = 
( )x x
n

−
−

∑ 2

1
 = 

4384 755
199

.
 = 22.033

s = 22 033.  = 4.69 days

(b) z = 
x x

s
−

 = 
0 7 715

4 69
− .

.
 = – 1.644, i.e. zero day

stay is 1.64 standard deviation below the mean,
and

z = 
x x

s
−

 = 
17 7 715

4 69
− .
.

 = 1.97, i.e. 17 days stay in

1.97 standard deviation above the mean.
Applying the Chebyshev’s theorem with z = 1.97, we
have

1
1
2−F

HG
I
KJz

 = 1
1

197 2−
L
N
M
M

O
Q
P
P( . )

 = 0.743

This indicates that at least 75% patients, i.e. 0.75 (200)
= 150 patients should stay between 0 and 17 days.

4.39 (a) x = 
x

n
∑  = 180 ÷ 5 = 36 patients

s = 
x n x
n

2

1
−
−

∑ 2
 = 

7106 5 36
4

2− ( )

= 156 5.  = 12.51 patients
The middle 75% of data should be in the interval,

x  ± 2s = 36 ± 2 (12.51) = (11, 61) patients.

(b) x = 
x

n
∑  = 165 ÷ 5 = 33 patients

s = 
x n x
n

2

1
−
−

∑ 2
 = 5511 5 33

4

2− ( )

= 16 5.  = 4.06 patients
If distribution is normal, then middle 68% of data

should be in the interval x  ± s = 33 ± 4.06 = (29, 37)
patients.

4.40 Sales Person x s CV = (s/ x ) × 100

Raman 88 12.67 14.4%
Sindhu 83.8 6.02 7.2%
Prasad 104.2 16.35 15.7%

Sindhu is most consistent both in terms of s and CV.
4.41 Diameter : 3.97 3.98 3.99 4.00 4.01 4.02 4.03

Frequency : 1 2 4 4 4 4 1

x =
x

n
∑

 = 80.04 ÷ 20 = 4.002 inches

s =
x n x

n

2 2

1
−
−

∑ ( )

= 320 325 20 4 002
19

2. ( . )−  = 0.016 inches

If distribution is bell-shaped, then 95% of the gears

will have diameters in the interval: x  ± 2s = 4.002 ±
2 (0.016) = (3.970, 4.034) inches.

4.44 (a) Public : 32; Auto : 32 (b) Public : 4.64;
Auto : 1.83 (c) Auto has less variability.

4.45 (i) x  = x
n

∑  or x∑  = x N = 40 × 100 = 4,000

Correct x∑ = 4000 – 50 + 40 = 3990. Thus
Correct, x = 3990 ÷ 100 = 39.9

(ii) σ2 = 
x

x
2

2∑ −
N

( )  or 25 = 
x 2∑

100
 – (40)2

or x2∑  = 1,62,500

Correct x2∑ = 1,62,500 – (50)2 + (40)2

= 1,62,500 – 2500 + 1600
= 1,61,600

Correct σ2 = Correct
N

Correct
x

x
2

2∑ − ( )

= 
161600

100
, ,

 – (39.9)2 = 23.99

4.46 (a) CV (A) = 
σ
x  × 100 = 

625
3200

100×  = 0.781 ;

CV(B) = 729
2800

100×  = 0.964

There is greater variation in the distribution of
wages per employee in factory B.

(b) x  = x∑
N

 or x∑  = N x  = 150 × 2800 = 4,20,000

Correct x∑ = 4,20,000 – 3050 + 3650 = 4,20,600;

Correct, x = 4 20 600
150

, ,  = 2,804

Variance, σ2 = 
x∑ 2

N
 – ( x )2

or 729 =
x∑ 2

150
 – (2800)2

or x∑ 2 = 1,17,61,09,350
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Correct x∑ 2  = 1,17,61,09,350 – (3050)2

+ (3650)2 = 1,18,01,29,350

Correct σ2 = 
Correct

N
Correct

2x
x∑ − ( )2

= 
118 0129 350

150
, , , ,

 – (2804)2 = 5113

4.47 (a) Total weekly wages: Factory A = 460 × 100 =
Rs 46,000; Factory B = 490 × 80 = Rs 39,200
Factory A pays a larger amount.

(b) CV (Factory A) = 
σ
x

× 100 =
50

460
100× = 10.87%;

CV (Factory B) = 
40

490
 × 100 = 8.16%

Since CV (A) × CV (B), factory A shows greater
variability in wages.

(c) x12 = 
N N

N N
1 1 2 2

1 2

x x+
+

 = 
100 460 80 490

100 80
× + ×

+

= Rs 473.33

σ12
2 = 

N N
N N1 2

1 1
2

1
2

2 2
2

2
2( ) ( )σ σ+ + +

+
d d

;

= 
100 50 13 33 80 40 16 67

100 80

2 2 2 2( ) ( . ) ( ) ( . )+ + +

+
{ } { }

= 48.19

d1 = | 1 12x x− | = |460 – 473.33| = 13.33

d2 = | 2 12x x− | = |490 – 473.33| = 16.67

4.48 x  = 
x∑

N or x∑  = N x  = 5 × 4.4 = 22

Let two terms x1 and x2 are missing. Then
x1 + x2 + 1 + 2 + 6 = 22 or x1 + x2 = 13

Also σ2 =
x

x
2

2∑ −
N

( )  or 8.24 = 
x2

24 4∑ −
5

( . )

or x2∑ = 138

∴ x2∑ = x x1
2

2
2+  + (1)2 + (2)2 + (6)2

= 138 or x x1
2

2
2+  = 97

Now x x1
2

2
2+ = (x1 + x2)2 – 2x1x2

or 97 = (13)2 – 2x1x2 or x1x2 = 36

(x1 – x2)2 = x x1
2

2
2+  – 2x1x2 = 97 – 2 (36) = 25,

or x1 – x2 = 5
Solving two equations x1 + x2 = 13 and x1 – x2 = 5, we
have x1 = 9 and x2 = 4.

4.49 QD = 
2
3

σ  = 
2
3

5×  = 
10
3

;

QD = 
Q Q

2
3 2−

 = 
10
3

 or Q3 – Q1 = 
20
3

 = 6.67

Thus interquartile range is 6.67

4.51 σ = 
fd fd2 2∑ ∑− F

HG
I
KJN N

 × h

or 13.1 = 
36
20

6
20

2
−

−F
HG

I
KJ  × h or h = 10

x = A + 
fd∑

N
 × h

or 107 = A – 
6

20
10×  or A = 110 (assumed mean)

Since deviations are taken from A = 110 and class
interval is, h = 10, therefore the class corresponding to
d = 0 will be 105–115. Other classes will be:

Class :
75–85 85–95 95–105 105–115 115–125 125–135
Frequency :

1 3 4 7 3 2

4.52 Correct x  = 39.9 and σ = 4.9

4.53 x  = 
x∑

N
 or x∑  = N x  = 10 × 9.5 = 95

Adding the 11th observation,

We get x∑  = 95 + 15 = 110.

Then x = 
x∑

N
 = 110 ÷ 11 = 10

Also, σ2 = 
x

x∑ −
2

2
N

( )  or (2.5)2 = 
x∑ 2

10
 – (9.5)2

or x2∑ = 965

Now value of x2∑  = 965 + (15)2 = 1190. Then

σ2 = x
x∑ −

2
2

N
( )  = 

1190
11

 – (10)2 = 2.86

4.54 (a) CV(A) = 30, CV(B) = 20 and CV(C) = 25; Share B
is more stable.

(b) Dispose share A because of high variability in its
price.

4.55 Given N1 + N2 + N3 = 200, N1 = 50, N3 = 90, therefore
N2 = 60

x 123 = 
N N N

N N N
1 1 2 2 3 3

1 2 3

x x x+ +
+ +

or 116 = 
50 113 60 90 115

200
× + × + ×x2

or x2 = 120

2
123σ  = 

N N N
N N N

1 2 3

1 2 3

( ) ( ) ( )σ σ σ1
2

1
2

2
2

2
2

3
2

3
2+ + + + +

+ +
d d d

60 = 
50 6 3 60 7 4 90 1

200

2 2 2 2
3
2 2( ) ( ) ( ) ( ) ( )+ − + + + + −{ } { } { }σ
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or σ3
2 = 64 or σ3 = 8; where d1 = x1  – x123 ; d2

= x x2 123− ; d3 = x x3 123−

4.56 (a) Firm B pays more wages;
(b) Firm B has greater variability in individual wages

(c) x12  = 47.29 and σ12 = 10.605

C a s e  S t u d ies

Case 4.1: Himgiri Hospital

The hospital recently has installed a new computer-
based, interactive, hospital communication system. The
system fully integrates the communication activities of
admitting, nursing, physician services, laboratory,
radiology, pharmacy and assorted medication services,
business office, medical records, central supply, di-
etary services, emergency, and outpatient.

In special training sessions with physicians who
were to use the system, the director of the hospital
observed that one of the key variables affecting the
physicians was the ‘waiting time’ they experienced
between inputting data or information requests at a
video matrix terminal and the response by the main-
frame computer. One of the doctor who is cardiolo-
gist was particularly vocal in his complaints about the
system: ‘Look, I can’t wait all day for a machine. I
need information that is accurate and in a form I can
use. You can’t expect me to also spend time learning
how to use your machine—I have enough to do.’

To the physicians, sitting at a terminal and wait-
ing for the computer to respond was simply ‘intoler-
able.’ The director of the hospital was sympathetic to
the physicians’ attitude and had negotiated a contract
with the computer hardware vendor specifying that
the average waiting time not to exceed 10 seconds.

After the system has been operating nearly 15
months, the director conducted a full-scale evalua-
tion. In general, all aspects of the system looked
either good or excellent with the exception that only
about 60 percent of the physicians were actually

using it, and over the past several months there had
been a number of complaints about excessive waiting
times.

The director was considering the possibility of
holding a new series of training sessions for the phy-
sicians, but he decided to first review the data col-
lected on actual waiting times experienced by the
physicians. These sets of data were available: those
collected during the original training session in January
2003 and those collected by staff analysts in March
2004 and May, 2004. These waiting-time (in seconds)
data are given below:

January 2003 March 2004 May 2004

9 8 5 08 06 14 12 07 7 15 16
6 6 7 12 08 07 10 13 7 17 15
9 9 8 12 10 14 7
7

Questions for Discussion

1. Calculate the mean waiting time for each of the
three sets of data. Do the mean waiting times
appear to be in conformance with the established
standard?

2. Calculate the median waiting times for each of the
three sets of data. What general conclusions can
you draw?

3. Determine the range and standard deviation for
each of the three sets of data and consider the
implications of the results.



5C h a p t e r

Skewness, Moments, and Kurtosis

L E A R N I N G  O B J E C T I V E S

While an individual is an
insolvable puzzle, in an
aggregate he becomes a
mathematical certainty.
You can, for example,
never foretell what any
one man will do, but you
can say with precision
what an average number
will be up to.

—Arthur Conan Doyle

After studying this chapter, you should be able to
know the complementary relationship of skewness with measures of central
tendency and dispersion in describing a set of data.
understand ‘moments’ as a convenient and unifying method for summarizing
several descriptive statistical measures.

5.1 INTRODUCTION

In Chapter 4 we discussed measures of variation (or disperson) to describe the spread of
individual values in a data set around a central value. Such descriptive analysis of a
frequency distribution remains incomplete until we measure the degree to which these
individual values in the data set deviate from symmetry on both sides of the central value
and the direction in which these are distributed. This analysis is important due to the
fact that data sets may have the same mean and standard deviation but the frequency
curves may differ in their shape. A frequency distribution of the set of values that is not
‘symmetrical (normal)’ is called asymmetrical or skewed. In a skewed distribution, extreme
values in a data set move towards one side or tail of a distribution, thereby lengthening
that tail. When extreme values move towards the upper or right tail, the distribution is
positively skewed. When such values move towards the lower or left tail, the distribution
is negatively skewed. As discussed, the mean, median, and mode are affected by the high-
valued observations in any data set. Among these measures of central tendency, the mean
value gets affected largely due to the presence of high-valued observations in one tail of
a distribution. The mean value shifted substantially in the direction of high-values. The
mode value is unaffected, while the median value, which is affected by the numbers but
not the values of such observations, is also shifted in the direction of high-valued
observations, but not as far as the mean. The median value changes about 2/3 as far as the
mean value in the direction of high-valued observations (called extremes). Symmetrical
and skewed distributions are shown in Fig. 5.1.

For a positively skewed distribution A.M. > Median > Mode, and for a negatively
skewed distribution A.M. < Median < Mode. The relationship between these measures
of central tendency is used to develop a measure of skewness called the coefficient of
skewness to understand the degree to which these three measures differ.
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Measure of skewness is the
statistical technique to indicate
the direction and extent of
skewness in the distribution of
numerical values in the data
set.
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From the above discussion two points of difference emerge between variation and
skewness:

(i) Variation indicates the amount of spread or dispersion of individual values in a
data set around a central value, while skewness indicates the direction of
dispersion, that is, away from symmetry.

(ii) Variation is helpful in finding out the extent of variation among individual
values in a data set, while skewness gives an understanding about the
concentration of higher or lower values around the mean value.

5.2 MEASURES OF SKEWNESS

The degree of skewness in a distribution can be measured both in the absolute and relative
sense. For an asymmetrical distribution, the distance between mean and mode may be
used to measure the degree of skewness because the mean is equal to mode in a symmetrical
distribution. Thus,

Absolute Sk = Mean – Mode
= Q3 + Q1 – 2 Median (if measured in terms of quartiles).

For a positively skewed distribution, Mean > Mode and therefore Sk is a positive
value, otherwise it is a negative value. This difference is taken to measure the degree of
skewness because in an asymmetrical distribution mean moves away from the mode.
Larger the difference between mean and mode, whether positive or negative, more is the
asymmetrical distribution or skewness. This difference, however, may not be desirable
for the following reasons:

(i) The difference between mean and mode is expressed in the same units as the
distribution and therefore cannot be used for comparing skewness of two or
more distributions having different units of measurement.

(ii) The difference between mean and mode may be large in one distribution and
small in another, although the shape of their frequency curves is the same.

In order to overcome these two shortcomings and to make valid comparisons between
skewness of two or more distributions, the absolute difference has to be expressed in
relation to the standard deviation— a measure of dispersion. Since we want to express
any measure of skewness as a pure (relative) number, therefore this distance is expressed
in terms of the unit of measurement in units of the standard deviation.

5.2.1 Relative Measures of Skewness

The following are three important relative measures of skewness.

Figure 5.1
Comparison of Three Data
Sets Differing in Shape
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Karl Pearson’s coefficient of skewness

The measure suggested by Karl Pearson for measuring coefficient of skewness is given
by:

Skp = Mean Mode
Standard deviation

−  = x − Mo
σ

(5-1)

where Skp = Karl Pearson’s coefficient of skewness.
Since a mode does not always exist uniquely in a distribution, therefore it is convenient

to define this measure using median. For a moderately skewed distribution the following
relationship holds:

Mean – Mode =3(Mean – Median) or Mode = 3 Median – 2 Mean

When this value of mode is substituted in the Eqn. (5-1) we get

Skp = 3( )x − Me
σ

(5-2)

Theoretically, the value of Skp varies between ± 3. But for a moderately skewed
distribution, value of Skp = ± 1. Karl Pearson’s method of determining coefficient of
skewness is particularly useful in open-end distributions.

Bowley’s Coefficients of Skewness

The method suggested by Prof. Bowley is based on the relative positions of the median
and the quartiles in a distribution. If a distribution is symmetrical, then Q1 and Q3
would be at equal distances from the value of the median, that is,

Median – Q1 = Q3 – Median

or Q3 + Q1 – 2 Median = 0 or Median = 
Q Q
2

3 1+

This shows that the value of median is the mean value of Q1 and Q3. Obviously in such
a case the absolute value of the coefficient of skewness will be zero.

When a distribution is asymmetrical, quartiles are not at equal distance from the
median. The distribution is positively skewed, if Q1 – Me > Q3 – Me, otherwise negatively
skewed.

The absolute measure of skewness is converted into a relative measure for comparing
distributions expressed in different units of measurement. For this, absolute measure is
divided by the inter-quartile-range. That is,

Relative Skb =
Q Q 2Med

Q Q
3 1

3 1

+ −
−

= ( ) ( )
( ) ( )
Q Med Med Q
Q Med Med Q

3 1

3 1

− − −
− + −

(5-3)

In a distribution, if Med = Q1, then Skb = ±1, but of Med = Q3 then Skb = – 1. This
shows that the value of Skb varies between ± 1 for moderately skewed distribution. This
method of measuring skewness is quite useful in those cases where (i) mode is ill-defined
and extreme observations are present in the data, (ii) the distribution has open-end
classes. These two advantages of Bowley’s coefficient of skewness indicate that it is not
affected by extreme observations in the data set.
Remark: The values of Skb obtained by Karl Pearson’s and Bowley’s methods cannot be
compared. On certain occasions it is possible that one of them gives a positive value
while the other gives a negative value.

Kelly’s Coefficient of Skewness

The relative measure of skewness suggested by Prof. Kelly is based on percentiles and
deciles:

Skk =
P P 2P

P P
10 90 50

90 10

+ −
−

or
D D 2D

D D
1 9 5

9 1

+ −
−

(5-4)

This method is an extension of Bowley’s method in the sense that Bowley’s method is
based on the middle 50 per cent of the observations while this method is based on the
observations between the 10th and 90th percentiles (or first and nineth deciles).
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Example 5.1: Data of rejected items during a production process is as follows:

No of rejects : 21–25 26–30 31–35 36–40 41–45 46–50 51–55
(per operator)

No. of operaters : 5 15 28 42 15 12 3

Calculate the mean, standard deviation, and coefficient of skewness and comment on the
results.

Solution: The calculations for mean, mode, and standard deviation are shown in Table
5.1

Table 5.1 Calculations for Mean, Mode and Standard Deviation

Class Mid-value Frequency d = m
h
− A = m − 38

5
f d f d2

(m) ( f )

21–25 23 5 – 3 – 15 45
26–30 28 15 – 2 – 30 60
31–35 33 28 ← fm – 1 – 1 – 28 28
36–40 38 42 ← fm 0 0 0
41–45 43 15 ← fm + 1 1 15 15
46–50 48 12 2 24 48
51–55 53 3 3 9 27

N = 120 – 25 223

Let assumed mean, A = 38. Then

x = A + 
fd

h∑ ×
N

 = 38 – 
25

120
5×  = 36.96 rejects per operator

σ = ∑ ∑ −   

22

N N
fd fd

× h

=
223
120

25
120

5
2

−
−F

HG
I
KJ ×  = 6.736 rejects per operator

By inspection, mode lies in the class 36–40. Thus

Mo = l + 
f f

f f f
m m

m m m

−
− −

−

− +

1

1 12
 × h

= 36 + 
42 28

2 42 28 15
−

× − −
 = 36

16
41

5+ ×  = 37.70

Skp = Mean Mode
Standard deviation

− = 
x − Mo

σ

= 
36 96 37 70

6 73
. .

.
−

 = 
− 0 74
6 736

.
.

 = – 0.109

Since the coefficient of skewness, Sk = – 0.109, the distribution is skewed to left
(negatively skewed). Thus the concentration of the rejects per operator is more on the
lower values of the distribution to the extent of 10.9 per cent.

Example 5.2: The following is the information about the settlement of an industrial
dispute in a factory. Comment on the gains and losses from the point of view of workers
and that of management:

Before After
No. of Workers 3000 2900
Mean wages (Rs) 2200 2300
Median wages (Rs) 2500 2400
Standard deviation 300 260
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Solution: The comments on gains and losses from both workers and management point
of view are as follows:

Total Wages Bill
Before After

3000 × 2200 = 66,00,000 2900 × 2300 = 66,70,000

The total wage bill has increased after the settlement of dispute, workers retained after
the settlement are 50 workers less than the previous number.

After the settlement of dispute, the workers as a group are better off in terms of
monetary gain. If the workers’ efficiency remain same, then it is against the interest of
management. But if the workers feel motivated, resulting in increased efficiency, then
management can achieve higher productivity. This would be an indirect gain to
management also.

Since workers retained after the settlement of dispute are less than the number
employed before, it is against the interest of the workers.

Median Wages

The median wage after the settlement of dispute has come down from Rs 2500 to
Rs 2400. This indicates that before the settlement 50 per cent of the workers were getting
wages above Rs 2500 but after the settlement they will be getting only Rs 2400. It has
certainly gone against the interest of the workers.

Uniformity in the Wage Structure

The extent of relative uniformity in the wage structure before and after the settlement
can be determined by comparing the coefficient of variation as follows:

Before After

Coefficient of variation (CV)
300

2200
100×  = 13.63

260
2300

100×  = 11.30

Since CV has decreased after the settlement from 13.63 to 11.30, the distribution of
wages is more uniform after the settlement, that is, there is now comparatively less disparity
in the wages received by the workers. Such a position is good for both the workers and
the management in maintaining a cordial work environment.

Pattern of the Wage Structure

The nature and pattern of the wage structure before and after the settlement can be
determined by comparing the coefficients of skewness.

Before After

Coefficient of skewness Skp
3 2200 2500

300
( )−

 = – 3 3 2300 2400
260

( )−  = – 1.15

Since coefficient of skewness is negative and has increased after the settlement,
therefore it suggests that number of workers getting low wages has increased and that of
workers getting high wages has decreased after the settlement.

Example 5.3: From the following data on age of employees, calculate the coefficient of
skewness and comment on the result

Age below (years) : 25 30 35 40 45 50 55
Number of employees : 8 20 40 65 80 92 100

[Delhi Univ., MBA, 1997]

Solution: The data are given in a cumulative frequency distribution form. So to calculate
the coefficient of skewness, convert this data into a simple frequency distribution as
shown in Table 5.2.
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Table 5.2 Calculations for Coefficient of Skewness

Age Mid-value Number of d = (m – A)/h f d f d2

( years) (m) Employees ( f ) = (m – 37.5)

20–25 22.5 8 – 3 – 24 72
25–30 27.5 12 – 2 – 24 48
30–35 32.5 20 ← fm – 1 – 1 – 20 20
35–40 37.5 25 ← fm 0 0 0
40–45 42.5 1 ← fm + 1 1 15 15
45–50 47.5 12 2 24 48
50–55 52.5 8 3 24 72

N = 100 – 5 275

Mean, x = A + ∑
N

fd
× h = 37.5 – 5

100
5×  = 37.25

Mode value lies in the class interval 35–40. Thus

Mo = l + 
f f

f f f
hm m

m m m

−

− −
×−

− +

1

1 12

= 35 + 
25 20

2 25 20 15
5

−
× − −

× = 35 + 
5

15
5× = 36.67

Standard deviation, σ = 
fd fd

h
2 2∑ ∑− F

HG
I
KJ ×

N N

= 275
100

5
100

5
2

−
−F

HG
I
KJ × = 275 0 0025. .−  × 5 = 8.29

Karl Pearson’s coefficient of skewness:

Skp =
Mean Mode−

σ
 = 

37 25 36 67
8 29

. .
.
−

 = 
0 58
8 29
.
.

 = 0.07

The positive value of Skp indicates that the distribution is slightly positively skewed.

Example 5.4: (a) The sum of 50 observations is 500, its sum of squares is 6000 and
median 12. Find the coefficient of variation and coefficient of skewness.

(b) For a moderately skewed distribution, the arithmetic mean is 100 and coefficient
of variation 35, and Pearson’s coefficient of skewness is 0.2. Find the mode and the
median.
Solution: (a) Given that N = 50, Σ x = 500, Σ x2 = 6000 and Me = 12.

Mean, x  = 
N

xΣ
 = 500

50
 = 10

Standard deviation, σ = 
2

2( )
N
x

x
Σ

−  = 2600
(10)

50
−  = 120 100−  = 4.472

Coefficient of variation, CV = 100
x
σ ×  = 

4.472
100

10
×  = 44.7 per cent

Mode = 3 Median – 2 Mean = 3 × 12 – 2 × 10 = 16

Coefficient of skewness, Skp = 0Mx −
σ

 = 
10 16
4.472

−
 = –1.341

(b) Given that x  = 100, CV = 35, Skp = 0.2.

(b) Given tha CV = 
x
σ  × 100 or  35 = 100

100
σ ×  or σ = 35

Also Skp = 0Mx −
σ

 or 0.2 = 0100 M
35
−

 or M0 = 93
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Mode = 3Me – 2 x  or 93 = 3Me – 2 × 100 or Me = 97.7
Hence Mode is 93 and median is 97.7.

Example 5.5: The data on the profits (in Rs lakh) earned by 60 companies is as follows:

Profits : Below 10 10–20 20–30 30–40 40–50 50 and above
No. of Companies : 5 12 20 16 5 2

(a) Obtain the limits of profits of the central 50 per cent companies
(b) Calculate Bowley’s coefficient of skewness.

Solution: (a) Calculations for different quartiles are shown in Table 5.3.

Table 5.3 Computation of Quartiles

Profits Frequency Cumulative Frequency
(Rs in lakh) ( f ) (c.f.)

Below 10 5 5
10–20 12 17 ← Q1Class
20–30 20 37
30–40 16 53 ← Q3Class
40–50 5 58

50 and above 2 60

N = 60

Q1 = size of (N/4)th observation = (60 ÷ 4)th = 15th observation. Thus Q1 lies in
the class 10–20, and

Q1 = l + (N /4) cf
h

f
 −  × 
  

= 10 + 
15 5

12
10

−RST
UVW ×  = 10 + 8.33 = 18.33 lakh

Q3 = size of (3N/4)th observation = 45th observation. Thus Q3 lies in the class
30–40, and

Q3 = l + 
(3N/4) −RST

UVW
×

cf
f h

= 30 + 
45 37

16
10

−RST
UVW ×  = 30 + 5 = 35 lakh

Hence the profit of central 50 per cent companies lies between Rs 35 lakhs and
Rs 10.83 lakh

Coefficient of quartile deviation, Q.D. = Q Q
Q Q

3 1

3 1

−
+

 = 35 18 33
35 18 33

−
+

.

.
 = 0.313

(b) Median = size of (N/2)th observation = 30th observation. Thus Median lies in
the class 20–30, and

Me = l + 
( / )N 2 −RST

UVW
×

cf
f h  = 20 + 

30 17
20

10
−RST

UVW ×  = 20 + 6.5 = 26.5 lakh

Coefficient of skewness, Skb =
Q Q Me

Q Q
3 1

3 1

+ −
−

2  = 35 18 33 2 26 5
18 33

+ −
−

. ( . )
.35

 = 0.02

The positive value of Skb indicates that the distribution is positively skewed and therefore
there is a concentration of larger values on the right side of the distribution.
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Example 5.6: Apply an appropriate measure of skewness to describe the following
frequency distribution.

Age (yrs) Number of Age (yrs) Number of
Employees Employees

Below 20 13 35–40 112
20–25 29 40–45 94
25–30 46 45–50 45
30–35 60 50 and above 21

[Bharthidasan Univ., MBA, 2001]
Solution: Since given frequency distribution is an open-end distribution, Bowley’s method
of calculating skewness should be more appropriate. Calculations are shown in Table
5.4.

Table 5.4 Calculations for Bowley’s Coefficient of Skewness

Age (yrs) Number of Employees (f) Cumulative Frequency (cf)

Below 20 13 13
20–25 29 42
25–30 46 88
30–35 60 148 ← Q1 class
35–40 112 260
40–45 94 354 ← Q3 class
45–50 45 399
50 and above 21 420

N = 420

Q1 = size of (N/4)th observation = (420/4) = 105th observation.Thus Q1 lies in the
class 30–35, and

Q1 = l + 
−(N/4) cf

f
 × h = 30 + 105 88

60
−  × 5 = 30 + 1.42 = 31.42 years

Q3 = size of (3N/4)th observation = (3 × 420/4) = 315th observation. Thus Q3 lies
in the class 40–45, and

Q3 = l + 
−

×
(3N/4) cf

h
f

 = 40 + 315 260
5

94
− ×  = 40 + 2.93 = 42.93 years

Median = size of (N/2)th = (420/2) = 210th observation. Thus median lies in the class
35–40, and

Me = 
−

+ ×
(N/2) cf

l h
f

= 35 + 
210 148

5
112

− ×  = 35 + 2.77 = 37.77 years

Coefficient of skewness, Skb = 3 1

3 1

Q Q 2M e
Q Q
+ −

−
 = 

42.93 31.42 2 37.77
42.93 31.42
+ − ×

−

= 1.19
11.51

−  = – 0.103

The negative value of Skb indicates that the distribution is negatively skewed.

C o n c e p t u a l  Q u e s t i o n s  5A

1. Explain the meaning of skewness using sketches of
frequency curves. State the different measures of skewness
that are commonly used. How does skewness differ from
dispersion?

2. Measures of central tendency, dispersion, and skewness
are complementary to each other in describing a frequency
distribution. Elucidate.
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3. Distinguish between Karl Pearson’s and Bowley’s measure
of skewness. Which one of these would you prefer and
why? [Delhi Univ., MBA, 2000]

4. Define and discuss the ‘quartiles’ of a distribution. How
are they used for measuring dispersion and skewness and
point out the various methods of measuring skewness.

5. Explain brieflty the different methods of measuring
skewness. [Kumaon Univ., MBA, 2000]

6. Define and discuss the ‘quartiles’ of a distribution. How
are they used for measuring variation and skewness.

7. Distinguish between variation and skewness and point
out the various methods of measuring skewness.

8. Briefly mention the tests which can be applied to determine
the presence of skewness.

9. Explain the term ‘skewness’. What purpose does a
measure of skewness serve? Comment on some of the
well known measures of skewness.

S e l f-P r a c t i c e  P r o b l e m s  5A

5.1 The following data relate to the profits (in thousand
rupees) of 1,000 companies:
Profits : 100–120 120–140 140–160 160–180

180–200 200–220 220–240
No. of 17 53 199 194
companies : 327 208 2
Calculate the coefficient of skewness and comment on
its value. [MD Univ., MBA, 2001]

5.2 A survey was conducted by a manufacturing company
to find out the maximum price at which people would
be willing to buy its product. The following table gives
the stated price (in rupees) by 100 persons:
Price : 2.80–2.90 2.90–3.00 3.00–3.10

3.10–3.20 3.20–3.30
No. of 11 29 18
persons: 27 15
Calculate the coefficient of skewness and interpret its
value.

5.3 Calculate coefficient of variation and Karl Pearson’s
coefficient of skewness from the data given below:

Marks (less than) : 20 40 60 80 100
No. of students : 18 40 70 90 100

5.4 The following table gives the length of the life (in hours)
of 400 TV picture tubes:

 Length of Life No. of Length of Life No. of
(in hours) Picture Tubes (in hours) Picture Tubes

 4000–4199 12 5000–5199 55
 4200–4399 30 5200–5399 36
 4400–4599 65 5400–5599 25
 4600–4799 78 5600–5799 9
 4800–4999 90

Compute the mean, standard deviation, and coefficient
of skewness.

5.5 Calculate Karl Pearson’s coefficient of skewness from
the following data:

Profit (Rs in lakh) : Below 20 40 60 80 100
No. of companies : 8 20 50 64 70

5.6 From the following information, calculate Karl Pearson’s
coefficient of skewness.

Measure Place A Place B

Mean 256.5 240.8
Median 201.0 201.6
S.D. 215.0 181.0

5.7 From the following data calculate Karl Pearson’s
coefficient of skewness:
Marks (more than) :

0 10 20 30 40 50 60 70 80
No. of students :

150 140 100 80 80 70 30 14 0
5.8 The following information was collected before and

after an industrial dispute:

Before After
No. of workers employed 515 509
Mean wages (Rs) 4900 5200
Median wages (Rs) 5280 5000
Variance of wages (Rs) 121 144

Comment on the gains or losses from the point of view
of workers and that of the management.

5.9 Calculate Bowley’s coefficient of skewness from the
following data

Sales (Rs in lakh) : Below 50 60 70 80 90
No. of companies : 8 20 40 65 80

[Delhi Univ., MBA, 1998, 2003]
5.10 The following table gives the distribution of weekly

wages of 500 workers in a factory:

Weekly Wages (Rs) No. of Workers

Below 200 10
200–250 25
250–300 145
300–350 220
350–400 70
400 and above 30

(a) Obtain the limits of income of the central 50 per cent
of the observed workers.

(b) Calculate Bowley’s coefficient of skewness.
5.11 Find Bowley’s coefficient of skewness for the following

frequency distribution
No. of children 0 1 2 3 4
per family :
No. of families : 7 10 16 25 18
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5.12 In a frequency distribution, the coefficient of skewness
based on quartiles is 0.6. If the sum of the upper and
the lower quartiles is 100 and the median is 38, find the
value of the upper quartile.

5.13 Calculate Bowley’s measure of skewness from the
following data:

Payment of No. of Payment of No. of
Commission Salesmen Commission Salesmen

100–120 4 200–220 80
120–140 10 220–240 32
140–160 16 240–260 23
160–180 29 260–280 17
180–200 52 280–300 7

5.14 Compute the quartiles, median, and Bowley’s coefficient
of skewness:

Income (in Rs) No. of families

Below 200 25
200 –  400 40
400 –  600 80
600 –  800 75
800 –1000 20
1000 and above 16

5.1 x = A + fd∑
N

 × h = 170 + 
393

1000
20×  = 177.86

Mo = −

− +

−
− −

1

1 12
m m

m m m

f f

f f f
× h = 180 + 

233
252

× 20

= 190.55

σ = h
fd fd2 2∑ ∑− F

HG
I
KJN N

 = 20
1741
1000

393
1000

2

− F
HG

I
KJ

= 25.2

Skp =
x − Mo

σ
 = 

177 86 190 55
25 2

. .
.

−
 = – 0.5035

5.2 x = A + ∑
N

fd
× h = 3.05 + 6

100
× 0.1 = 3.056

Mo = 1

1 12
m m

m m m

f f
l h

f f f
−

− +

−
+ ×

− −

=
−

+ ×
× − −

29 11
2.9 0.1

2 29 11 18
 = 2.962

σ =  −   
∑ ∑ 22

N N
fd fd

h  =  −   

2160 6
0.1

100 100
= 0.1264

Skp = Mox −
σ

 = −3.056 2.962
0.1264

 = 0.744

5.3 x = A + 
fd

h∑ ×
N

= 50 – 18
100

20×  = 46.4

σ = h fd fd2 2∑ ∑− F
HG

I
KJN N

 = 20 
154
100

18
100

2

−
−F

HG
I
KJ

= 24.56

C.V. =
σ
x

× 100 = 
24 56
46 4

100
.
.

×  = 52.93

Mo = −

− +

−
+ ×

− −
1

1 12
m m

m m m

f f
l h

f f f
= 39.52 ;

Skp = 0.280

5.4 x = A + 
fd∑

N
 × h = 4899.5 – 

108
400

200×  = 4845.5

σ = h fd fd2 2∑ ∑− F
HG

I
KJN N

 = 200
1368
400

108
400

2

−
−F

HG
I
KJ

= 365.9
Mo = Mode lies in the class 4800–4999 ; but real class

interval is 4799.5–4999.5

= −

− +

−
+ ×

− −
1

1 12
m m

m m m

f f
l h

f f f

= 4799.5 + 
12

180 78 55
200

– –
×  = 4850.56;

Skp = – 0.014

5.5 x = A + 
fd∑

N
× h = 50 – 

2
70

20×  = 49.43

Mo = l
f f

f f f
hm m

m m m
+

−

− −
−

− +

1

1 12
× = 40 + 

14
12 14

20
+

×

= 50.76

σ = h fd fd2 2∑ ∑− F
HG

I
KJN N

 = 20 80
70

2
70

2

−
−F

HG
I
KJ

= 21.64; Skp = – 0.061
5.6 a ≅ x  and z ≅ M0;

Place A : Mode = 3Me – 2 x  = 90;

Skp = 
266 5 90

215
. −

 = 0.823

Place B : Mode = 3Me – 2 x  = 123.2;

Skp = 240 8 123 2
181

. .−  = 0.649

5.7 Marks No. of Students

0–10 10
10–20 40
20–30 20
30–40 20
40–50 10
50–60 40
60–70 16
70–80 14

H i n t s  a n d  A n s w e r s
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x  = 39.27; σ = 22.81;

Skp = 3( )x − Me
σ

 = 3 39 27 45
22 81

( . )
.

−  = – 0.754.

5.9 Q1 lies in the class 50–60; Q1 = 60; Q3 lies in the class
70–80; Q3 = 78
Median (= Q2) lies in the class 60–70; Me = 70

Bowley’s coeff. of Skb =
Q Q Me

Q Q
3 1

3 1

+ −
−

2
= – 0.111

5.10 Q1 = (80/4) = 20th observation lies in the class
250–300; Q1 = 281.03; Q3 = (3×80)/4 = 60th
observation lies in the class 300–350; Q3 = 344.32
Median lies in the class 300–350, Me = 315.9
Bowley’s coeff. of Skb = – 0.111 (negatively skewed

distribution)

5.11 Q1 = size of 
n +F

HG
I
KJ

1
4

th observation = 24th

observation = 2

Q3 = size of 
3 1

4
( )n +

th observation = 72th

observation = 4

Me = size of 
n +F

HG
I
KJ

1
2

th observation = 48th

observation; Skb = 
4 2 2 3

4 2
+ −

−
( )

 = 0

5.12 Given Skb = 0.6; Q1 + Q3 = 100; Me = 38; Q3 = ?

Skb = 
Q Q 2Me

Q Q
3 1

3 1

+ −
−

 or 0.6 = 
100 2 38

1003 3

−
− −

( )
( )Q Q  or

Q3 = 70
5.13 Q1 = (n/4)th observation = 67.5th observation lies in

class 180–200; Q1 = 183.26

Q3 =
3
4
nF

HG
I
KJ th observation = 202.5th observation lies

in class 220–240; Q3 = 227.187
Me = (n/2)th observation = 135th observation lies in

class 200–220; Me = 206

Skb = 
Q Q 2Me

Q Q
3 1

3 1

+ −
−  = – 0.035

5.3 MOMENTS

According to R. A. Fisher, ‘A quantity of data which by its mere bulk may be incapable of
entering the mind is to be replaced by relatively few quantities which shall adequately represent the
whole, or which, in other words, shall contain as much as possible, ideally the whole, of the relevant
information contained in the original data.’

Among these ‘relatively few quantities’ are those which are known as moments. Two
of them, the mean and the variance, have already been discussed and two other higher
moments are in common use. The higher moments are basically used to describe the
characteristic of populations rather than samples.

The measures of central tendency, variability and skewness which have been discussed
to describe a frequency distribution, may be classified into two groups:

(i) Percentile system, and
(ii) Moment system
The percentile system includes measures like median, quartiles, decides, percentiles,

and so on. The value of these measures represents a given proportion of frequency
distribution.

The moment system includes measures like mean, average deviation, standard deviation,
and so on. The value of these measures is obtained by taking the deviation of individual
observations from a given origin. The term ‘moment’ is used in physics and refers to the
measure of a force which may generate rotation. The possibility of generating such a
force depends upon (i) the amount of force needed and (ii) the distance from the origin
of the point at which the force is applied. The term moment used in statistics is analogous
to the term used in physics, where (i) size of class intervals represents the ‘force’ and
(ii) deviation of mid-value of each class from an observation represents the distance.

While calculating moments, if deviations are taken from the actual mean, then such
moments are denoted by the Greek letter µ (mu). On the other hand, if deviations are
taken from some assumed mean (or arbitrary value other than zero), then moments are
denoted by Greek letter ν (nu) or µ′.

5.3.1 Moments about Mean

Let x1, x2, . . ., xn be the n observations in a data set with mean x . Then  the rth moment
about the actual mean of a variable both for ungrouped and grouped data is given by:

Moments represent a
convenient and unifying
method for summarizing
certain descriptive statistical
measures.
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For ungrouped data: µr =
1
n

x x r( )−∑ ; r = 1, 2, 3, 4.

For grouped data: µr =
1
n

f x x r( )−∑ ; r = 1, 2, 3, 4; N = f i∑

For different values of r = 1, 2, 3, 4, different moments can be obtained as shown below:

Ungrouped data: µ1 =
1
n

x x( )−∑  = 0; µ2 = 
1 2

n
x x( )−∑  = σ2 (variance)

µ3 =
1 3

n
x x( )−∑ ; µ4 = 

1 4

n
x x( )−∑

For grouped data: µ1 = 1
n f x x( )−∑ ; µ2 = 1

n f x x( )−∑ 2

µ3 = 1
n

f x x( )−∑ 3 ; µ4 = 1
n f x x( )−∑ 4

The first moment µ1, about origin gives the mean and is a measure of central tendency.

µ1 =
1

0
n

x( )−∑  = 
1
n

x∑ ← A.M.

The second moment µ2 about the mean is known as variance and is a measure of dispersion.

µ2 =
1
n

x x( −∑ )2 ← Variance

The third moment µ3 about the mean indicates the symmetry or asymmetry of the
distribution; its value is zero for symmetrical distribution.

µ3 = 1
n

x x( −∑ )3

The fourth moment µ4 about the mean is a measure of Kurtosis (or flatness) of the
frequency curve.

µ4 = 1
n

x x( −∑ )4 ← Kurtosis

5.3.2 Moments about Arbitrary Point

When actual mean is in fractions, moments are first calculated about an assumed mean,
say A, and then are converted about the actual mean, as shown below:

For grouped data: ′µr =
1
n

f x r( )−∑ A ; r = 1, 2, 3, 4

= ×∑ 2 21
fd h

n , where d = Ax
h
−  or dh = x – A

For ungrouped data: ′µr =
1
n

x r( )−∑ A ; r = 1, 2, 3, 4

For r = 1, we have ′µ1 =
1
n

x( )−∑ A = 
1
n

x −∑ A = x  – A

5.3.3 Moments about Zero or Origin

The moments about zero or origin are obtained as follows:

νr =
1
n

f xr∑ ;   r = 1, 2, 3, 4

The relationship among moments about zero and other moments is as follows:

ν1 = A + ′µ1 , ν2 = µ2 + (ν1)2

ν2 = µ3 + 3ν1ν2 – 2ν1
3, ν4 = µ4 + 4ν1ν3 – 6ν1

2ν2 + 3ν1
4

5.3.4 Relationship Between Central Moments and Moments about any Arbitrary Point

µr =
1
n

x x r( )−∑ = 1
n

x x r{ ( )}− − −∑ A A =
1

1n
x r( )− − ′∑ A µ ; µ1 = x  – A
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=
1

1
1

1
2 2

n
x x xr r r r r( ) ( ) ( ) ( ) . . .− − ′ − + ′ − +∑∑ ∑− −A C A C A1 2µ µ

+ − ′( ) ( )1 1
r rµ

= ′ − ′ ′ + ′ ′ + + − ′− −µ µ µ µ µ µr
r

r
r

r
r rC C1 1 1 2 1

2
2 11( ) . . . ( ) ( ) (5-5)

From Eqn. (5-5) for various values of r, we have

µ1 = ′µ1 ; r = 1  µ2 = ′µ2  – ( )′µ1
2 ; r = 2

µ3 = ′µ 3  – 3 ′µ1 ′µ 2  + 2 ( ′µ1)
3; r = 3

µ4 = ′ − ′ ′ + ′ ′ − ′ =µ µ µ µ µ µ4 1 3 2 1
2

1
34 6 3 4( ) ( ) ; r

5.3.5 Moments in Standard Units

When expressed in standard units moments about the mean of the population are usually
denoted by the Greek letter α (alpha). Thus

αr = 1
n

f zr∑  = 
1
n

f
x r−RST

UVW∑
µ

σ
 by definite of z = 

x − µ
σ

= 
1 1
σ

µ
r

r

n
f x( )−∑  = 

µ
σ
r
2

Hence, α1 = 0, α2 = 1 α3 = 3
3

µ
σ

 and α4 = 4
4

µ
σ

 for r = 1, 2, 3, and 4 respectively.

In the notations used by Karl Pearson, we have

(i) β1 (Beta one) = α 3
2  = 

µ
µ

3
2

2
3

(ii) β2 (Beta two) = α4 = 
µ
µ

4

2
2

In the notations used by R A Fisher, we have

(i) γ1 (Gamma one) = α3 = β1  = 
µ

µ
3

2
3 2/

 = 
µ
σ

3
3

(ii) γ2 (Gamma two) = α4 – 3 or β2 – 3 = µ
µ

4

2
2 3−  = 

µ µ
µ

4
2
2

2
2
3−

All these coefficients are pure numbers and are independent of whatever unit the
variable x may be expressed in. The values of α3 and α4 depend on the shape of the
frequency curve and, therefore, can be used to distinguish between different shapes.
Thus α3 or β1 is a measure of asymmetry about the mean or skewness and is β1 = 0 for a
symmetrical distribution. A curve with α3 > 0 is said have positive skewness and one with
α3 < 0, negative skewness. For most distributions α3 lies between – 3 and 3.

The coefficient of skewness in terms of moments is given by

Sk =
( )
( )

β β
β β
2 1

2 1

3
2 5 6 9

+
− −

If β1 = 0 or β2 = – 3, then skewness is zero. But β2 = 
µ
µ

4

2
2

 can not be zero and hence

the only condition for skewness to be zero is β1 = 0 and the coefficient has no sign.

5.3.6 Sheppard’s Corrections for Moments

While calculating higher moments of grouped frequency distributions, it is assumed
that frequencies are concentrated at the mid-values of class-intervals. However, it causes
certain errors while calculating moments. W E Sheppard proved that, if
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(i) the frequency curve of the distribution is continuous,
(ii) the frequency tapers off to zero at both ends, and

(iii) the member of classes are not too large,

then the above assumption that frequencies are concentrated at the mid-value of the class
intervals is corrected using Shappard’s corrections as follows:

µ2 (corrected) =µ2 – 
h2

12

µ4 (corrected) =µ4 – 
1
2

h2 µ2 + 
7

240
h4

where h is the width of the class interval, µ1 and µ3 need no correction.

Example 5.7: The first four moments of a distribution about the origin are 1, 4, 10, and
46 respectively. Obtain the various characteristics of the distribution on the basis of the
information given. Comment upon the nature of the distribution.

Solution: In the usual notations, we have

A = 0, ′µ1  = 1, ′µ2  = 4, ′µ3  = 10 and ′µ4  = 46

x = first moment about origin = ′µ1  = 1

Variance (σ2) = µ2 = ′ − ′µ µ2 ( )1
2  = 4 – 1 = 3

S.D. (σ) = σ2  = 3  = 1.732

µ3 = ′ − ′ ′ + ′µ µ µ µ3 2 1 1
33 2( )  = 10 – 3(4)(1) + 2(1)3 = 0.

Karl Pearson’s coefficient of skewness

β1 =
µ
µ

3
2

2
3 or γ1 = β1  = 

µ
µ

3

2
3 2/

 = 
µ
σ

3
3

Substituting values in the above formula, we get γ1 = 0 (β1 = 0). This shows that the
given distribution is symmetrical, and hence Mean = Median = Mode for the given
distribution.

Example 5.8: The first three moments of a distribution about the value 1 of the variable
are 2, 25 and 80. Find the mean, standard deviation and the moment-measure of skewness.
Solution: From the data of the problem, we have

1µ′ =2, 2µ′  = 25, 3µ′  = 80 and A = 1.

The moments about the arbitrary point A = 1 are calculated as follows;

Mean, x = 1µ′  + A = 2 + 1 = 3

Variance, µ2 = ( )2
2 1µ′ − µ′  = 25 – (2)2 = 21

µ3 = ( )3
3 1 2 13 2µ′ − µ′ µ′ + µ′  = 80 – 3(2) (25) + 2(2)2 = – 54

Standard deviation, σ = 2µ  = 21  = 4.58

Moment-measure of skewness, γ1 = 1β  = 3
3/2
2

µ
µ

 = 
3/2

54
(21)

−
 = 

54
96.234

−
 = – 0.561

Example 5.9: Following is the data on daily earnings (in Rs) of employees in a company:

Earnings : 50–70 70–90 90–110 110–130 130–150 150–170 170–190

No. of workers : 4 8 12 20 6 7 3

Calculate the first four moments about the point 120. Convert the results into moments
about the mean. Compute the value of γ1 and γ2 and comment on the result.

[Delhi Univ., MBA, 1990, 2002]

Solution: Calculations for first four moments are shown in Table 5.5:
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Table 5.5 Computation of First Four Moments

Class Mid-value Frequency d = 
m 120
20
−

fd fd2 fd3 fd4

50–70 60 4 – 3 – 12 36 – 108 324
70–90 80 8 – 2 – 16 32 – 64 128

90–110 100 12 – 1 – 12 12 – 12 12
110–130 120 20 0 0 0 0 0
130–150 140 6 1 6 6 6 6
150–170 160 7 2 14 28 56 112
170–190 180 3 3 9 27 81 243

60 – 11 141 – 41 825

The moments about some arbitrary origin or point (A = 120) is given by

′µ r = 
1
n

f x rF
HG

I
KJ −∑ ( )A  (for grouped data)

= 
1
n

fd hr r∑e j ; d = 
m
h
− A

 or m – A = hd

For A = 120 and x = m, we get

′µ1 = 
1
n

fd h×∑  = 1
60

(– 11) × 20 = – 3.66

′µ2 = 1 2 2
n

fd h×∑ = 1
60

(141) × (20)2 = 940

′µ3 = 1 3 3
n

fd h×∑ = 1
60

(– 41) (20)3 = – 5,466.66

′µ 4 = 1 4 4
n

fd h×∑ = 1
60

(825) (20)4 = 22,00,000

The moments about actual mean ( ′µ2  = 940) is given by

µ1 = 0

µ2 = ′µ2 – ( 1′µ )2 = 940 – (– 3.66)2 = 926.55

µ3 = 3′µ  – 3 2′µ 1′µ  + 2( 1′µ )3 = – 5,466.66 – 3(940) (– 3.66) + 2(– 3.66)3

= – 5,466.66 + 10,340.094 – 98.59 = 4,774.83

µ4 = 4′µ  – 4 3′µ 1′µ  + 6 2′µ ( 1′µ )2 – 3 4
1( )′µ

= 22,00,000 – 4 (– 5,466.66) (– 3.66) + 6 (940) (– 3.66)2 – 3(– 3.66)4

= 22,00,000 – 80,178.50 + 7,582.03 – 542.27 = 21,95,107.20

Since µ3 is positive, therefore the given distribution is positively skewed. The relative
measure of skewness is given by

γ1 = 3
3 / 2
2

µ
µ

 = 3

2 2

µ
µ µ

 = 
4774.83

926.55 926.55
 = 0.169

Thus, β1 = γ1
2 = 0.0285. This implies that distribution is positively skewed to the right.

β2 = 4
2
2

µ
µ

 = 
2

21,95,107.20
(926.56)

 = 2.56

γ2 = β2 – 3 = 2.56 – 3 = – 0.44

Since γ2 is negative, the distribution is plagtikurtic.
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5.4 KURTOSIS

The measure of kurtosis, describes the degree of concentration of frequencies (observations)
in a given distribution. That is, whether the observed values are concentrated more
around the mode (a peaked curve) or away from the mode towards both tails of the
frequency curve.

The word ‘kurtosis’ comes from a Greek word meaning ‘humped’. In statistics, it
refers to the degree of flatness or peakedness in the region about the mode of a frequency
curve. A few definitions of kurtosis are as follows:

• The degree of kurtosis of a distribution is measured relative to the peakedness of a normal
curve. —Simpson and Kafka

• A measure of kurtosis indicates the degree to which a curve of a frequency distribution is
peaked or flat-topped. —Croxten and Cowden

• Kurtosis refers to the degree of peakedness of hump of the distribution.
—C. H. Meyers

Two or more distributions may have identical average, variation, and skewness, but
they may show different degrees of concentration of values of observations around the
mode, and hence may show different degrees of peakedness of the hump of the distributions
as shown in Fig. 5.2.

5.4.1 Measures of Kurtosis

The fourth standardized moment α4 (or β2) is a measure of flatness or peakedness of a single
humped distribution (also called Kurtosis). For a normal distribution α4 = β2 = 3 so that
γ2 = 0 and hence any distribution having β2 > 3 will be peaked more sharply than the
normal curve known as leptokurtic (narrow) while if β2 < 3, the distribution is termed as
platykurtic (broad).

The value of β2 is helpful in selecting an appropriate measure of central tendency
and variation to describe a frequency distribution. For example, if β2 = 3, mean is
preferred; if β2 > 3 (leptokurtic distribution), median is preferred; while for β2 < 3
(platykurtic distribution), quartile range is suitable.

Remark: W. S. Gosset, explained different shapes of frequency curves as: Platykurtic
curves, like the platypas, are squat with short tails; leptokurtic curves are high with long
tails like the Kangaroos noted for leaping.

Example 5.10: The first four moments of a distribution about the value 5 of the variable
are 2, 20, 40, and 50. Show that the mean is 7. Also find the other moments, β1 and β2,
and comment upon the nature of the distribution.

Solution: From the data of the problem, we have

1′µ = 2, 2′µ  = 20, 3′µ  = 40, 4′µ  = 40 and A = 5
Now the moments about the arbitrary point 5 are calculated as follows:

Mean, x = 1′µ  + A = 2 + 5 = 7

Variance,  µ2 = 2′µ  – ( 1′µ )2 = 20 – (2)2 = 16

µ3 = 3′µ  – 3 1′µ 2′µ  + 2 ( 1′µ )3 = 40 – 3 (2) (20) + 2 (2)3 = – 64

Figure 5.2
Shape of Three Different Curves
Introduced by Karl Pearson

Kurtosis refers to the degree
of flatness or peakedness in
the region around the mode
of a frequency curve.

Leptokurtic refers to a
frequency curve that is more
peaked than the normal curve.

Platykurtic refers to a
frequency curve that is flat-
topped than the normal
curve.

Mesokurtic refers to a
frequency curve that is a
normal (symmetrical) curve.
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µ4 = 4′µ  – 4 1′µ 3′µ  + 6 2′µ ( 1′µ )2 – 3 ( 1′µ )4

= 50 – 4 (2) (40) + 6 (20) (2)2 – 3 (2)4 = 162
The two constants, β1 and β2, calculated from central moments are as follows:

β1 =
2
3
3
2

µ
µ

 = 
2

3
( 64)
(16)
−

 = 4096
4096

 = 1

β2 = 4
2
2

µ
µ

 = 
2

162
(16)

 = 
162
256

 = 0.63

γ1 = 3
3 / 2
2

µ
µ

 = 
3 / 2

64
(16)

−
 = – 1 (< 0), distribution is negatively skewed.

γ2 = β2 – 3 = 0.63 – 3 = – 2.37 (< 0), distribution is platykurtic.

Example 5.11: Find the standard deviation and kurtosis of the following set of data
pertaining to kilowatt hours (kwh) of electricity consumed by 100 persons in a city.

Consumption
(in kwh) : 0–10 10–20 20–30 30–40 40–50
Number of users : 10 20 40 20 10

Solution: The calculations for standard deviation and kurtosis are shown in
Table 5.6.

Table 5.6 Calculations of Standard Deviation and Kurtosis

Consumption Number of Users Mid-Value d = (m – A)/10 – fd fd2

(in kwh) ( f ) (m)      = (m – 25)/10

0–10 10 5 – 2 – 20 40
10–20 20 15 – 1 – 20 20
20–30 40 25 ← A 0 0 0
30–40 20 35 1 20 20
40–50 10 45 2 20 40

100 0 120

x = A + 
fd

h
N

×∑  = 25 + 0
100

 × 10 = 25

Since x = 25 is an integer value, therefore we may calculate moments about the
actual mean

µr = 1
( )rf x x

n
−∑  = 1

( )rf m x
n

−∑

Let  d = 
m x

h
−

 or (m – x ) = hd. Therefore

µr =hr 1 rfd
n

∑ ; h = width of class intervals

The calculations for moments are shown in Table 5.7.

Table 5.7 Calculations for Moments

Mid-value Frequency d = 
m − 25
10

fd fd 2 fd3 fd4

(m) ( f )

5 10 – 2 – 20 40 – 80 160
15 20 – 1 – 20 20 – 20 20
25 ← A 40 0 0 0 0 0
35 20 1 20 20 20 20
45 10 2 20 40 80 160

100 0 120 0 360
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Moments about the origin A = 25 are:

µ1 = h
1
N

fd∑ = 10 × 1
100

 = 0

µ2 = h2 21
N

fd∑ = (10)2 1
120

100
×  = 120

µ3 = h3 31
N

f d∑ = (10)3 1
0

100
×  = 0

µ4 = h4 41
N

f d∑ = (10)4 1
360

100
×  = 36,000

S.D. (σ) = 2µ  = 120  = 10.95

Karl Pearson’s measure of kurtosis is given by

β2 = 4
2
2

µ
µ

 = 
2

36,000
(120)

 = 2.5

and therefore γ2 = β2 – 3 = 2.5 – 3 = – 0.50
Since β2 < 3 (or γ2 < 0), distribution curve is platykurtic.

Example 5.12: Calculate the value of γ1 and γ2 from the following data and interpret
them.

Profit (Rs in lakh) : 10–20 20–30 30–40 40–50 50–60

Number of companies : 18 20 30 22 10

Comment on the skewness and kurtosis of the distribution.  [Kumaon Univ., MBA, 1999]

Solution: Calculations for moments about an arbitrary constant value are shown in
Table 5.8.

Table 5.8 Calculations of Moments

Profit Mid-value Number of d = (m – 35)/10 f d f d2 f d3 f d4

(Rs lakh) (m) Companies ( f )

10–20 15 18 – 2 – 36 72 – 144 288

20–30 25 20 – 1 – 20 20 – 20 20

30–40 35 ← A 30 0 0 0 0 0

40–50 45 22 1 22 22 22 22

50–60 55 10 2 20 40 80 160

100 – 14 154 – 62 490

1′µ = 
N

fd
h×∑  = 

14
100
−

 × 10 = – 1.4;

2′µ = 
2

N
fd∑  × h2 = 154

100
 × 100 = 154

3′µ = 
2

N
fd∑  × h3 = 

62
100
−

 × 1000 = – 620;

4′µ = 
4

N
fd∑  × h4 = 490

100
 × 10,000 = 49,000
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The central moments are as follows:

µ2 = 2′µ  – ( 1′µ )2 = 154 – (– 1.4)2 = 152.04

µ3 = 3′µ  – 3 1′µ 2′µ  + 2 ( 1′µ )3

= – 620 – 3 (– 1.4) (154) + 2 (– 1.4)3 = 21.312

µ4 = 4′µ  – 4 1′µ 3′µ  + 6 2′µ ( 1′µ )2 – 3 ( 1′µ )3

=49,000 – 4 (– 1.4) (– 620) + 6 (154) (– 1.4)2 – 3 (– 1.4)3 = 47,327.51

Karl Pearson’s relative measure of skewness and kurtosis are as follows:

Measure of skewness, γ1 = 3
3

µ
σ

 = 3
3/ 2
2

µ
µ

=
3/ 2

21.312
(152.04)

 = 21.312
1874.714

= 0.0114

Measure of kurtosis, β2 = 4
2
2

µ
µ

 = 
2

47,327.51
(152.04)

 = 2.047

γ2 = β2 – 3 = 2.047 – 3 = – 0.953

The value of γ1 = 0.0114 suggests that the distribution is almost symmetrical and
γ2 = – 0.953 (< 0) indicates a platykurtic frequency curve.

C o n c e p t u a l  Q u e s t i o n s  5B

10. What do you understand by the terms skewness and
kurtosis? Point out their role in analysing a frequency
distribution. [Delhi Univ., MBA, 1994]

11. Averages, dispersion, skewness, and kurtosis are
complementary to one another in understanding a
frequency distribution? Elucidate.

12. Explain how the measure of skewness and kurtosis can be
used in deseribing a frequency distribution.

[Delhi Univ., MBA, 1991]

13. Define moments. Establish the relationship between the
moments about mean and moments about any arbitrary
point.

14. Explain the terms ‘skewness’ and ‘kurtosis’ used in
connection with the frequency distribution of a continuous
variable. Give the different measures of skewness (any
two of the measures to be given) and kurtosis.

15. What do you mean by ‘kurtosis’ in statistics? Explain one
of the methods of measuring it.

16. What is meant by ‘moments’ of a frequency distribution?
Show how moments are used to describe the characteristics
of a distribution, that is, central tendency, dispersion,
skewness, and kurtosis. [Delhi Univ., MBA, 1997]

17. How do measures of central tendency, dispersion,
skewness, and kurtosis help in analysing a frequency
distribution? Explain with the help of an example.

[Sukhadia Univ., MBA, 1999]
18. In what way measures of central tendency, variation,

skewness and kurtosis are complementory to one
another in understanding a frequency distribution?
Elucidate. [Osmania Univ., MBA, 1995]

19. A frequency distribution can be described almost
completely by the first four moments and two measures
based on moments. Examine.

S e l f-P r a c t i c e  P r o b l e m s  5B

5.15 The first two moments of a distribution about the value
5 of the variable are 2 and 20. Find the mean and the
variance.

5.16 In a certain distribution the first four moments about
the point 4 are 15, 17, – 30, and 108 respectively. Find
the kurtosis of the frequency curve and comment on its
shape.

5.17 Find the first four moments about the mean for the set
of numbers 2, 4, 6, and 8.

5.18 Explain whether the following results of a piece of
computation for obtaining the second central moment
are consistent or not; n = 120, Σ f x = – 125,
Σ f x2 = 128.

5.19 The first four central moments are 0, 4, 8, and 144.
Examine the skewness and kurtosis.

5.20 The central moments of a distribution are given by
µ2 = 140, µ3 = 148, µ4 = 6030. Calculate the moment
measures of skewness and kurtosis and comment on
the shape of the distribution.

5.21 Calculate β1 and β2 (measure of skewness and kurtosis)
for the following frequency distribution and hence
comment on the type of the frequency distribution:

x : 2 3 4 5 6
f : 1 3 7 2 1
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5.22 Compute the first four moments about the mean from
the following data:

Mid-value of variate : 5 10 15 20 25 30 35
Frequency : 8 15 20 32 23 17 5

Comment upon the nature of the distribution.
5.23 A record was kept over a period of 6 months by a sales

manager to determine the average number of calls made
per day by his six salesmen. The results are shown below:

Salesmen : A B C D E F
Average number of
calls per day : 8 10 12 15 7 5

(a) Compute a measure of skewness. Is the distribution
symmetrical?

(b) Compute a measure of kurtosis. What does this
measure mean?

5.24 Find the second, third, and fourth central moments of
the frequency distribution given below. Hence find the
measure of skewness and a measure of kurtosis of the
following distribution:

Class limits Frequency
100–104.9 17
105–109.9 13
110–114.9 25
115–119.9 25
120–124.9 30

5.25 Find the first four moments about the mean for the
following distribution:

Class Interval : 60–62 63–65 66–68 69–71 72–74
Frequency : 5 18 42 27 8

5.26 Find the variance, skewness, and kurtosis of the following
frequency distribution by the method of moments:

Class interval : 0–10 10–20 20–30 30–40
Frequency : 1 4 3 2

5.27 Find the kurtosis for the following distribution
Class interval : 0–10 10–20 20–30 30–40
Frequency : 1 3 4 2
Comment on the nature of the distribution.

H i n t s  a n d  A n s w e r s

5.15 Given 1′µ  = 2, 2′µ  = 20, A = 5; x = 1′µ  + A = 7; µ2

(= σ2) = 2′µ  – ( 1′µ )2 = 16

5.16 1′µ  = 1.5, 2′µ  = 17,  3′µ  = – 30 and 4′µ  = 108

β2 = 4
2
2

µ
µ

 = 
2 4

4 3 1 2 1 1
2 2

2 1

4 6 ( ) 3( )
{ ( ) }

′ ′ ′ ′ ′ ′µ − µ µ + µ µ − µ
′ ′µ − µ

 = 2.308;

distribution is platykurtic.
5.17 µ1 = 0, µ2 = 5, µ3 = 0 and µ4 = 41

5.18 µ2 = 2 / Nfx∑  – ( )2/ Nfx∑  = 128/120 – (– 125/120)2

= – 0.0146
since σ2 cannot be negative, therefore the data is
inconsistent.

5.19 β1 = 2 3
3 2/µ µ  = 2/(4)3 = 1; γ1 = + 1β  = 1

β2 = µ4/ 2
2µ  = 144/(4)2 = 9; γ2 = β2 – 3 = 6

5.20 β1 = 2 3
3 2/µ µ  = (148)2/(140)3; γ1 = + 1β  = 0.089

(Approximately symmetrical and platykurtic)

β2 = µ4/ 2
2µ  = 6030/(140)2 = 0.3076

5.21 Let A = 4; 1′µ  = /fd f∑ ∑  = – 0.07

2′µ  = 2 /fd f∑ ∑  = 0.92;

3′µ  = 3 /fd f∑ ∑  = – 0.07; 4′µ  = 4 /fd f∑ ∑  = 2.64

µ2 = 2′µ  – 2
1( )′µ  = 0.924;

µ3 = 3
3 2 1 12 2′ ′ ′ ′µ − µ µ + µ  = 0.123

4′µ  = 4′µ  – 2 4
3 1 2 1 14 3′ ′ ′ ′µ µ + µ µ − µ  = 2.691

β1 = 2 3
3 2/µ µ  = 0.019; β2 = 2

4 2/µ µ  = 3 (approx.)

The distribution is approximately normal.
5.23 β1 = 0.11; β2 = 1.97
5.24 µ2 = 54; µ3 = 100.5, µ4 = 7827;

γ1 = + 1β  = 0.2533; γ2 = β2 – 3 = – 0.3158
5.25 µ1 = 0, µ2 = 8.527, µ3 = – 2.693, µ4 = 199.375

5.26 σ2 = µ2 = 84, γ1 = + 1β  = 0.0935; β2 = 2.102

5.27 µ2 = 81, µ2 = 14817; β2 = µ4/ 2
2µ  = 2.26

F o r m u l a e  U s e d

1. Absolute measure of skewness
Sk = x  – Mode or Q3 + Q1 – 2 Med

2. Coefficient of skewness
Karl Pearson’s

Skp = 
Modex −
σ

or
3( Med)x −

σ

Bowley’s, Skb = 3 1

3 1

Q Q 2Med
Q Q

+ −
−

Kelly’s, Skk = 90 10 50

90 10

P P 2P
P P
+ −

−
or 9 1 5

9 1

D D 2D
D D
+ −

−
3. Coefficient of skewness based on moments

β1 = 
2
3
3
2

µ
µ

; β2 = 4
2
2

µ
µ
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4. Moments
About the mean (origin)

µr = 
1

( )rx x
n

−∑ , r = 1, 2, 3, 4

About an arbitrary point, A

r′µ  = 
1

( A)rx
n

−∑ , r = 1, 2, 3, 4

5. Kurtosis γ1 = 1β  = 3
3 / 2
2

µ
µ

γ2 = β2 – 3 = 4
2
2

µ
µ

 – 3

6. For a normal curve, β2 = 3 or γ2 = 0; for a leptokurtic
curve, β2 > 3 or γ2 > 0 and for a platykurtic curve, β2 <
3 or γ2 < 0.

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s

5.28 Calculate the first four moments about the mean and
also the value of β1 and β2 from the following data:
Marks :
0–10 10–20 20–30 30–40 40–50 50–60 60–70

Number of students :
8 12 20 30 15 10 5

[Kumaon Univ., MBA, 1998]
5.29 From the following data calculate moments about (a)

assumed mean, 25 (b) actual mean, and (c) moments
about zero from the following data:

Variable : 0–10 10–20 20–30 30–40
Frequency : 1 3 4 2

[MD Univ., BCom, 1997]
5.30 The first four moments of a distribution about x = 2 are

1, 2.5, 5.5, and 16. Calculate the four moments about
x  and about zero.

[Delhi Univ., MCom; MD Univ., MCom, 1999]
5.31 The first four central moments of distribution are 0,

2.5, 0.7, and 18.75. Comment on the skewness and
kurtosis of the distribution.  [Kanpur Univ., MCom, 1998]

5.32 Using moments, calculate a measure of relative skewness
and a measure of relative kurtosis for the following
distribution and comment on the result obtained:

Daily Wages No. of Daily Wages No. of
(in Rs) Workers (in Rs) Workers

70 but below 90 8 130 but below 150 9
90 but below 110 11 150 but below 170 4
110 but below 130 18

[Kerala Univ., BCom, 1998]
5.33 Find the coefficient of skewness from the following

information:
Difference of two quartiles = 8; Mode = 1;
Sum of two quartiles = 22; Mean = 8.

[Delhi Univ., BCom (H), 1997]
5.34 From the data given below calculate the coefficient of

variation:
Karl pearson’s coefficient of skewness = 0.42

Arithmetic mean = 86
Median = 80

[Osmania Univ., BCom, 1998]
5.35 From the following data of the wages of 50 workers of

a factory, compute the first four moments about mean
and also the value of β1 and β2. Comment on the results

Weekly Wages Number of Weekly Wages Number of
(Rs) Workers (Rs) Workers

100–120 1 180–200 12
120–140 3 200–220 4
140–160 7 220–240 3
160–180 20

[Kurukshetra Univ., BCom, 1996]
5.36 In a frequency distribution, the coefficient of skewness

based on quartiles is 0.6. If the sum of upper and lower
quartiles is 100 and the median is 38, find the value of
the upper quartile.

5.37 The following data are given to an economist for the
purpose of economic analysis. The data refer to the
length of a certain type of battery:

n = 100, fd∑  = 50, 2fd∑  = 1970,

3fd∑ = 2948, 4fd∑  = 86,752

where d = (x – 48). Do you think that the distribution
is platykurtic? [Delhi Univ., B.Com (H) 1998]

5.38 The daily expenditure (in Rs) of 100 families is given
below
Daily expenditure :

0–20 20–40 40–60 60–80 80–100
Number of families :

13 f2 27 f4 16
If mode of the distribution is 44, calculate Karl Pearson’s
coefficient of skewness.

5.39 Pearson’s coefficient of skewness for a distribution is
0.4 and coefficient of variance is 30 per cent. Its mode is
88. Find the mean and median.

5.40 Calculate β1 and β2 from the frequency distribution and
interpret the results.

Age Frequency Age Frequency

25–30 2 45–50 25
30–35 8 50–55 16
35–40 18 55–60 7
40–45 27 60–65 2

[Kumaon Univ., MBA, 2003]
5.41 The following table gives the distribution of monthly

wages of 500 workers in a factory:
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Monthly Wages Number of Monthly Wages Number of
(Rs hundred) Workers (Rs hundred) Workers

15–20 10 30–35 220
20–25 25 35–40 70
25–30 145 40–45 30

Compute Karl Pearson’s and Bowley’s coefficient of
skewness. Interpret your answer.

[Delhi Univ., MBA 2002]
5.42 The first two moments of a distribution about the value

5 of the variable are 2 and 20. Find the mean and
variance.

5.28 1′µ  = – 1.8, ′µ2  = 240, ′µ3  = – 1020,

4′µ  = 1,44,000

µ2 = 236.76, µ3 = 264.336, µ4 = 1,41,290.11
β1 = 0.005 and β2 = 2.521

5.29 (a) Moments about assumed mean, A = 25

1′µ  = – 3, 2′µ  = 90, 3′µ  = – 900, 4′µ  = 21,000.

(b) Moments about actual mean
µ1 = 0, µ2 = 81, µ3 = – 144, µ4 = 14,817

(c) Moments about zero:

ν1 = A + 1′µ  = 25 – 3 = 22 (mean value)

ν2 = µ2 + (ν1)2 = 565; ν3 = µ3 + 2
213ν ν  – 2 3

1ν
= 15,850

ν4 = µ4 + 4 ν1ν3 – ν2 2
16ν + 4

13ν  = 4,71,625

5.30 Given 1′µ  = 1, 2′µ  = 2.5, 3′µ  = 5.5 and 4′µ  = 16 and
A = 2
Moments about mean:

µ2 = 2′µ  – ( 1′µ )2 = 1.5;

µ3 = 3′µ  – 3 1′µ 2′µ  + 3 ( 1′µ )2 = 0

µ4 = 4′µ  – 4 1′µ 3′µ  + 6 ( ′µ1 )2
2′µ  – 3 ( 1′µ )4 = 6

Moments about zero:

ν1 = A + ′µ1  = 2 + 1 = 3 ; ν2 = 10.5 ;
ν3 = 40.5 and ν4 = 168

5.31 Given µ1 = 0, µ2 = 2.5, µ3 = 0.7 and µ4 = 18.75

Measure of skewness, β1 = 
2
3
3
2

µ
µ

 = 0.031 (> 0), the

distribution is slightly positively skewed.

Measure of kurtosis, β2 = 4
2
2

µ
µ

 = 3, the distribution is

mesokurtic.
5.32 Moments about arbitrary point

1′µ  = – 2; 2′µ  = 136; 3′µ  = – 680 and

4′µ = 42,400

Moments about mean:
µ2 = 132, µ2 = 120 and µ4 = 40,176

Measure of skewness, β1 = 0.006 and measure of
kurtosis, β2 = 2.306

5.33 Mode = 3 Median – 2 Mean or 11 = 3 Med – 2 × 8 or
Med = 9
Q3 + Q1 = 22 and Q3 – Q1 = 8, i.e., Q3 = 15, Q1 = 7

Coefficient of skewness = 3 1

3 1

Q Q 2Med
Q Q

+ −
−

= 
15 7 2(9)

8
+ −

 = 0.5

5.34 Mode = 3 Median – 2 Mean = 3 (80) – 2 (86) = 68

Coefficient of skewness = 
Modex −
σ

or 0.42 = 
86 68−

σ
or σ = 42.86

Coefficient of variation (CV) = 
x
σ

× 100

= 
42.86

68
× 100

= 49.84 per cent.
5.35 Moments about arbitrary mean

1′µ = 
fd

h
n

×∑  = 2.6; 3′µ  = 
3fd

n
∑

× h3 = 1340

2′µ = 
2fd

n
∑  × h2 = 166;

4′µ = 
4fd

n
∑  × h4 = 91,000.

Moments about mean
µ1 = 0; µ2 = 159.24; µ3 = 80.352,
µ4 = 83,659.87

β1 = 2 3
3 2/µ µ  = 0.0016

(distribution is almost symmetrical)

β2 = 2
4 2/µ µ  = 3.3 (> 3), distribution is platykurtic.

5.36 Given Sk = 0.6, Q1 + Q3 = 100, Med = 38

Skb = 3 1

3 1

Q Q 2Med
Q Q

+ −
−

or 0.6 = 
3 1

100 2 38
Q Q

− ×
−

= 
3 3

100 76
Q (100 Q )

−
− −

 or Q3 = 70

5.37 µ2 = 2′µ  – ( 1′µ )2 = 
22fd fd

n n
 −   

∑ ∑  = 19.7 – (0.5)2

= 19.45

H i n t s  a n d  A n s w e r s
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µ4 = 4′µ  – 4 1′µ 3′µ  + 6 ( 1′µ )2 2′µ  – 3 ( 1′µ )4

= 
2 44 3 24

3
fd fd fd fd fd fd
n n n n n n

   − × + −      
∑ ∑ ∑ ∑ ∑ ∑

= 867.52 – 4 (0.5) (29.48) + 6 (19.7) (0.5) – 3 (0.5)4

= 837.92

∴ β2 = 4
2
2

µ
µ

 = 2
837.92
(19.45)

 = 2.214 (< 3), distribution is

platykurtic.
5.38 Let the frequency for the class 20–40 be f2. Then

frequency for the class 60–80 will be
f4 = 100 (13 + f2 + 27 + 16) = 44 – f2

Expenditure Number of Cumulative
Families ( f ) Frequency (cf )

0–120 13 13
20–140 f2 13 – f2
40–160 27 40 – f2
60–180 44 – f2 84
80–100 16 100

Mode = l + 1

1 12
m m

m m m

f f
h

f f f
−

− +

−
×

− −

= 40 + 2

2 2

27
54 44

f
f f

−
− − +

 × 20  or  f2 = 25

Thus frequency for the class 20–40 is 25 and for the
class 60–80 is 44 – 25 = 19

Apply the formula, Sk = 
Mox −

σ
 = 

50 44
25.3

−
 = 0.237

5.39 Given Sk = 0.4, CV = 0.30, Mode = 88

Sk = 
Mox −

σ
 = 01 (M / )

( / )
x

x
−

σ
 = 

1 (88 / )
0.30

x−
;

CV = σ/ x  or 0.30 = σ/ x

88
x

= 1 – 0.4 × 0.3 = 0.88 or x = 100

Also, Mode = 3 Med – 2 x or 88 = 3 Med – 2 (100)
or Med = 96

5.40 β1 = 2 3
3 2/µ µ  = (0.1955)2/(2.238)3 = 0.0034;

β2 = µ4/ 2
2µ  = 12.966/(2.238)2 = 2.59

5.42 Given A = 5, 1′µ  = 2, and 2′µ  = 20.

Mean = A + 1′µ  = 7 and variance, µ2 = 2′µ  – ( 1′µ )2 = 16
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6C h a p t e r

Fundamentals of Probability

L E A R N I N G  O B J E C T I V E S

. . . is touched by that dark
miracle of chance which
makes new magic in a dusty
world.

—Thomas Wolfe

After studying this chapter, you should be able to
help yourself to understand the amount of uncertainty that is involved before making
important decisions.
understand fundamentals of probability and various probability rules that help to
you measure uncertainty involving uncertainty.
perform several analyses with respect to business decision involving uncertainty.

6.1 INTRODUCTION

So far we discussed several methods of summarizing sample data to gain knowledge about
the entire population or process. Making inferences from sample data, however, involve
uncertainties. Thus decision-makers always face some degree of risk while selecting a
particular course of action or strategy to solve a decision problem involving uncertainty.
It is because each strategy can lead to a number of different possible outcomes (or results).
Thus it is necessary for the decision-makers to enhance their capability of grasping the
probabilistic situation so as to gain a deeper understanding of the decision problem and
base their decisions on rational considerations. The knowledge of the concepts of probability,
probability distributions, and various related statistical techniques is therefore needed.
The knowledge of probability and its various types of distributions helps in the development
of probabilistic decision models. The material in this chapter is designed to

(i) explain the fundamentals of probability and related concepts, and
(ii) illustrate the application of these concepts to decision problems.

6.2 CONCEPTS OF PROBABILITY

In order to obtain a deeper understanding of probability, it is necessary to use certain
terms and definitions more precisely. A special type of phenomenon known as randomness
or random variation is of fundamental importance in probability theory. Based upon
situations where randomness is present, we can define particular types of occurrences or
events.

195
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6.2.1 Random Experiment

Random experiment (also called act, trial, operation or process) is an activity that leads to
the occurrence of one and only one of several possible outcomes which is not likely to be
known until its completion, that is, the outcome is not perfectly predictable. This process
has the properties that (i) all possible outcomes can be specified in advance, (ii) it can be
repeated, and (iii) the same outcome may not occur on various repetitions so that the
actual outcome is not known in advance. The variation among experimental outcomes
caused by the effects of uncontrolled factors is called random variation. It is assumed that
these effects vary randomly and unpredictably from one repetition of an experiment to
the next.

The outcome (observation or measurement) generated by an experiment may or may
not produce a numerical value. Few examples of experiments are as follows:

(i) Measuring blood pressure of a group of individuals,
(ii) checking an automobile’s petrol mileage,

(iii) Tossing a coin and observing the face that appears.
(iv) Testing a product to determine whether it is defective or an acceptable product.
(v) Measuring daily rainfall, and so on.

In all such cases, there is uncertainty surrounding the outcome until an outcome is
observed. For example, if we toss a coin, the outcome will not be known with certainty
until either the head or the tail is observed. The number of outcomes may be finite or
infinite depending on the nature of the experiment. For example, in the experiment of
tossing a coin, the outcomes are finite and are represented by the head and tail, whereas
in the experiment of measuring the time between successive failures of an electronic
device, the outcomes are infinite and are represented by the time of failure.

The outcome of an experiment may be expressed in numerical or non-numerical
value. For example,

(i) counting the number of arrivals at a service window (numerical outcome), and
(ii) payment made by cash, cheque, or credit card (non-numerical outcome).

Although an individual outcome associated with a random experiment cannot be predicted
exactly, the frequency of occurrence of such an outcome can be noted in a large number
of repetitions and thus becomes the basis for resolving problems dealing with uncertainty.

Each experiment may result in one or more outcomes, which are called events and
denoted by capital letters.

6.2.2 Sample Space

The set of all possible distinct outcomes (events) for a random experiment is called the
sample space (or event space) provided.

(i) no two or more of these outcomes can occur simultaneously;
(ii) exactly one of the outcomes must occur, whenever the experiment is performed.

Sample space is denoted by the capital letter S.

Illustrations

1. Consider the experiment of recording a person’s blood type. The four possible
outcomes are the following simple events:

E1 : Blood type A E2 : Blood type B
E3 : Blood type AB E4 : Blood type O

The sample space is S = {E1, E2, E3, E4}.
Some experiments can be generated in stages and sample space can be displayed

in a tree diagram. Each successive level of branching on the tree corresponds to a step
required to generate the final outcome as shown in Fig. 6.1. The sample events in
the tree diagram form the sample space S = {E1, E2, E3, . . ., E8}.

Random experiment:
A process of obtaining
information through
observation or measurement
of a phenomenon whose
outcome is subject to chance.

A simple event: The basic
possible outcome of an
experiment, it cannot be
broken down into simple
outcomes.

Sample space: The set of all
possible outcomes or simple
events of an experiment.
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2. Consider the experiment of tossing two coins. The four possible outcomes are the
following sample events

E1 : HH E2 = HT E3 : TH E4 : T T
The sample space is S = {E1, E2, E3, E4}. The sample events can be displayed in a
tree diagram shown in Fig. 6.2.

6.2.3 Event Types

A single possible outcome (or result) of an experiment is called a simple (or elementary)
event. An event is the set (or collection) of one or more simple events of an experiment
in the sample space and having a specific common characteristic. For example, for the
above-defined sample space S, the collection (H, T), (T, H) is the event containing simple
event as: H or T. Other examples of events are:

• More than 5 customers at a service facility in one hour
• Telephone calls lasting no more than 10 minutes
• 75 per cent marks or better in an examination
• Sales volume of a retail store more than Rs 2,000 on a given day

Mutually Exclusive Events If two or more events cannot occur simultaneously in a single
trial of an experiment, then such events are called mutually exclusive events or disjoint
events. In other words, two events are mutually exclusive if the occurrence of one of
them prevents or rules out the occurrence of the other. For example, the numbers 2 and
3 cannot occur simultaneously on the roll of a dice.

Symbolically, a set of events {A1, A2, . . ., An} is mutually exclusive if
A Ai j i j∩ = ∅ ≠( ) . This means the intersection of two events is a null set ( )∅ ; it is
impossible to observe an event that is common in both Ai and Aj.

Collectively Exhaustive Events A list of events is said to be collectively exhaustive when all
possible events that can occur from an experiment includes every possible outcome.
That is, two or more events are said to be collectively exhaustive if one of the events must
occur. Symbolically, a set of events {A1, A2, . . ., An} is collectively exhaustive if the union
of these events is identical with the sample space S. That is,

S = { . . . }A A A1 2∪ ∪ ∪ n

For example, being a male and female are mutually exclusive and collectively exhaustive
events. Similarly, the number 7 cannot come upon the uppermost face during the

Figure 6.1
Tree Diagram

Figure 6.2
Tree Diagram

Event: Any subset of
outcomes of an experiment.

Mutually exclusive
events: Events which cannot
occur together or
simultaneously.

Collectively exhaustive
events: The list of events
that represents all possible
experimental outcomes.
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experiment of rolling a dice because the number of faces uppermost has the sample
space S = {1, 2, 3, 4, 5, 6}.

Independent and Dependent Events Two events are said to be independent if information
about one tells nothing about the occurrence of the other. In other words, outcome of
one event does not affect, and is not affected by, the other event. The outcomes of successive
tosses of a coin are independent of its preceding toss. Increase in the population (in
per cent) per year in India is independent of increase in wheat production (in per cent)
per year in the USA.

However, two or more events are said to be dependent if information about one tells
something about the other. That is, dependence between characteristics implies that a
relationship exists, and therefore, knowledge of one characteristic is useful in assessing
the occurrence of the other. For example, drawing of a card (say a queen) from a pack of
playing cards without replacement reduces the chances of drawing a queen in the
subsequent draws.

Compound Events When two or more events occur in connection with each other, then
their simultaneous occurrence is called a compound event. These event may be (i)
independent, or (ii) dependent.

Equally Likely Events Two or more events are said to be equally likely if each has an equal
chance to occur. That is, one of them cannot be expected to occur in preference to the
other. For example, each number may be expected to occur on the uppermost face of a
rolling die the same number of times in the long run.

Complementary Events If E is any subset of the sample space, then its complement denoted
by  (read as E-bar) contains all the elements of the sample space that are not part of E. If
S denotes the sample space then

E = S – E
= {All sample elements not in E}

For example, if E represents companies with sales less than or equal to Rs 25 lakh,
written as E = {x : x ≤ 25}, then this set is a complement of the set, E  = {x : x > 25}.
Obviously such events must be mutually exclusive and collective exhaustive.

6.3 DEFINITION OF PROBABILITY

A general definition of probability states that probability is a numerical measure (between
0 and 1 inclusively) of the likelihood or chance of occurrence of an uncertain event.
However, it does not tell us how to compute the probability. In this section, we shall
discuss different conceptual approaches of calculating the probability of an event.

6.3.1 Classical Approach

This approach of defining the probability is based on the assumption that all the possible
outcomes (finite in number) of an experiment are mutually exclusive and equally likely.
It states that, during a random experiment, if there are ‘a’ possible outcomes where the
favouable event A occurs and ‘b’ possible outcomes where the event A does not occur,
and all these possible outcomes are mutually exclusive, exhaustive, and equiprobable,
then the probability that event A will  occur is defined as

P(A) =
a

a b+
 = 

Number of favourable outcomes
Total number of possible outcomes

 = 
(A)
(S)

c
c

For example, if a fair die is rolled, then on any trial each event (face or number) is
equally likely to occur since there are six equally likely exhaustive events, each will occur
1/6 of the time, and therefore the probability of any one event occurring is 1/6. Similarly
for the process of selecting a card at random, each event or card is mutually exclusive,
exhaustive, and equiprobable. The probability of selecting any one card on a trial is
equal to 1/52, since there are 52 cards. Hence, in general, for a random experiment with

Probability: A numerical
measure of the likelihood of
occurrence of an uncertain
event.
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n mutually exclusive, exhaustive, equiprobable events, the probability of any of the events
is equal to 1/n.

Since the probability of occurrence of an event is based on prior knowledge of the
process involved, therefore this approach is often called a priori classical probability approach.
This means, we do not have to perform random experiments to find the probability  of
occurrence of an event. This also implies that no experimental data are required for
computation of probability. Since the assumption of equally likely simple events can
rarely be verified with certainty, therefore this approach is not used often other than in
games of chance.

The assumption that all possible outcomes are equally likely may lead to a wrong
calculation of probability in case some outcomes are more or less frequent in occurrence.
For example, if we classify two children  in a family according to their sex, then the
possible outcomes in terms of number of boys in the family are 0, 1, 2. Thus according
to the classical approach, the probability for each of the outcomes should be 1/3. However,
it has been calculated that the probabilities are approximately 1/4, 1/2, and 1/4 for 0, 1,
2 boys respectively. Similarly, we cannot apply this approach to find the probability of a
defective unit being produced by a stable manufacturing process as there are only two
possible outcomes, defective or non-defective.

6.3.2 Relative Frequency Approach

In situations where the outcomes of a random experiment are not all equally likely or
when it is not known whether outcomes are equally likely, application of the classical
approach is not desirable to quantify the possible occurrence of a random event. For
example, it is not possible to state in advance, without repetitive trials of the experiment,
the probabilities in cases like (i) whether a number greater than 3 will appear when die
is rolled or (ii) if a lot of 100 items will include 10 defective items.

This approach of computing probability is based on the assumption that a random
experiment can be repeated a large number of times under identical conditions where
trials are independent to each other. While conducting a random experiment, we may or
may not observe the desired event. But as the experiment is repeated many times, that
event may occur some proportion of time. Thus, the approach calculates the proportion of
the time (i.e. the relative frequency) with which the event occurs over an infinite number of
repetitions of the experiment under identical conditions. Since no experiment can be repeated
an infinite number of times, therefore a probability can never be exactly determined.
However, we can approximate the probability of an event by recording the relative
frequency with which the event has occurred over a finite number of repetitions of the
experiment under identical conditions. For example, if a die is tossed n times and s
denotes the number of times the event A (i.e., number 4, 5, or 6) occurs, then the ratio
P(A) = c(s)/n gives  the proportions of times the event A occurs in n trials, and are also
called relative frequencies of the event in n trials. Although our estimate about P(A) may
change after every trial, yet we will find that the proportion c(s)/n tends to cluster around
a unique central value as the number of trials n becomes  even larger. This unique central
value (also called probability of event A) is defined as:

P(A) = { }( )
lim

n

c s
n→ ∞

where c(s) represents the number of times that an event s occurs in n trials of an
experiment.

Since the probability of an event is determined objectively by repetitive empirical
observations of experimental outcomes, it is also known as empirical probability. Few situations
to which this approach can be applied are follows:

(i) Buying lottery tickets regularly and observing how often you win
(ii) Commuting to work daily and observing whether or not a certain traffic signal is

red when cross it.

Relative frequency
approach: The probability of
an event A is the ratio of the
number of times that A has
occurred in n trails of an
experiment.

Classical approach: The
probability of an event A is the
ratio of the number of
outcomes in favour of A to the
number of all possible
outcomes, provided
experimental outcomes are
equally likely to occur.
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(iii) Observing births and noting how often the baby is a female
(iv) Surveying many adults and determing what proportion smokes.

6.3.3 Subjective Approach

The subjective approach of calculating probability is always based on the degree of
beliefs, convictions, and experience concerning the likelihood of occurrence of a random
event. It is thus a way to quantify an individual’s beliefs, assessment, and judgment about
a random phenomenon. Probability assigned for the occurrence of an event may be
based on just guess or on having some idea about the relative frequency of past occurrences
of the event. This approach must be used when either sufficient data are not available or
sources of information giving different results are not known.

6.3.4 Fundamental Rules of Probability

No matter which approach is used to define probability, the following fundamental rules
must be satisfied. Let S be the sample space of an experiment that is partitioned into
mutually exclusive and exhaustive events A1, A2,..., An which may be elementary or
compound. The probability of any event A in S is governed by the following rules:

(i) Each probability should fall between 0 and 1, i.e. 0 ≤ P(Ai) ≤ 1, for all i, where
P(Ai) is read as: ‘probability of event Ai’. In otherwords, the probability of an
event is restricted to the range zero to one  inclusive, where zero represents an
impossible event and one represents a certain event.

For example, probability of the number seven occurring, on rolling a dice,
P(7) = 0, because this number is an impossible event for this experiment.

(ii) P(S) = P(A1) + P(A2) + . . . + P(An) = 1, where P(S) is read as: ‘probability of the
certain event’. This rule states that the sum of probabilities of all simple events
constituting the sample space is equal to one. This also implies that if a random
experiment is conducted, one of its outcomes in its sample space is certain to
occur.

Similarly, the probability of an impossible event or an empty set is zero. That
is P(Φ) = 0.

(iii) If events A1 and A2 are two elements in S and if occurrence of A1 implies that A2
occurs, that is, if A1 is a subset of A2 , then the probability of A1 is less than or
equal to the probability of A2. That is, P(A1) ≤ P(A2).

(iv) P(A)  = 1 – P(A), that is, the probability of an event that does not occur is equal
to one minus the probability of the event that does occur (the probability rule
for complementary events).

6.3.5 Glossary of Probability Terms

If A and B are two events, then
A ∪ B = an event which represents the occurrence of either A or B or both.
A ∩ B = an event which represents the simultaneous occurrence of A and B.

A = complement of event A and represents non-occurrence of A.

A  ∩ B = both A and B do not occur.
A  ∩ B = event A does not occur but event B occurs.
A ∩ B = event A occurs but event B does not occur.

(A ∩ B ) ∪ ( A  ∩ B) = exactly one of the two events A and B occurs.

6.4 COUNTING RULES FOR DETERMINING THE NUMBER OF OUTCOMES

In order to assign probabilities to experimental outcomes it is first necessary to identify
and then count them. Following are three important rules for counting the experimental
outcomes.

Subjective approach:
The probability of an event
based on the personal beliefs
of an individual.
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6.4.1 Multistep Experiments

The counting rule for multistep experiments, helps us to determine the number of
experimental outcomes without listing them. The rule is defined as:

If an experiment is performed in k stages with n1 ways to accomplish the first stage, n2 ways to
accomplish the second stage . . . and nk ways to accomplish the kth stage, then the number of
ways to accomplish the experiment is n1 × n2 × . . . × nk.

Illustrations

1. Tossing of two coins can be thought of as a two-step experiment in which each coin
can land in one of two ways: head (H) and tail (T). Since the experiment involves two
steps, forming the pair of faces (H or T), the total number of simple events in S will
be

S = {(H, H), (H, T), (T, H), (T, T)}

The elements of S indicate that there are 2 × 2 = 4 possible outcomes.
When the number of alternative events in each of the several trials is same, that is,

n1 = n2 = . . . = nk, then the multi-step method gives n1 × n2 × . . . × nk = nk.
For example, if the coins involved in a coin-tossing experiment are four, then the
number of experimental outcomes will be 2 × 2 × 2 × 2 = 24 = 16.

2. Suppose a person can take three routes from city A to city B, four from city B to city
C and three from city C to city D. Then the possible routes for reaching from city A
to D, while he must travel from A to B to C to D are : (A to B)
× (B to C) × (C to D) = 3 × 4 × 3 = 36 ways.

6.4.2 Combinations

Sometimes the ordering or arrangement of objects is not important, but only the objects
that are chosen. For example, (i) you may not care in what order the books are placed on
the shelf, but only which books you are able to shelve. (ii) When a five-person committee
is chosen from a group of 10 students, the order of choice is not important because all 5
students will be equal members of committe.

This counting rule for combinations allows us to select r (say) number of outcomes
from a collection of n distinct outcomes without caring in what order they are arranged.
This rule is denoted by

C (n, r) = nCr = 
!

! ( )!
n

r n r−
where n! = n(n – 1) (n – 2) . . . 3 . 2 . 1 and 0! = 1.

The notation ! means factorial, for example, 4! = 4 × 3 × 2 × 1 = 24.

Important Results

1. nCr = nCn – r  and  nCn = 1.
2. If n objects consist of all n1 of one type, all n2 of another type, and so on upto nk of

the kth type, then the total number of selections that can be made of 1, 2, 3 upto n
objects is (n1 + 1) (n2 + 1) . . .  (nk + 1) – 1.

3. The total number of selections from n objects all different is 2n – 1.

6.4.3 Permutations

This rule of counting involves ordering or permutations. This rule helps us to compute
the number of ways in which n distinct objects can be arranged, taking r of them at a time.

The total number of permutations of n objects taken r at a time is given by

P(n, r)=nPr = 
!

( )!
n

n r−
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By permuting each combination of r objects among themselves, we shall obtain all
possible permutations of n objects, r at a time. Each combination gives rise to r!
permutations, so that r! C(n, r) = P(n, r) = n! /(n – r)!.

Example 6.1: Of ten electric bulbs, three are defective but it is not known which are
defective. In how many ways can three bulbs be selected? How many of these selections
will include at least one defective bulb?
Solution: Three bulbs out of 10 bulbs can be selected in 10C3 = 120 ways. The number
of selections which include exactly one defective bulb will be 7C2 × 3C1 = 63.

Similarly, the number of selections which include exactly two and three defective
bulbs will be 7C1 × 3C2 = 21 and 3C3 = 1, respectively. Thus the total number of
selections including at least one defective bulb is 63 + 21 + 1 = 85.
Example 6.2: A bag contains 6 red and 8 green balls.
(a) If one ball is drawn at random, then what is the probability of the  ball being green?
(b) If two balls are drawn at random, then what is the probability that one is red and the

other green?
Solution: (a) Since the bag contains 6 red and 8 green balls, therefore it contains 6 + 8
= 14 equally likely outcomes, that is, S = {r, g}. But one ball out of 14 balls can be drawn
in  ways, that is,

14
1C = 

14!
14 ways

1! (14 1)!
=

−
Let A be the event of drawing a green ball. Then out of these 8 green balls, one green

ball can be drawn in 8
1C  ways:

8
1C = 

8!
1! (8 1)!−

 = 8

Hence, P(A) = 
(A)
(S)

c
c

 = 8
14

(b) All exhaustive number of cases,  c(S) = 14
2C  = 

14
2 14 2

!
! ( )!−

 = 91.

Also out of 6 red balls, one red ball can be drawn in 6C1 ways and out of 8 green
balls, one green ball can be drawn in 8C1 ways. Thus, the total number of favourable
cases is:

c (B) = 6
1

8
1C C×  = 6 × 8 = 48

Thus P(B) =
(B)
(S)

c
c

 = 48
91

Example 6.3: Tickets are numbered from 1 to 100. They are well shuffled and a ticket is
drawn at random. What is the probability that the drawn ticket has
(a) an even number? (b) the number 5 or a multiple of 5?
(c) a number which is greater than 75? (d) a number which is a square?

Solution: Since any of the 100 tickets can be drawn, therefore exhaustive number of
cases are c(S) = 100.

(a) Let A be the event of getting an even numbered tickets. Then c(A) = 50, and
hence

P(A) =50/100 = 1/2
(b) Let B be the event of getting a ticket bearing the number 5 or a multiple of 5,

that is,

B =[5, 10, 15, 20, . . ., 95, 100]

which are 20 in number, c(B) = 20. Thus P(B) = 20/100 = 1/5.
(c) Let C be the event of getting a ticket bearing a number greater than 75, that is,

C ={76, 77, . . ., 100}

which are 25 in number, c(C) = 25. Thus P(C) = 25/100 = 1/4.
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(d) Let D be the event of getting a ticket bearing a number which is a square, that is,

D ={1, 4, 9, 16, 25, 36, 49, 64, 81, 100}

which are 10 in number, c(D) = 10. Thus P(D) = 10/100 = 1/10.

C o n c e p t u a l  Q u e s t i o n s  6A

1. (a) Discuss the different schools of thought on the
interpretation of probability. How does each school
define probability?

(b) Describe briefly the various schools of thought on
probability. Discuss its importance in business decision-
making.

[HP Univ., MBA, 1998; Delhi Univ., MBA, 1999]
(c) Examine critically the different schools of thought on

probability.
[Delhi Univ., MBA, 1999; Kumaon Univ., 2000]

2. Explain what you understand by the term probability.
Discuss its importance in busines decision-making.

[Delhi Univ., MBA, 2002]
3. (a) Give the classical and statistical definitions of

probability and state the relationship, if any, between
the two definitions.

(b) Critically examine the ‘a priori’ definition of probability
showing clearly the improvement which the empirical
version of probability makes over it.

4. Define independent and mutually exclusive events. Can
two events be mutually exclusive and independent
simultaneously? Support your answer with an example.

[Sukhadia Univ., MBA; Delhi Univ., MBA, 1999]
5. Compare and contrast the three interpretations of

probability.
6. Explain the difference between statistically independent

and statistically dependent events.
7. Explain the meaning of each of the following terms:

(a) Random phenomenon (b) Statistical experiment
(c) Random event (d) Sample space

8. What do you mean by probability? Explain the importance
of probability. [Madras Univ., MA(Eco), MBA, 2003]

9. State the multiplicative theorem of probability. How is the
result modified when the events are independent.

10. Life insurance premiums are higher for older people, but
auto insurance premiums are generally higher for younger
people. What does this suggest about the risks and
probabilities associated with these two areas of insurance
business?

11. Distinguish between the two concepts in each of the
following pairs:
(a) Elementary event and compound events
(b) Mutually exclusive events and overlapping events
(c) Sample space and sample point

12. (a) Define the terms joint probability, marginal probability,
and conditional probability

(b) By comparing the three kinds of probabilities ( joint,
conditional, and marginal), explain what information
is provided by each

13. Suppose an entire shipment of 1000 items is inspected
and 50 items are found to be defective. Assume the
defective items are not removed from the shipment before
being sent to a retail out let for sale. If you purchase one
item from this shipment, what is the probability that it will
be one of the defective items?

14. Suppose you are told that the price of a particular  stock
will increase with a probability of 0.7.
(a) How is this probability interpreted?
(b) Assuming the definition of probability in terms of

long-run relative frequencies, how would you find
the probability that a stock price will increase?

S e l f-P r a c t i c e  P r o b l e m s  6A

6.1 Three unbiased coins are tossed. What is the probability
of obtaining:
(a) all heads (b) two heads
(c) one head (d) at least one head
(e) at least two heads, (f) all tails

6.2 A card is drawn from a well-shuffled deck of 52 cards.
Find the probability of drawing a card which is neither a
heart nor a king.

6.3 In a single throw of two dice, find the probability of
getting (a) a total of 11, (b) a total of 8 or 11, and (c)
same number on both the dice.

6.4 Five men in a company of 20 are graduates. If  3 men
are picked out of the 20 at random, what is the
probability that they are all graduates? What is the

probability of at least one graduate?
6.5 A bag contains 25 balls numbered 1 through 25.

Suppose an odd number is considered a ‘success’. Two
balls are drawn from the bag with replacement. Find
the probability of getting
(a) two successes     (b) exactly one success      (c) at least
one success      (d) no success

6.6 A bag contains 5 white and 8 red balls. Two drawings of
3 balls are made such that (a) the balls are replaced
before the second trial, and (b) the balls are not replaced
before the second trial. Find the probability that the
first drawing will give 3 white and the second 3 red balls
in each case.     [MD Univ., BCom; GND Univ., MA 1995;

Kerala Univ., MCom, 1998]
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6.7 Three groups of workers contain 3 men and one
woman, 2 men and 2 women, and 1 man and 3 women
respectively. One worker is selected at random from
each group. What is the probability that the group
selected consists of 1 man and 2 women?

[Nagpur Univ., MCom, 1997]
6.8 What is the probability that a leap year, selected at

random, will contain 53 Sundays?
[Agra Univ., MCom; Kurukshetra Univ., MCom, 1996;

MD Univ., MCom, 1998]

6.9 A university has to select an examiner from a list of 50
persons, 20 of them women and 30 men, 10 of them
knowing Hindi and 40 not, 15 of them being teachers
and the remaining 35 not. What is the probability of the
university selecting a Hindi-knowing woman teacher?

[Jammu Univ., MCom, 1997]

H i n t s  a n d  A n s w e r s

6.1 (a) P(all heads) = 1/8 (b) P(two heads) = 3/8
(c) P(one head) = 3/8 (d) P(at least one head) = 7/8
(e) P(at least two heads) = 4/8 = 1/2
(f) P(all tails) = 1/8.

6.2 P(neither a heart nor a king) = 
36

1
52

1

C
C

 = 36
52

6.3 c(S) = 36;  P(total of 11) = 2/36 P(total of 9 or 11)
= 7/36

6.4 P(all graduate) = 
5 15

3 0
20

3

C C
C

×
 = 

10 1
1140

×
 = 

1
114

P(no graduate) = 
15 5

3 0
20

2

C C
C
×

 = 
455 1
1140

×
 = 91

28

P(at least one graduate)  = 91
1

228
−  = 137

228

6.5 (a) P(two success) = 
13 13
25 25

×  = 
169
625

(b) P(exactly one success) = 
13 12 13 12
25 25 25 25

× + ×  = 
312
625

(c) P(at least one success) = P(exactly one success)

+ P(two success) = 312 169
625 625

+  = 481
625

(d) P(no success) = 
12 12
25 25

×  = 
144
625

6.6 (a) When balls are replaced:
Total number of balls in the bag = 5 + 8 = 13.
3 balls can be drawn from 13 in 13C3 ways;
3 white balls can be drawn from 5 in 5C3 ways;
3 red balls can be drawn from 8 in 8C3 ways.
The probability of 3 red balls in the second trial

= 
5

3
13

3

C
C

 = 
5

143
Probability of 3 red balls in the second trial

= 
4

2
12

2

C
C

 = 
28

143
The probability of the compound event

5 28
143 143

×  = 140
20449

 = 0.007

(b) When balls are not replaced:
At the first trial 3 white balls can be drawn in 5C3
ways.
The probability of drawing three white balls at the

first trials = 
5

3
13

3

C
C

 = 5
143

When the white balls have been drawn and not
replaced, the bag contains 2 white and 8 red balls.
Therefore, at the second trial 3 balls can be drawn
from 10 in 10C3 ways and 3 red balls can be drawn
from 8 in 8C3 ways.

The probability of 3 red balls in the second trial

= 
8

3
10

3

C
C

 = 7
15

The probability of the compound event

= 
5 7

142 15
×  = 

7
429

 = 0.016.

6.7 There are three possibilities in this case:

(i) Man is selected from the 1st group and women
from 2nd and 3rd groups; or

(ii) Man is selected from the 2nd group and women
from the 2st and 3rd groups; or

(iii) Man is selected from the 3rd group and women
from 1st and 2nd groups.

The probability of selecting a group of 1 man and
2 women is:

3 2 3 2 1 3 1 1 2
4 4 4 4 4 4 4 4 4

     × × + × × + × ×          

= 
9 3 1
32 32 32

+ +  = 
13
32

.

6.8 A leap year consists of 366 days, therefore it contains 52
complete weeks and 2 extra days. These 2 days may
make the following 7 combinations:

(i) Monday and Tuesday
(ii) Tuesday and Wednesday
(iii) Wednesday and Thursday
(iv) Thursday and Friday
(v) Friday and Saturday
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(vi) Saturday and Sunday
(vii) Sunday and Monday

Of these seven equally likely cases only the last two are
favourable. Hence the required probability is 2/7.

6.9 Probability of selecting a woman = 20/50;

Probability of selecting a teacher = 15/50
Probability of selecting a Hindi-knowing candidate is
10/50
Since the events are independent, the probability of the
university selecting a Hindi-knowing woman teacher
will be: (20/50) × (15/50) × (10/50) = 3/125.

6.5 RULES OF PROBABILITY AND ALGEBRA OF EVENTS

In probability we use set theory notations to simplify the presentation of ideas. As discussed
earlier in this chapter, the probability of the occurrence of an event A is expressed as:

P(A) =probability of event A occurrence

Such single probabilities are called marginal (or unconditional) probabilities because
it is the probability of a single event occurring. In the coin tossing example, the marginal
probability of a tail or head in a toss can be stated as P(T) or P(H).

6.5.1 Rules of Addition

The addition rules are helpful when we have two events and are interested in knowing
the probability that at least one of the events occurs.

Mutually Exclusive Events The rule of addition for mutually exclusive (disjoint),
exhaustive, and equally likely events states that

If  two events A and B are mutually exclusive, exhaustive, and equiprobable, then the
probability of either event A or B or both occurring is equal to the sum of their individual
probabilities.

This rule is expressed in the following formula

P(A or B) = 
(A B) (A) (B)

P(A B)
(S) (S)

n n n
n n

∪ +∪ = =

= 
(A) (B)

P(A) P(B)
(S) (S)

n n
n n

+ = + (6-1)

where A ∪ B (read as ‘A union B’) denotes the union of two events A and B and it is the
set of all sample points belonging to A or B or both. This rule can also be illustrated by
the Venn diagram shown in Fig. 6.3. Here two circles contain all the sample points in
events A and B. The overlap of the circles indicates that some sample points are contained
in both A and B.

Illustration: Consider the pattern of arrival of customers at a service counter during
first hour it is open along with its probability:

No. of persons : 0 1 2 3 4 or more
Probability : 0.1 0.2 0.3 0.3 0.1

To understand the probability that either 2 or 3 persons will be there during the
first hour, we have

P(2 or 3) = P(2) + P(3) = 0.3 + 0.3 = 0.6
The formula (6-1) can be expanded to include more than two events. In particular,

if there are n events in a sample space that are mutually exclusive, then the probability of
the union of these events is given by

P(A1 ∪ A 2 ∪ . . . ∪ A n) = P(A1) + P(A 2) + . . . + P(A n) (6-2)
For example, if we are interested in knowing the probability that there will be two or
more persons during the first hour, then using formula (6-2), we have

P(2 or more) = P(2, 3, 4 or more) = P(2) + P(3) + P(4)

= 0.3 + 0.3 + 0.1 = 0.7

Marginal probability: The
unconditional probability of an
event occurring.

Venn diagram: A pictorial
representation for showing the
sample space and operations
involving events. The sample
space is represented by a
rectangle and events as circles.

Figure 6.3
Union of Two Events
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An important special case of formula (6-1) is for complementary events. Let A be any
event and A  be the complement of A. Obviously A and A  are mutually exclusive and
exhaustive events. Thus, either A occurs or it does not, is given by

P(A or A ) = P(A) + P(A ) = P(A) + {1 – P(A)} = 1

or P(A) = 1 – P(A ) (6-3)

For example, if a dice is rolled, then the probability whether an odd number of spots
occurs or does not.

Partially Overlapping (or Joint) Events If events A and B are not mutually exclusive, it is
possible for both events to occur simultaneously? This means these events have some
sample points in common. Such events are also called joint (or overlapping) events. The
sample points in common (belong to both events) represent the joint event A ∩ B (read
as: A intersection B). The addition rule in this case is stated as:

If two events A and B are not mutually exclusive, then the probability of either A or B or both
accuring is equal to the sum of their individual probabilities minus the probability of A and B
accuring together.

This rule is expressed in the following formula:

P(A or B) = P(A) + P(B) – P(A and B)
or P(A ∪ B) = P(A) + P(B) – P(A ∩ B) (6-4)

This addition rule can also be illustrated by the Venn-diagram shown in Fig. 6.4.

Illustration: Suppose 70 per cent of all tourists who come to India will visit Agra. While
60 per cent will visit Goa and 50 per cent of them will visit both Agra and Goa. The
probability that a tourist will visit either Goa or Agra or both is obtained by applying
formula (6-4) as follows:

P(Agra or Goa) = P(Agra) + P(Goa) – P(both Agra and Goa)
= 0.70 + 0.60 – 0.50 = 0.8

Consequently, the probability that a tourist will visit neither Agra nor Goa is calculated
by

P(neither Agra nor Goa) = 1 – P(Agra or Goa) = 1 – 0.80 = 0.20

The formula (6-4) can be expanded to include more than two events. In particular,
if there are three events that are not mutually exclusive, then the probability of the union
of these events is given by

P(A ∪ B ∪ C) =P(A) + P(B) + P(C) – P(A ∩ B) – P(B ∩ C)
– P(C ∩ A) + P(A ∩ B ∩ C) (6-5)

Remark: The rules of addition are applicable for calculating probability of events in
case of simultaneous trails.

Example  6.4: What is the probability that a randomly chosen card from a deck of cards
will be either a king or a heart.

Solution: Let event A and B be the king and heart in a deck of 52 cards, respectively.
Then it is given that

Figure 6.4
Partially Overlapping Events



C H A P T E R  6 FUNDAMENTALS OF PROBABILITY 207

Card Probability Reason

King P(A) = 4/52 4 kings in a deck of 52 cards
Heart P(B) = 13/52 13 hearts in a deck of 52 cards
King of heart P(A and (B) = 1/52 1 King of heart in a deck of 52 cards

Using the formula (6-4), we get

P(A or B) = P(A) + P(B) – P(A and B)

=
4 13 1
52 52 52

+ −  = 
16
52

 = 0.3077

Example 6.5: Of 1000 assembled components, 10 have a working defect and 20 have a
structural defect. There is a good reason to assume that no component has both defects.
What is the probability that randomly chosen component will have either type of defect?

[Delhi Univ., MBA, 2003]
Solution: Let the event A and B be the component which has working defect and has
structural defect, respectively. Then it is given that

P(A) = 10/1000 = 0.01, P(B) = 20/1000 = 0.02 and P(A and B) = 0
The probability that a randomly chosen component will have either type of defect is

given by
P(A or B) = P(A) + P(B) – P(A and B)

= 0.01 + 0.02 – 0.0 = 0.03

Example 6.6: A survey of 200 retail grocery shops revealed following monthly income
pattern:

Monthly Income (Rs) Number of Shops

Under Rs 20,000 102
20,000 to 30,000 061
30,000 and above 037

(a) What is the probability that a particular shop has monthly income under:
Rs 20,000

(b) What is the probability that a shop selected at random has either an income
between Rs 20,000 and Rs 30,000 or an income of Rs. 30,000 and more?

Solution: Let the events A, B and C represent the income under three categories,
respectively.

(a) Probability that a particular shop has monthly income under Rs 20,000 is
P(A) = 102/200=0.51.

(b) Probability that shop selected at random has income between Rs 20,000 and
Rs 30,000 or Rs 30,000 and more is given by

P(A or B) = P(A) + P(B)

=
61 37

200 200
+  = 0.305 + 0.185 = 0.49

Example 6.7: From a sales force of 150 persons, one will be selected to attend a special
sales meeting. If 52 of them are unmarried, 72 are college graduates, and 3/4 of the 52
that are unmarried are college graduates, find the probability that the sales person
selected at random will be neither single nor a college graduate.

Solution: Let A and B be the events that a sales person selected is married and that he is
a college graduate, respectively. Then it is given that

P(A) = 52/150, P(B) = 72/150;  P(A and B) = (3/4) (52/150) = 39/150

The probability that a salesperson selected at random will be neither single nor a
college graduate is:
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P( A  ∩ B ) = 1 – P(A ∪ B) = 1 – {P(A) + P(B) – P(A ∩ B)}

= 1 – 
52 72 39 13

150 150 150 30
 + − = 
 

Example 6.8: From a computer tally based on employer records, the personnel manager
of a large manufacturing firm finds that 15 per cent of the firm’s employees are supervisors
and 25 per cent of the firm’s employees are college graduates. He also discovers that 5
per cent are both supervisors and college graduates. Suppose an employee is selected at
random from the firm’s personnel records, what is the probability of:

(a) selecting a person who is both a college graduate and a supervisor?
(b) selecting a person who is neither a supervisor nor a college graduate?

Solution: Let A and B be the events that the person selected is a supervisor and that he
is a college graduate, respectively. Given that

P(A) = 15/100;  P(B) = 25/100;  P(A and B) = 5/100
(a) Probability of selecting a person who is both a college graduate and a supervisor is:

P (A and B) = 5/100 = 0.05
(b) Probability of selecting a person who is neither a supervisor nor a college graduate is:

P ( A  and B ) =1 – P(A or B) = 1 – [P (A) + P(B) – P(A and B)]

=1 – 
15 25 5

100 100 100
 + −  

 = 65
100

 = 0.65

Example 6.9: The probability that a contractor will get a plumbing contract is 2/3 and
the probability that he will not get an electrical contract is 5/9. If the probability of
getting at least one contract is 4/5, what is the probability that he will get both?

Solution: Let A and B denote the event that the contractor will get a plumbing and
electrical contract respectively. Given that

P(A) = 2/3; P(B) = 1 – (5/9) = 4/9; P(A ∪ B) = 4/5

P(A ∩ B) = P(A) + P(B) – P(A ∪ B) = 
2 4 4
3 9 5

+ −  = 14
45

 = 0.31

Thus the probability that the contractor will get both the contracts is 0.31.

Example 6.10: An MBA applies for a job in two firms X and Y. The probability of his
being selected in firm X is 0.7 and being rejected at Y is 0.5. The probability of at least
one of his applications being rejected is 0.6. What is the probability that he will be
selected by one of the firms?

Solution: Let A and B denote the event that an MBA will be selected in firm X and will
be rejected in firm Y, respectively. Then given that

P(A) = 0.7, P( A ) = 1 – 0.7 = 0.3

P(B) = 0.5, P( B ) = 1 – 0.5 = 0.5, P( A  ∪ B ) = 0.6
Since P(A ∩ B) = 1 – P( ∪ ) = 1 – 0.6 = 0.4
therefore, probability that he will be selected by one of the firms is given by

P(A ∪ B) = P(A) + P(B) – P(A ∩ B)
= 0.7 + 0.5 – 0.4 = 0.8

Thus, the probability of an MBA being selected by one of the firms is 0.8.

6.5.2 Rules of Multiplication

Statistically Independent Events When the occurrence of an event does not affect and is
not affected by the probability of occurrence of any other event, the event is said to be a
statistically independent event. There are three types of probabilities under statistical
independence: marginal, joint, and conditional.
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• Marginal Probability: A marginal or unconditional probability is the simple
probability of the occurrence of an event. For example, in a fair coin toss the
outcome of each toss is an event that is statistically independent of the outcomes
of every other toss of the coin.

• Joint Probability: The probability of two or more independent events occurring
together or in succession is called the joint probability. The joint probability of
two or more independent events is equal to the product of their marginal
probabilities. In particular, if A and B are independent events, the probability
that both A and B will occur is given by

P(AB) = P(A ∩ B) = P(A)×P(B) (6-6)
Suppose we toss a coin twice. The probability that in both the cases the coin

will turn up head is given by

P(H1H2) = P(H1) × P(H2) = 
1
2

×
1
2

= 1
4

The formula (6-6) is applied here because the probability of any outcome is not
affected by any preceding outcome, in other words, outcomes are independent.

• Conditional Probability: It is the probability of a particular event occuring, given
that another event has occurred. The conditional probability of event A, given
that event B has already occurred is written as: P (A|B). Similarly we may write
P (B|A). The vertical bar is read as: ‘given’ and events appearing to the right of
the bar are those that you know have occurred. Two events A and B are said to be
independent if and only P(A|B) = P(A) or P(B|A) = P(B). Otherwise, events are
said to be dependent.

Since, in the case of independent events the probability of occurrence of either of
the events does not depend or affect the occurrence of the other, therefore in the coin
tossing example, the probability of a head occurrence in the second toss, given that head
resulted in the first toss, is still 0.5. That is, P(H2 | H1) = 0.5 = P(H2). It is because of the
fact that the probabilities of heads and tails are the same for every toss and in no way
influenced by whether it was a head or tail which occurred in the previous toss.

Statistical Dependent Events When the probability of an event is dependent upon or
affected by the occurrence of any other event, the events are said to be statistically
dependent. There are three types of probabilities under statistical dependence: joint,
conditional, and marginal.

• Joint Probability: If A and B are dependent events, then the joint probability as
discussed under statistical independence case is no longer equal to the product
of their respective probabilites. That is, for dependent events

P(A and B) = P(A ∩ B) ≠ P(A) × P(B)
Accordingly, P(A) ≠ P(A | B) and P(B) ≠ P(B | A)

The joint probability of events A and B occurring together or in succession
under statistical dependences is given by

P(A ∩ B) = P(A) × P(B | A)
or P(A ∩ B) = P(B) × P(A | B)

• Conditional Probability: Under statistical dependence, the conditional probability
of event B given that event A has already occurred, is given by

P(B | A) = 
P(A B)

P(A)
∩

Similarly the conditional probability of A, given that event B has occurred, is

P(A | B) = 
P(A B)

P(B)
∩

• Marginal Probability: The marginal probability of an event under statistical
dependence is the same as the marginal probability of an event under statistical
independence.

Statistical dependence: The
condition when the
probability of occurrence of
an event is dependent upon,
or affected by, the occurrence
of some other event.

Joint probability: The
probability of two events
occurring together or in
succession.

Conditional
probability: The probability
of an event occurring, given
that another event has
occurred.
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The marginal probability of events A and B can be written as:
P(A) = P(A ∩ B) + P(A ∩ )

and P(B) = P(A ∩ B) + P( ∩ B)

Example 6.11: The odds against student X solving a Business Statistics problem are 8 to
6, and odds in favour of student Y solving the problem are 14 to 16.

(a) What is the chance that the problem will be solved if they both try independently of
each other?

(b) What is the probability that none of them is able to solve the problem?
[Delhi Univ., MBA, 1998]

Solution: Let A = The event that the first student solves the problem,
B =The event that the second student solves the problem.

P(A) =
6

8 6+
 = 6

14
 and P(B) = 

14
14 16+

 = 14
30

(a) Probability that the problem will be solved
= P (at least one of them solves the problem)
= P (A or B) = P(A) + P(B) – P(A and B)
= P(A) + P(B) – P(A) × P(B) [because the events are independent]

=
6 14 6 14

14 30 14 30
+ − ×  = 

73
105

 = 0.695

(b) Probability that neither A nor B solves the problem

P (A and B) = P (A)  × P (B)

= [1 – P(A)] × [1 – P(B)] = 8 16
14 30

×  = 32
105

 = 0.305

Example 6.12: The probability that a new marketing approach will be successful is 0.6.
The probability that the expenditure for developing the approach can be kept within the
original budget is 0.50. The probability that both of these objectives will be achieved at
0.30.

What is the probability that at least one of these objectives will be achieved. For the
two events described above, determine whether the events are independent or dependent.

[Delhi Univ., MBA, 2003]
Solution: Let A = The event that the new marketing approach will be successful

B = The event that the expenditure for developing the approach
can be kept within the original budget

Given that P(A) = 0.60, P(B) = 0.50 and P(A ∩ B) = 0.30
Probability that both events A and B will be achieved is given by

P(A ∪ B) = P(A) + P(B) – P(A ∩ B)
= 0.60 + 0.50 – 0.30 = 0.80

If events A and B are independent, then their joint probability is given by
P(A ∩ B) = P(A) × P(B) = 0.60 × 0.50 = 0.30

Since this value is same as given in the problem, events are independent.

Example 6.13: A piece of equipment will function only when the three components A,
B, and C are working. The probability of A failing during one year is 0.15, that of B
failing is 0.05, and that of C failing is 0.10. What is the probability that the equipment
will fail before the end of the year?

Solution: Given that

P(A failing) = 0.15; P(A not failing) = 1 – P(A) = 0.85
P(B failing) = 0.05; P(B not failing) = 1 – P(B) = 0.95
P(C failing) = 0.10; P(C not failing) = 1 – P(C) = 0.90

Since all the three events are independent, therefore the probability that the equipment
will work is given by

P( A  ∩ B  ∩ B ) = P( A ) × P( B ) × P( C ) = 0.85 × 0.95 × 0.90 = 0.726
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Probability that the equipment will fail before the end of the year is given by

P(A ∪ B ∪ C) = 1 – P( A  ∩ B  ∩ C )

= 1 – P( A ). P( B ). P( C )
= 1 – {0.85 × 0.95 × 0.90} = 1 – 0.726 = 0.274

Example 6.14: A market research firm is interested in surveying certain attitudes in a
small community. There are 125 households broken down according to income, ownership
of a telephone, and ownership of a TV.

Households with Annual Households with Annual Total
Income of Rs 8000 or Less Income Above Rs 8000

Telephone No Telephone No
subscriber telephone subscriber telephone

Own TV set 27 20 18 10 75
No TV set 18 10 12 10 50

Total 45 30 30 20 125

(a) What is the probability of getting a TV owner in at random draw?
(b) If a household has an income of over Rs 8000 and is a telephone subscriber, what is

the probability that he owns a TV?
(c) What is the conditional probability of drawing a household that owns a TV, given

that the household is a telephone subscriber?
(d) Are the events ‘ownership of a TV’ and ‘telephone subscriber’ statistically independent?

Comment. [Himachal Univ., MBA, 1998]

Solution: (a) Probability of drawing a TV owner at random,
P(TV owner) = 75/125 = 0.6

(b) There are 30(18 + 12) persons whose household income is above Rs 8000 and
are also telephone subscribers. Out of these, 18 own TV sets. Hence the probability of
this group of persons having a TV set, is: 18/30 = 0.6.

(c) Out of 75( 27 + 18 + 18 + 12) households who are telephone subscribers, 45(27 +
18) households have TV sets. Hence the conditional probability of drawing a household
that owns a TV given that the household is a telephone subscriber is: 45/75 = 0.6.

(d) Let A and B be the events representing TV owners and telephone subscribers
respectively. The probability of a person owning a TV, P(A)= 75/125. The probability of
a person being a telephone subscriber, P(B) = 75/125.

The probability of a person being a telephone subscriber as well as a TV owner is:

P(A and B) = 45/125 = 9/25

But P(A) × P(B) = (75/125) (75/125) = 9/25

Since P(AB) = P(A) × P(B), therefore we conclude that the events ‘ownership of a
TV’ and ‘telephone subscriber’ are statistically independent.

Example 6.15: A company has two plants to manufacture scooters. Plant I manufactures
80 per cent of the scooters and Plant II manufactures 20 per cent. In plant I only 85 out
of 100 scooters are considered to be of standard quality. In plant II, only 65 out of 100
scooters are considered to be of standard quality. What is the probability that a scooter
selected at random came from plant I, if it is known that it is of standard quality?
[Madras Univ., MCom, 1996; Delhi Univ., MBA, 1998]

Solution: Let A = The scooter purchased is of standard quality
B = The scooter is of standard quality and came from plant I
C = The scooter is of standard quality and came from plant II
D = The scooter came from plant I

The percentage of scooters manufactured in plant I that are of standard quality is 85
per cent of 80 per cent, that is, 0.85 × (80 ÷ 100) = 68 per cent or P(B) = 0.68.
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The percentage of scooters manufactured in plant II that are of standard quality is
65 per cent of 20 per cent, that is, 0.65 × (20 ÷ 100) = 13 per cent or P(C) = 0.13.

The probability that a customer obtains a standard quality scooter from the company
is, 0.68 + 0.13 = 0.81.

The probability that the scooters selected at random came from plant I, if it is known
that it is of standard quality is given by

P(D|A) = ( )P D and A
P(A)

 = 0.68
0.81

 = 0.84

Example 6.16: A husband and wife appear in an interview for two vacancies in the same
post. The probability of husband’s selection is 1/7 and that of wife’s selection is 1/5. What
is the probability that

(a) both of them will be selected,
(b) only one of them will be selected, and
(c) none of them will be selected.

[Bharthidasan Univ., MCom, 1996; Delhi Univ., MBA, 1999]
Solution: Let A and B be the event of the husband’s and wife’s selection, respectively.
Given that P(A) = 1/7 and P(B) = 1/5.

(a) The probability that both of them will be selected is:
P(A and B) = P(A) P(B) = (1/7) × (1/5) = 1/35 = 0.029

(b) The probability that only one of them will be selected is:

P[(A and B ) or (B and A )= P(A and B ) + P(B and A )

= P(A) P( B ) + P(B) P( A )
= P(A) [1 – P(B)] + P(B) [1 – P(A)]

= 
1 1 1 1

1 1
7 5 5 7

   − + −      
 = 

1 4 1 6
7 5 5 7

   × + ×      

= 10
35

 = 0.286

(c) The probability that none of them will be selected is:

P( A ) × P( B ) = (6/7)×(4/5) = 24/35 = 0.686

Example 6.17: The odds that A speaks the truth is 3 : 2 and the odds that B speaks the
truth is 5 : 3. In what percentage of cases are they likely to contradict each other on an
identical point? [Delhi Univ., MBA, 1999]

Solution: Let X and Y denote the events that A and B speaks truth, respectively. Given
that

P(X) = 3/5; P( X ) = 2/5; P(Y) = 5/8; P( Y ) = 3/8
The probability that A speaks the truth and B speaks a lie is: (3/5) (3/8) = 9/40
The probability that B speaks the truth and A speaks a lie is: (5/8) (2/5) = 10/40

So the compound probability is: 9 10
40 40

+  = 19
40

Hence, percentage of cases in which they contradict each other is (19/40) × 100 = 47.5
per cent

Example 6.18: The data for the promotion and academic qualification of a company is
given below:

Promotional Status Academic Qualification
MBA(A) Non-MBA() Total

Promoted (B) 0.14 0.26 0.40
Non-promoted () 0.21 0.39 0.60

Total 0.35 0.65 1.00
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(a) Calculate the conditional probability of promotion after an MBA has been identified.
(b) Calculate the conditional probability that it is an MBA when a promoted employee

has been chosen.
(c) Find the probability that a promoted employee was an MBA. [IGNOU, 1995]

Solution: It is given that, P(A)=0.35, P=0.65, P(B)=0.40,P=0.60, and P(A ∩ B)=0.14

(a) The probability of being ‘promoted’ after an MBA employee has been identified
is:

P(B | A) = 
P(A B)

P(A)
∩

 = 0.12
0.35

 = 0.34

(b) If a promoted employee has been chosen, then the probability that the person is
an MBA is:

P(A | B) = 
P(A B)

P(B)
∩

 = 0.12
0.40

 = 0.30

(c) The probability that a promoted employee was an MBA is:
P(A ∩ B) = P(A) × P(B | A)= 0.35 × 0.34 = 0.12

or P(A ∩ B) = P(B) × P(A | B)= 0.40 × 0.30 = 0.12

Example 6.19: The probability that a trainee will remain with a company is 0.6. The
probability that an employee earns more than Rs 10,000 per month is 0.5. The probability
that an employee who is a trainee remained with the company or who earns more than
Rs 10,000 per month is 0.7. What is the probability that an employee earns more than Rs
10,000 per month given that he is a trainee who stayed with the company?
Solution: Let A and B be the event that a trainee who remained with the company and
the event that an employee earns more than Rs 10,000, respectively. Given that

P(A) = 0.6, P(B) = 0.5, and P(A or B) = P(A ∪ B) = 0.7
The probability that an employee earns more than Rs 10,000 given that he is trainee

who remained with the company is given by

P(B|A) =
P(A and B)

P(A)
 = 

P(A  B)
P(A)

∩

We know that P(A ∪ B) = P(A) + P(B) – P(A ∩ B),
or P(A ∩ B) = P(A) + P(B) – P(A ∪ B) = 0.6 + 0.5 – 0.7 = 0.4
Hence the required probability is:

P(B|A) =
( )A B

P (A)
∩

 = 0.4
0.6

 = 0.667

Example 6.20: Two computers A and B are to be marketed. A salesman who is assigned
the job of finding customers for them has 60 per cent and 40 per cent chances, respectively
of succeeding for computers A and B. The two computers can be sold independently.
Given that he was able to sell at least one computer, what is the probability that computer
A has been sold? [ IGNOU, MBA, 2002; Delhi Univ., MBA, 1999, 2002]

Solution: Let us define the events
E1 = Computer A is marketed and E2 = Computer B is marketed.

It is given that P(E1) = 0.60,  P(E2) = 0.40
P(E1 and E2)  or  P(E1 ∩ E2) = P(E1). P(E2) = 0.60 × 0.40 = 0.24

Hence, the probability that computer A has been sold given that the salesman was
able to sell at least one computer is given by

P(E1|E1∪E2) = 1 1 2

1 2

P{E (E E )}
P(E E )

∩ ∪
∪

 = 1

1 2

P(E )
P(E E )∪

= 1

1 2 1 2

P(E )
P(E )+ P(E ) – P(E E )∩

 = 
0.60

0.60 0.40 0.24+ −

= 0.60
0.76

 = 0.789
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Example 6.21: A study of job satisfaction was conducted for four occupations: Cabin
maker lawyer, doctor and systems analyst. Job satisfaction was measured on a scale of
0–100. The data obtained are summarized in the following table:

Occupation Under 50 50–59 60–69 70–79 80–89 Total

Cabin maker 0 2 4 3 1 10
Laweyer 6 2 1 1 0 10
Doctor 0 5 2 1 2 10
Systems Analyst 2 1 4 3 0 10

8 10 11 8 3 40

(a) Develop a joint probability table.
(b) What is the probability of one of the participants studied had a satisfaction score in

80’s?
(c) What is the probability of a satisfaction score in the 80’s, given the study participant

was a doctor?
(d) What is the probability of one of the participants studied was a lawyer.
(e) What is the probability of one of the participants was a lawyer and received a score

under 50?
(f) What is the probability of a satisfaction score under 50 given a person is a lawyer.
(g) What is the probability of a satisfaction score of 70 or higher?

[Delhi Univ., MBA, 2003]
Solution: (a) Joint probability table is given below

Occupation Under 50 50–59 60–69 70–79 80–89

Cabin maker 0.000 0.050 0.100 0.075 0.250
Lawyer 0.150 0.050 0.025 0.025 0.250
Doctor 0.000 0.125 0.050 0.025 0.250
System Analyst 0.050 0.025 0.100 0.075 0.250

(b) P(Satisfaction score in the 80’s) = 3/40

(c) P(Satisfaction score in 80’s, given participant was doctor) = 
2/40

10/40
 = 1

5
(d) P(Participant was doctor) = 10/40

(e) P(Lawyer and score under 50) = 
P(Lowyer  Score under 50)

P(Score under 50)
∩

 = 6
40

(f) P(Score under 50 Lawyer) = 
P(Score under 50 Lawyer)

P(Lawyer)
∩

 = 
6/40

10/40
 = 6

10
(g) P(Satisfaction score of 70 or higher) = P(Score of 70 and above) + P(Score of

80 and above)

= 8 3
40 40

+  = 11
40

Example 6.22: A market survey was conducted in four cities to find out the preference
for brand A soap. The responses are shown below:

Delhi Kolkata Chennai Mumbai

Yes 45 55 60 50
No 35 45 35 45
No opinion 5 5 5 5

(a) What is the probability that a consumer selected at random, preferred brand A?
(b) What is the probability that a consumer preferred brand A and was from Chennai?
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(c) What is the probability that a consumer preferred brand A given that he was from
Chennai?

(d) Given that a consumer preferred brand A, what is the probability that he was from
Mumbai? [Delhi Univ., MBA, 2002; Kumaon Univ., MBA, 1999]

Solution: The information from responses during market survey is as follows:

Delhi Kolkata Chennai Mumbai Total

Yes 45 55 60 50 210
No 35 45 35 45 160
No opinion 5 5 5 5 20

Total 85 105 100 100 390

Let X denote the event that a consumer selected at random preferred brand A. Then

(a) The probability that a consumer selected at random preferred brand A is:
P(X) = 210/390 = 0.5398

(b) The probability that a consumer preferred brand A and was from Chennai (C) is:
P(X ∩ C) = 60/390 = 0.1538

(c) The probability that a consumer preferred brand A, given that he was from
Chennai:

P(X|C) = 
P(A C)

P(C)
∩

 = 
60 / 390

100 / 390
 = 

0.153
0.256

 = 0.597

(d) The probability that the consumer belongs to Mumbai, given that he preferred
brand A

P(M|X) = 
P(M X)

P(X)
∩

 = 
50 / 390
210 / 390

 = 0.128
0.538

 = 0.237

Example 6.23: The personnel department of a company has records which show the
following analysis of its 200 engineers.

Age Bachelor’s Degree Only Master’s Degree Total

Under 30 90 10 100
30 to 40 20 30 50
Over 40 40 10 50

Total 150 50 200

If one engineer is selected at random from the company, find:

(a) The probability that he has only a bachelor’s degree.
(b) The probability that he has a master’s degree, given that he is over 40.
(c) The probability that he is under 30, given that he has only a bachelor’s degree.

[Kumaon Univ., MBA 1998]
Solution: Let A, B, C, and D denote the events that an engineer in under 30 years of
age, 40 year of age, he has bachelor’s degree only, and has a master’s degree, respectively.
Therefore:

(a) The probability of an engineer who has only a bachelor’s degree is:
P(C) = 150/200 = 0.75

(b) The probability of an engineer who has a master’s degree, given that he is over
40 years is:

P(D|B) = 
P(D B)

P(B)
∩

 = 
10 / 200
50 / 200

 = 10
50

 = 0.20

(c) The probability of an engineer who is under 30 years, given that he has only
bachelor’s degree is:

P(A|C) = 
P(A C)

P(C)
∩

 = 
90 / 200

150 / 200
 = 90

150
 = 0.60



216 BUSINESS S TAT I S T I C S

6.6 PROBABILITY TREE DIAGRAM

Decision-makers at times face difficulty in constructing the joint probability table. Thus
they prefer to use the probability tree to probability calculations. The probability tree
diagram for tossing a coin three consecutive times is shown in Fig. 6.5.

The probability tree diagram is convenient for calculating  joint probabilities when
events occur at different times or stages. In probability trees, time moves from left to
right. The complete tree exhibits each outcome as a single path from beginning to end.
Each path corresponds to a distinct joint event. A joint event is represented by a path
through the tree and its probability is determined by multiplying all the individual
branch probabilities for its path.

In this example of three tosses of a coin, at each toss the probability of either event’s
(H or T) occurring remains the same, that is, the events are independent. The joint
probabilities of events occurring in succession are calculated by multiplying the
probabilities of each event.

The events emanating from a single breaking point are mutually exclusive and
collectively exhaustive, so that exactly one must occur. All the probabilities on branches
within the same fork must therefore sum to 1.

In this case  the results in the diagram should not be confused with conditional
probabilities. The probability of a head and then two tails occurring on three  consecutive
tosses is computed prior to any tosses taking place. If the first two tosses have already
occurred, then the probability of getting a tail on the third toss is still 0.5, that is,
P(T|HT) = P(T) = 0.5.

Example 6.24: Each salesperson is rated either below average, average, or above average
with respect to sales ability. Each of them is also rated with respect to his or her potential
for advancement-either fair, good or excellent. These traits of the 500 sales person are
given below:

Potential for Advancement

Sales Ability Fair Good Excellent

Below average 16 12 22
Average 45 60 45
Above average 93 72 135

Figure 6.5
Probability Tree Diagram
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(a) What is the probability that a randomly selected salesperson will have above average
sales ability and excellent potential for advancement?

(b) Construct a tree diagram showing all the probabilities. Conditional probabilities
and joint probabilities.

Solution: (a) Let A and B represent the event that a salesperson will have above average sales
ability and excellent potential for advancement. The joint probability of these traits is given by

P(A and B) = P(A) × P(B) = 
300
500

 × 
135
300

 = 0.27 +

(b) The tree diagram of probabilities is shown in Fig. 6.6.

Figure 6.6
Tree Diagram

S e l f-P r a c t i c e  P r o b l e m s  6B

6.10 Mr. X has 2 shares in a lottery in which there are 2 prizes
and 5 blanks. Mr. Y has 1 share in a lottery in which
there is 1 prize and 2 blanks. Show that the chance of
Mr. X’s success to that of Mr. Y’s as 15 : 7.

6.11 Explain whether or not each of the following claims
could be correct:
(a) A businessman claims the probability that he will

get contract A is 0.15 and that he will get contract B
is 0.20. Furthermore, he claims that the probability
of getting A or B is 0.50.

(b) A market analyst claims that the probability of
selling ten million rupees of plastic A or five million
rupees of plastic B is 0.60. He also claims that the
probability of selling ten million rupees of A and
five million rupees of B is 0.45.

6.12 The probability is 0.3 that an applicant for a Management
Accountant’s job has a postgraduate degree, 0.7 that he
has had some work experience as a chief Financial
Accountant, and 0.2 that he has both. Out of 300
applicants, approximately, what number would have
either a postgraduate degree or some professional work
experience?

6.13 A can hit a target 3 times in 5 shots; B, 2 times in 5
shots; C, 3 times in 4 shots. They fire a volley. What is
the probability that 2 shots hit?

6.14 A problem in business statistics is given to five students,
A, B, C, D, and E. Their chances of solving it are 1/2,
1/3, 1/4, 1/5, and 1/6 respectively. What is the probability
that the problem will be solved?

[Madras Univ., BCom, 1996; Kumaon Univ., MBA, 2000]
6.15 A husband and wife appear in an interview for two

vacancies for the same post. The probability of husband’s
selection is 1/7 and that of wife’s selection is 1/5. What is
the probability that
(a) only one of them will be selected?
(b) both of them will be selected?
(c) none of them will be selected?

6.16 A candidate is selected for interviews for three posts.
For the first there are 3 candidates, for the second there
are 4, and for the third there are 2. What is the probability
of his getting selected for at least one post?

6.17 Three persons A, B, and C are being considered for
appointment as Vice-Chancellor of a university, and
whose chances of being selected for the post are in the
proportion 14 : 2 : 3 respectively. The probability that
if A is selected, will introduce democratization in the
university structure is 0.3, and the corresponding
probabilities for B and C doing the same are respectively
0.5 and 0.8. What is the probability that democratization
would be introduced in the university?
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6.18 There are three brands, say X, Y, and Z of an item
available in the market. A consumer chooses exactly
one of them for his use. He never buys two or more
brands simultaneously. The probabilities that he buys
brands X, Y, and Z are 0.20, 0.16, and 0.45.
(a) What is the probability that he does not buy any of

the brands?
(b) Given that a customer buys some brand, what is

the probability that he buys brand X?
6.19 There is 50-50 chance that a contractor’s firm, A, will

bid for the construction of a multi-storeyed building.
Another firm, B, submits a bid and the probability is 3/
5 that it will get the job, provided that firm A does not
submit a bid. If firm A submits a bid, the probability
that firm B will get the job is only 2/3. What is the
probability that firm B will get the job?

6.20 Plant I of XYZ manufacturing organization employs 5
production and 3 maintenance foremen, plant II of same
organization employs 4 production and 5 maintenance
foremen. From any one of these plants, a single selection
of two foremen is made. Find the probability that one
of them would be a production and the other a
maintenance foreman. [Bombay Univ., MMS, 1997]

6.21 Two sets of candidates are competing for positions on
the board of directors of a company. The probability
that the the first and second sets will win are 0.6 and 0.4
respectively. If the first set wins, the probability of
introducing a new product is 0.8 and the corresponding
probability if the second set wins is 0.3.

(a) What is the probability that the new product will be
introduced?

(b) If the new product was introduced, what is the
probability that the first set won as directors?

6.22 If a machine is correctly set up, it will produce 90 per cent
acceptable items. If it is incorrectly setup, it will produce
40 per cent acceptable items. Past experience shows that
80 per cent of the setups are correctly done. If after a
certain setup, the machine produces 2 acceptable items
as the first 2 pieces, find the probability that the machine
is correctly set up.         [Delhi Univ., BCom, (Hons), 1998]

6.23 A firm plans to bid Rs 300 per tonne for a contract to
supply 1,000 tonnes of a metal. It has two competitors
A and B. It assumes the probability of A bidding less
than Rs 300 per tonne to be 0.3 and B’s bid to be less
than Rs 300 per tonne to be 0.7. If the lowest bidder
gets all the business and the firms bid independently,
what is the expected value of the contract to the firm?

6.24 An investment consultant predicts that the odds against
the price of a certain stock going up during the next
week are 2 : 1 and odds in favour of the price remaining
the same are 1 : 3. What is the probability that the price
of the stock will go down during the next week?

6.25 An article manufactured by a company consists of two
parts A and B. In the process of manufacture of part A,
9 out of 100 are likely to be defective. Similarly, 5 out of
100 are likely to be defective in the manufacture of part
B. Calculate the probability that the assembled part will
not be defective.

6.26 A product is assembled from three components X, Y,
and Z, the probability of these components being

defective is respectively 0.01, 0.02, and 0.05. What is
the probability that the assembled product will not be
defective?

6.27 The daily production of a machine producing a very
complicated item gives the following probabilities for
the number of items produced: P(1) = 0.20, P(2) =
0.35, and P(3) = 0.45. Furthermore, the probability of
defective items being produced is 0.02. Defective items
are assumed to occur independently. Determine the
probability of no defectives during a day’s production.

6.28 The personnel department of a company has records
which show the following analysis of its 200 engineers:

Age (Years) Bachelor’s Master’s Total
Degree only Degree

Under 30 90 10 100
30 to 40 20 30 50
Over 40 40 10 50

150 50 200

If one engineer is selected at random from the company,
find:
(a) the probability that he has only a bachelor’s degree;
(b) the probability that he has a master’s degree given

that he is over 40;
(c) the probability that he is under 30 given that he

has only a bachelor’s degree.
[HP Univ., MBA; Kumaon Univ., MBA 1998]

6.29 In a certain town, males and females form 50 per cent
of the population. It is known that 20 per cent of the
males and 5 per cent of the females are unemployed. A
research student studying the employment situation
selects unemployed persons at random. What is the
probability that the person selected is (a) male, (b)
female?

[Delhi Univ. MCom, 1999; Kumaon Univ., MBA, 1998]
6.30 You note that your officer is happy in 60 per cent cases

of your calls. You have also noticed that if he is happy, he
accedes to your requests with a probability of 0.4,
whereas if he is not happy, he accedes to your requests
with a probability of 0.1. You call on him one day and he
accedes to your request. What is the probability of his
being happy?   [HP, MBA, 1996]

6.31 In a telephone survey of 1000 adults, respondents were
asked about the expenses on a management education
and the relative necessity of some form of financial
assitance. The respondents were classified according to
whether they currently had a child studying in a school
of management and whether they thought that the loan
burden for most management students is: too high,
right amount, or too little. The proportions responding
in each category are given below.

Too High Right Amount Too Little
(A) (B) (C)

 Child studying
 management (D) : 0.35 0.08 0.01
 No child studying
 management (E) : 0.25 0.20 0.11
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Suppose one respondent is chosen at random from this
group. Then
(a) What is the probability that the respondent has a

child studying management.
(b) Given that the respondent has a child studying

management, what is the probability that he/she
ranks the loan burden as ‘too high’.

(c) Are events D and A independent? Explain.
6.32 In a colour preference experiment, eight toys are placed

in a container. The toys are identical except for colour-
two are red, and six are green. A child is asked to choose
two toys at random. What is the probability that the
child chooses the two red toys?

6.33 A survey of executives dealt with their loyalty to the
company. One of the questions was, ‘If you were given
an offer by another company equal to or slightly better

than your present position, would you remain with the
company?’ The responses of 200 executives in the
survey cross-classified with their length of service with
the company are shown below:

Length of Service

Less than 1–5 6–10 More than Total
Loyalty 1 year years years 10 years

Would
remain : 10 30 05 75 120
Would
not remain : 25 15 10 30 080

What is the probability of randomly selecting an
executive who is loyal to the company (would remain)
and who has more than 10 years of service.

H i n t s  a n d  A n s w e r s

6.10 Considering Mr. X’s chances of success.
A = event that 1 share brings a prize and 1 share goes

blank.
B = event that both the shares bring prizes.
C = event that X succeeds in getting atleast one prize
C = A ∪ B.
Since A and B are mutually exclusive, therefore

P(C) = P(A ∪ B) = P(A) + P(B) = 
2 52 5

2 01 1
7 7

2 2

C CC C
C C

××
+

Similarly, if D denotes the event that Y succeeds in
getting a prize, then we have

P(D) = 
1

1
3

1

C
C

 = 
1
3

X’s chance of success: Y’s chance of success = 
15
21

 : 
1
3

= 15 : 7.
6.11 (a) P(A ∩ B) = – 0.15

(b) P(A) + P(B) = 1.05
6.12 Let A = Applicant has P.G degree;  B = Applicant has

work experience;
Given,  P(A) = 0.3,  P(B) = 0.7, and P(A ∩ B) = 0.2.
Therefore
300 × P(A ∪ B) = 300[P(A) + P(B) – P(A ∩ B)] = 240

6.13 The required event that two shots may hit the target,
can happen in the following mutually exclusive cases:
(i) A and B hit and C fails to hit the target
(ii) A and C hit and B fails to hit the target
(iii) B and C hit and A fails to hit the target
Hence, the required probability that any two shots hit is
given by, P = P(i) + P(ii) + P(iii).
Let E1, E2, and E3 be the event of hitting the target by A,
B, and C respectively. Therefore

P(i) = 1 2 3P(E E E )∩ ∩  = P(E1) ⋅ P(E2) ⋅ 3P(E )

= 
3 2 3

1
5 5 4

     ⋅ ⋅ −          
 = 

6
100

P(ii) = 1 2 3P(E E E )∩ ∩  = 
3 2 3

1
5 5 4

     −          
 = 

27
100

P(iii) = 1 2 3P(E E E )∩ ∩  = 
3 2 3

1
5 5 4

     −          
 = 12

100
Since all the three events are mutually exclusive

events, hence the required probability is given by

P(i) + P(ii) + P(iii) = 
6 27 12

100 100 100
+ +  = 

9
20

6.14 P(problem will be solved)
= 1 – P(problem is not solved)
= 1 – P(all students fail to solve the problem)

= 1 P(A B C D E)− ∩ ∩ ∩ ∩

= 1 P(A) P(B) P(C) P(D) P(E)−

= 
1 1 1 1 1

1 1 1 1 1 1
2 3 4 5 6

         − − − − − −                  

= 
1

1
6

−  = 
5
6

6.15 P(only one of them will be selected)

= P(H W) (H W)∩ ∪ ∩  = P(H W) (H W)∩ + ∩

= P(H) P(W) P(H) P(W)+

= 
1 1 1 1

1 1
7 5 7 5

   − + −      
 = 

2
7

(b) P(both of them will be selected)

P(H ∩ W) = P(H) ⋅ P(W) = 1
35

(c) P(none of them will be selected)

P(H W)∩  = P(H) P(W)⋅  = 
24
35

6.17 P(D) = Prob. of the event that democratization would
be introduced

= P[(A ∩ D) ∪ [(B ∩ D) ∪ (C ∩ D)]
= P[(A ∩ D) + P(B ∩ D) + P(C ∩ D)
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= P(A) ⋅ P(D | A) + P(B) ⋅ P(D | B)
+ P(C)⋅P(D | C)

= 
4 2 3

0.3 0.5 0.8
9 9 9

     + +          
 = 0.51

6.18 (a) P(customer does not buy any brand)

= P[X Y Z]∩ ∩  = 1 – P[(X ∪ Y ∪ Z]

= 1 – [P(X) + P(Y) + P(Z)]
= 1 – [0.20 + 0.16 + 0.45] = 0.19

(b) P(customer buys brand X) = P[X | (X ∪ Y ∪ Z)]

=
P[X (X Y Z)]

P(X Y Z)
∩ ∪ ∪

∪ ∪

=
P(X)

P(X) P(Y)+ P(Z) P(X Y) P(Y Z)
P(X Z)+P(X Y Z)

+ − ∩ − ∩
− ∩ ∩ ∩

=
0.2

0.2 0.16 0.45 0 0 0 0+ + − − − −
 = 0.247

6.19 P(A) = 1/2,  P(B | A) = 2/3, and P( B| A )  = 3/5.

P(B) = P(A B) P( A B )∩ + ∩

= P(A) ⋅ P(B | A) + P( A ) P( B| A )⋅

= 
1 2 1 3
2 3 2 5

⋅ + ⋅  = 
19
30

.

6.20 Let E1 and E2 be the events that Plant I and II is selected
respectively. Then the probability of the event E that in
a batch of 2, one is the production and the other is the
maintenance man is

P(E) = P(E1 ∩ E) + P(E2 ∩ E)
= P(E1) ⋅ P(E | E1) + P(E2) ⋅ P(E | E2)

= 
5 3 4 5

1 1 1 1
8 9

2 2

C C C C1 1
2 C 2 C

⋅ ⋅
⋅ + ⋅

= 1 15 1 5
2 28 2 9

⋅ + ⋅  = 275
504

6.22 Let A = event that the item is acceptable;
B1 and B2 = events that machine is correctly and

incorrectly setup, respectively.
Given, P(A | B1 ) = 0.9; P(A | B2) = 0.4 ; P(B1 ) = 0.8
and P(B2 ) = 0.2. Then  P(B1 | A) = 0.9.

6.23 There are two competitors A and B and the lowest
bidder gets the contract.

Value of plan = 300 × 1,000 = 3,00,000
Contractor A : P(Bid < 300) = 0.3;

P(Bid ≥ 300) = 0.7
Contractor B: P(Bid < 300) = 0.7;

P(Bid ≥ 300) = 0.3
(i) If both bids are less than Rs 300, probability is

0.3 × 0.7 = 0.21. Therefore plan value is:
0.3 × 0.7 = 3,00,000 × 0.21 = 63,000.

(ii) If A bids less than 300 and B bids more than 300,
probability is 0.3 × 0.3 = 0.9. Therefore, plan value
is: 3,00,000 × 0.09 = 27,000.

(iii) B bids less than 300 while A bids more than 300,
probability is: 0.7 × 0.7 = 0.49. Therefore plan
value is: 3,00,000 × 0.49 = 1,47,000.

Therefore, expected value of plan is
63,000 + 27,000 + 1,47,000 = 2,37,000.

6.24 P(price of a certain stock not going up) = 2/3
P(price of a certain stock remaining same) = 1/4
The probability that the price of the stock will go down

during the next week
= P(price of the stock not going up and not remaining

same)
= P(price of the stock not going up × P(price of the

stock not remaining same)

= 
2 1

1
3 4

   × −      
 = 

2 3
3 4

   ×      
 = 

1
2

 = 0.5

6.25 The assembled part will be defective if any of the parts
is defective.
The probability of the assembled part being defective:

= P[Any of the part is defective]
= P[A ∪ B] = P(A) + P(B) – P(AB)

= 
9 5 9 5

100 100 100 100
   + − ×      

 = 0.1355

The probability that assembled part is not defective
= 1 – 0.1355 = 0.8645.

6.26 Let A, B, and C denote the respective probabilities of
components X, Y, and Z being defective.

P(A) = 0.01,  P(B) = 0.02,  P(C) = 0.05
P(A or B or C) = P(A) + P(B) + P(C) – P(AB) – P(BC)

– P(AC) + P(ABC)
= 0.01 + 0.02 + 0.05 – 0.0002 – 0.0010

– 0.0005 + 0.00001 = 0.0784
Hence the probability that the assembled product will
not be defective = 1 – 0.0784 or 0.9216.

6.27 Let A be the event that no defective item is produced
during a day. Then
P(A) = P(I) ⋅ P(A | I) + P(2) ⋅ P(A | 2) + P(3) ⋅ P(A | 3)
The probability that a defective item is produced = 0.02.
Probability that a non-defective item is produced
= 1 – 0.02 = 0.98. Also defectives are assumed to occur
independently, therefore:
P(A | I) = 0.98, P(A | 2) = (0.98) (0.98) and
P(A | 3) = (0.98) (0.98) (0.98)

P(A) = (0.20 (0.98) + (0.35) (0.98)2 + (0.45) (0.98)3

= 0.1960 + 0.3361 + 0.4322 = 0.9643
Hence the probability of no defectives during a day’s
production is 0.9643.

6.28 A: an engineer has a bachelor’s degree only
B: an engineer has a master’s degree
C: an engineer is under 30 years of age
D: an engineer is over 40 years of age
(a) P(A) = 150/200 = 0.75

(b) P(B | D) = 
P(B  D)

P(D)
∩

 = 10 / 200
50 / 200

 = 0.20

(c) P(C | A) = 
P(C  A)

P(A)
∩

 = 90 / 200
150 / 200

 = 0.60



C H A P T E R  6 FUNDAMENTALS OF PROBABILITY 221

6.29 Given that

Employed Unemployed Total

 Males 0.40 0.10 0.50
 Females 0.475 0.025 0.50
 Total 0.875 0.125 1.00

Let M and F be the male and female chosen, respectively.
U = Male, female chosen is unemployed

(a) P(M | U) =
P(M  U)

P(U)
∩

 = 
0.10
0.125

 = 0.80

(b) P(F | U) =
P(F  U)

P(U)
∩

 = 0.20

6.30 The probability that the officer is happy and accedes to
requests = 0.6 × 0.4.
The probability that the officer is unhappy and accedes
to requests = 0.4 × 0.1 = 0.04.
Total probability of acceding to requests = 0.24 + 0.04

= 0.28.
The probability of his being happy if he accedes to
requests = 0.24/0.28 = 0.875.

6.31 (a) P(D) = P(A) + P(B) + P(C) = 0.35 + 0.08 + 0.01
= 0.44

(b) P(A|D) = 
P(A D)

P(D)
∩

 = 
0.35
0.44

 = 0.80

(c) Since P(A|D) = 0.80 and P(A)  = 0.35 + 0.25 = 0.80,
events A and D must be independent.

6.32 Let R = Red toy is chosen and G = Green toy is chosen.
P(Both toys are R) = P(R on first choice ∩ R on second

choice)
= P(R on first choice) P(R on

second choce | R on first choice)
= (2/8( (1/7) = 1/28.

6.33 Let A : Executive who would remain with the
company despite an equal or slightly better
offer

B : Executive who has more than 10 years of
service with the company

P(A and B)=P(A) P(B|A)=(120/200) (75/120) = 0.375

6.7 BAYES’ THEOREM

In the 18th Century Reverend Thomas Bayes, an English Presbyterian minister, raised a
question: Does God really exist? To answer this question, he attempted to develop a
formula to determine the probability that God does exist based on evidence that was
available to him on earth. Later Laplace refined Bayes’ work and gave it the name Bayes’
Theorem.

The Bayes’ theorem is useful in revising the original probability estimates of known
outcomes as we gain additional information about these outcomes. The prior probabilities,
when changed in the light of new information, are called revised or posterior probabilities.

Suppose A1, A2, . . ., An represent n mutually exclusive and collectively exhaustive
events with prior marginal probabilities P(A1), P(A2), . . ., P(An). Let B be an arbitrary
event with P(B) ≠ 0 for which conditional probabilities P(B | A1), P(B | A2), . . ., P(B | An)
are also known. Given the information that outcome B has occured, the revised (or
posterior) probabilities P(Ai | B) are determined with the help of Bayes’ theorem using
the formula:

P(Ai | B) = 
P(A B)

P(B)
i ∩

(6-8)

where the posterior probability of events Ai given event B is the conditional probability
P(A i|B)

Since events A1, A 2, . . ., A n are mutually exclusive and collectively exhaustive, the
event B is bound to occur with either  A1, A 2, . . ., A n. That is,

B = (A1 ∩ B) ∪ (A 2 ∩ B) ∪ . . . ∪ (A n ∩ B)

where the posterior probability of Ai given B is the conditonal probability P(A i|B).

Since (A1 ∩ B), (A 2 ∩ B) . . . (An ∩ B) are mutually exclusive, we get

P(B) = P(A1 ∩ B) + P(A 2 ∩ B) + . . . + P(A n ∩ B) = 
1
P(A B)

n
i

i =
∩∑  

= P(A1) P(B|A1) + P(A 2) P(B|A 2) + . . . + P(An) P(B|An)

= 
1
P(A ) P(B|A )

n
i i

i =
∑

Bayes’ theorem: A method
to compute posterior
probabilities (conditional
probabilities under statistical
dependence).

Posterior probability: A
revised probability of an event
obtained after getting
additional information.
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From formula (6-8) for a fixed i, we have

P(Ai | B) = 
P(A B)

P(B)
i ∩

 = 
P(B|A ) . P(A )

P(B)
i i

= 
1 1 2 2

P(B|A ) . P(A )
P(A ) . P(B|A ) P(A ) P(B|A ) . . . P(A ) P(B|A )

i i

n n+ + +

Example 6.25: Suppose an item is manufacture by three machines X, Y, and Z. All the
three machines have equal capacity and are operated at the same rate. It is known that
the percentages of defective items produced by X, Y, and Z are 2, 7, and 12 per cent
respectively. All the items produced by X, Y, and Z are put into one bin. From this bin,
one item is drawn at random and is found to be defective. What is the probability that
this item was produced on Y?

Solution: Let A be the defective item. We know the prior probability of defective items
produced on X, Y, and Z, that is, P(X) = 1/3; P(Y) = 1/3 and P(Z) = 1/3. We also know
that

P(A|X) = 0.02,  P(A|Y) = 0.07,  P(A|Z) = 0.12
Now having known that the item drawn is defective, we want to know the probability

that it was produced by Y. That is

P(Y|A) = 
P(A|Y) . P(Y)

P(X) . P(A|X)+P(Y) . P(A|Y)+P(Z) . P(A|Z)

= 
(0.07) . (1 / 3)

(1 / 3) (0.02) (1 / 3) (0.07) (1 / 3) (0.12)+ +
 = 0.33

Example 6.26: Assume that a factory has two machines. Past records show that machine
1 produces 30 per cent of the items of output and machine 2 produces 70 per cent of the
items. Further 5 per cent of the items produced by machine 1 were defective and only
1 per cent produced by machine 2 were defective. If a defective item is drawn at random,
what is the probability that the defective item was produced by machine 1 or machine 2?

Solution: Let A1 = Event of drawing an item produced by machine 1,
A2 = Event of drawing an item produced by machine 2,

           and D = Event of drawing a defective item produced either by machine
1 or machine 2.

From the data in the problem, we know that
P(A1) = 0.30,   P(A2) = 0.70;   P(D | A1) = 0.05,   P(D | A2) = 0.1

The data of the problem can now be summarized as under:

Event Prior Conditional Joint Probability Posterior (revised)
Probability Probability Event Probability

P(Ai ) P(D|Ai) P(Ai and D) P(Ai | D) P(Ai and D)
(1) (2) (3) (2) × (3)

A1 0.30 0.05 0.015 0.015/0.022 = 0.682
A2 0.70 0.01 0.007 0.007/0.022 = 0.318

Here P(D) =
2

1
P(D|A ) P(A )i i

i =
∑  = 0.05 × 0.30 + 0.01 × 0.70 = 0.22

From the above table, the probability that the defective item was produced by machine
1 is 0.682 or 68.2 per cent and that by machine 2 is only 0.318 or 31.8 per cent. We may
now say that the defective item is more likely drawn from the output produced by machine 1.

Example 6.27: A company uses a ‘selling aptitude test’ in the selection of salesmen. Past
experience has shown that only 70 per cent of all persons applying for a sales position
achieved a classification ‘dissatisfactory’ in actual selling, whereas the remainder were
classified as ‘satisfactory’, 85 per cent had scored a passing grade in the aptitude test.
Only 25 per cent of those classified dissatisfactory, had passed the test on the basis of this
information. What is the probability that a candidate would be a satisfactory salesman
given that he passed the aptitude test?
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Solution: Let A and B be the event representing ‘unsatisfactory’ classification as a salesman
and ‘passing the test’, respectively. Now the probability that a candidate would be
‘satisfactory’ salesman given that he passed the aptitude test is:

P( A|B) = 
(0.70)(0.85)

(0.70)(0.85) (0.30)(0.25)+
 = 

0.595
0.595 0.075+

 = 0.888

Assuming no change in the type of candidates applying for the selling positions, the
probability that a random applicant would be satisfactory is 70 per cent. On the other
hand, if the company only accepts an applicant if he passed the test, the probability
increases to 88.8 per cent.

Example 6.28: In a bolt factory machines A, B, and C manufacture respectively 25 per
cent, 35 per cent and 40 per cent of the total output. Of the total of their output 5, 4, and
2 per cent are defective bolts, A bolt is drawn at random and is found to be defective.
What is the probability that it was manufactured by machines A, B, or C?

[Punjab Univ., MCom, Madurai Univ., MCom, 1998]

Solution: Let, A i (i = 1, 2, 3) be the event of drawing a bolt produced by machine A, B,
and C, respectively. From the data we know that

P(A1) = 0.25; P(A2) = 0.35, and P(A 3) = 0.40
From the additional information, we know that

B = the event of drawing a defective bolt
Thus,  P(B|A1) = 0.05;   P(B|A 2) = 0.04;  and   P(B|A 3) = 0.02

The table of posterior probabilities can be prepared as under:

Event Prior Conditional Joint Probability Posterior Probability
Probability Probability

P(Ai) P(B | Ai) (2) × (3)

(1) (2) (3) (4) (5)

A1 0.25 0.05 0.0125 0.0125 ÷ 0.0345 = 0.362
A2 0.35 0.04 0.0140 0.014 ÷ 0.0345 = 0.406
A3 0.40 0.02 0.0080 0.008 ÷ 0.0345 = 0.232

Total 1.00 0.0345 1.000

The above table shows the probability that the item was defective and produced by
machine A is 0.362, by machine B is 0.406, and machine C is 0.232.

S e l f-P r a c t i c e  P r o b l e m s  6C

6.34 A manufacturing firm produces steel pipes in three plants
with daily production volumes of 500, 1000, and 2,000
units respectively. According to past experience, it is
known that the fractions of defective output produced
by the three plants are respectively 0.005, 0.008, and
0.010. If a pipe is selected from a day’s total production
and found to be defective, find out (a) from which plant
the pipe comes, (b) what is the probability that it came
from the first plant? [IIT Roorkee MBA, 2004]

6.35 In a post office, three clerks are assigned to process
incoming mail. The first clerk, A, processes 40 per cent;
the second clerk, B, processes 35 per cent; and the third
clerk, C, processes 25 per cent of the mail. The first
clerk has an error rate of 0.04, the second has an error
rate of 0.06, and the third has an error rate of 0.03. A
mail selected at random from a day’s output is found to
have an error. The postmaster wishes to know the

probability that it was processed by clerk A or clerk B or
clerk C.

6.36 A certain production process produces items 10 per
cent of which defective. Each item is inspected before
supplying to customers but 10 per cent of the time the
inspector incorrectly classifies an item. Only items
classified as good are supplied. If 820 items have been
supplied in all, how many of them are expected to be
defective?

6.37 A factory produces certain types of output by three
machines. The respective daily production figures are:
Machine A = 3000 units; Machine B = 2500 units; and
Machine C = 4500 units. Past experience shows that
1 per cent of the output produced by machine A is
defective. The corresponding fractions of defectives for
the other two machines are 1.2 and 2 per cent
respectively. An item is drawn at random from the day’s
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production and is found to be defective. What is
probability that it comes from the output of
(a) Machine A; (b) Machine B; (c) Machine C?

6.38 In a bolt factory machines A, B, and C manufacture
respectively 25 per cent, 30 per cent and 40 per cent of
the total output. Of the total of their output 5, 4, and 2
per cent are defective bolts. A bolt is drawn at random
from the lot and is found to be defective. What are the
probabilities that it was manufactured by machines A,
B, or C?

6.39 In a factory manufacturing pens, machines X, Y, and Z
manufacture 30, 30, and 40 per cent of the total
production of pens, respectively. Of their output 4, 5,
and 10 per cent of the pens are defective. If one pen is
selected at random, and it is found to be defective, what
is the probability that it is manufactured by machine Z?

6.40 A worker-operated machine produces a defective item
with probability 0.01, if the worker follows the machine’s
operating instruction exactly, and with probability 0.03
if he does not. If the worker follows the instructions 90
per cent of the time, what proportion of all items
produced by the machine will be defective?

6.41 Medical case histories indicate that different illnesses
may produce identical symptoms. Suppose a particular
set of symptoms, ‘H’ occurs only when one of three
illnesses: A, B or C occurs, with probabilities 0.01, 0.005
and 0.02 respectively. The probability of developing
the symptoms H, given a illness A, B and C are 0.90,
0.95 and 0.75 respectively. Assuming that an ill person
shows the symptoms H, what is the probability that a
person has illness A?

H i n t s  a n d  A n s w e r s

6.34 Let A1, A2 and A3 = production volume of plant I, II,
and III, respectively.

E = defective steel pipe
P(A1) = 500/3500 = 0.1428;
P(A2) = 1000/3500 = 0.2857;
P(A3) = 2000/3500 = 0.5714

P(E | A1) = 0.005, P(E | A2) = 0.008,
and P(E | A3) = 0.010.

P(A1 ∩ E) = P(A1) P(E | A1)
= 0.1428 × 0.005 = 0.0007;

P(A2 ∩ E) = P(A2) P(E | A2)
= 0.2857 × 0.008 = 0.0022

P(A3 ∩ E) = P(A3) P(E | A3)
= 0.5714 × 0.010 = 0.057

P(E) = P(A1 ∩ E) + P(A2 ∩ E) + P(A3 ∩ E)
= 0.0007 + 0.0022 + 0.057 = 0.0599

(a) P(A1|E) = 1P(A E)
P(E)

∩
 = 

0.0007
0.0599

 = 0.0116

P(A2|E) = 2P(A E)
P(E)

∩
 = 

0.0022
0.0599

 = 0.0367;

P(A3|E) = 
P(A E)

P(E)
3 ∩

 = 
0.057

0.0599
 = 0.951

Since P(A3 | E) is highest, the defective steel pipe has
most likely come from the third plant

(b) P(A1|E) = 1P(A E)
P(E)

∩
 = 1 1P(A ) P(E|A )

P(E)

= 
(500 / 3500) 0.005

0.0599
×

 = 0.0119

6.35 Let A, B, and C = mail processed by first, second, and
third clerk, respectively

E = mail containing error

Given P(A) = 0.40, P(B) = 0.35, and P(C) = 0.25
P(E | A) = 0.04, P(E | B) = 0.06,

and P(E | C) = 0.03

∴ P(A | E)  = 
P(A) P(E|A)

P(E)

= 
P(A) P(E|A)

P(A) P(E|A)+ P(B) P(E|B)+ P(C) P(E|C)

= 
0.40 × 0.04

0.40 (0.04)+ 0.35 (0.06)+ 0.25 (0.03)
 = 0.36

Similarly P(B|E) = [P(B) P(E|B)] /P(E) = 0.47
P(C|E) = [P(C) P(E|C)] /P(E) = 0.17

6.36 P(D) = Probability of defective item = 0.1;  P(classified
as good | defective) = 0.1
∴  P(G) = Probability of good item = 1 – P(D)

= 1 – 0.1 = 0.9
P(classified as good | good) = 1 – P(classified as

good | defective)
= 1 – 0.1 = 0.9

∴  P(defective | classified as good)

= 
P(D) P(classified as good|defective)

[P(D) P(classified as good|D)

+P(G) P(classified as good|G)]

⋅
⋅

= 0.1 0.1
0.1 0.1 0.9 0.9

×
× + ×

 = 0.01
0.82

 = 0.012.

6.37 (a) 0.20 (b) 0.20 (c) 0.60
6.38 P(A) = 0.37, P(B) = 0.40, P(C) = 0.23
6.39 P(Z) = 0.6639
6.40 P(A) = 0.012
6.41 P(A | H) = 0.3130
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F o r m u l a e  U s e d

1. Counting methods for determining the number of
outcomes
• Multiplication method

(i) n1 × n2 × . . . × nk
(ii) n1 × n2 × . . . × nk = nk

• when the event in each trial is the same

• Number of Permutations  nPr = 
!

( ) !
n

n r−

• Number of Combinations nCr = 
!

! ( ) !
n

r n r−
2. Classical or a priori approach of computing probability of

an event A

P(A) = 
Number of favourable cases for A

All possible cases
 = 

( )
( )

c n
c s

3. Relative frequency approach of computing
probability of an event A in n trials of
an experiment

P(A) = 
(A)

lim
n

c
n→∞

4. Rule of addition of two events
• When events A and B are mutually exclusive

P(A or B) = P(A) + P(B)
• When events A and B are not mutually exclusive

P(A or B) = P(A) + P(B) – P(A and B)
5. Conditional probability

• For statistically independent events
P(A|B) = P(A); P(B|A) = P(B)

• For statistically dependent events

P(A|B) = 
P(A and B)

P(B)

P(B|A) = 
P(A and B)

P(A)
6. Rule of multiplication of two events

• Joint probability of independent events
P(A and B) = P(A)×P(B)

• Joint probability of dependent events
P(A and B) = P(A|B)×P(B)
P(A and B) = P(B|A) × P(A)

7. Rule of elimination
(i) P(B) = ΣP(Ai) P(B|Ai)
(ii) P(A) = ΣP(Bi) P(A|Bi)

8. Baye’s rule

P(A i|B) = 
P(A ) P(B|A )
P(A ) P(B|A )

i i

i iΣ
 

9. Basic rules for assigning probabilities
• The probability assigned to each experimental outcome

0 ≤ P(A i) ≤ 1 for all i
• Sum of the probabilities for all the  experimental

outcomes
Σ P(Ai) = P(A1) + P(A2) + . . . + P(A n) = 1

Complement of an event, P(A) = 1 – P( A )

C h a p t e r  C o n c e p t s  Q u i z

True or False
8. Two events are mutually exclusive if their probabilities are

less than one. (T/F)
9. If events are mutually exclusive and collectively exhaustive,

then posterior probabilities for these events can be equal
to their prior probabilities. (T/F)

10. A priori probability is estimated prior to receiving new
information. (T/F)

11. An event is one or more of the possible outcomes which
result from conducting an experiment. (T/F)

12. The condition of statistical independence arise when the
occurrence of one event has no effect upon the probability
of occurrence of any other event. (T/F)

13. The collective exhaustive list of outcomes to an experiment
contains every single outcome possible. (T/F)

14. A marginal probability is also known as unconditional
probability. (T/F)

15. The relative frequency approach of assessing the
probability of some  event gives the greatest flexibility.

(T/F)

1. The classical approach to probability theory requires that
the total number of possible outcomes be known or
calculated and that each of the outcomes be equally likely.

(T/F)
2. For any two statistically independent events, P(A or B) =

P(A) + P(B). (T/F)
3. The marginal probability of an event can be formed by all

the possible joint probabilities which include the event as
one of the events. (T/F)

4. The posterior probabilities help a decision-maker to
update his prior probabilities by using additional
experimental data. (T/F)

5. The posterior probabilities are valid only when there are
two elementary events and consistent outcomes. (T/F)

6. When someone says that the probability of occurrence of
an event is 30 per cent, he is stating a classical probability.

(T/F)
7. If x = 4 !/0 !, then x is not well defined. (T/F)
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Multiple Choice
(a) 1/6 (b) 1/3
(c) 1/2 (d) 1

26. What is the probability of getting more than 4 in rolling a
dice?
(a) 1/6 (b) 1/3
(c) 1/2 (d) 1

27. If the outcome is an odd number when a dice is rolled,
then the probability that it is a prime number:
(a) 1/3 (b) 2/3
(c) 1/6 (d) 5/6

28. If P(A ∩ B) = 0.20 and P() = 0.80, then P(A | B) is
(a) 0.25 (b) 0.40
(c) 0.50 (d) 0.75

29. If P(AB) = 0, then the events A and B are
(a) independent (b) dependent
(c) equally likely (d) none of these

30. If P (A ∩ B) = 0.60 and P(A ∪ B) = 0.70 for two events A
and B, then P(A) + P(B) is
(a) 0.10 (b) 0.90
(c) 1.00 (d) 0.75

31. If one event is unaffected by the outcome of another event,
the two events are said to be
(a) dependent (b) independent
(c) mutually exclusive (d) joint

32. If P(A ∪ B) = P(A), then events A and B are
(a) mutually exclusive (b) dependent
(c) independent (d) none of these

33. If probability of choosing a value at random from a
particular population is larger, then the median of
population is
(a) 0.25 (b) 0.50
(c) 0.75 (d) 1.00

34. The chance of rain to day is 80 per cent. Which of the
following best explain this statement
(a) It will rain 80 per cent today
(b) It will rain in 80 per cent of the area to which this

forecast applies today
(c) In the past, weather conditions of this short have

produced rain in this area 80 per cent of the time.
(d) none of these

35. Which of the following pairs of events are mutually
exclusive?
(a) A contractor losses a major contract, and he increases

his work force by 50 per cent.
(b) A man is older than his uncle and he is younger than

his cousins.
(c) A football team loses its last game of the year, and it

wins the world cup.
(d) none of these

Concepts Quiz Answers

1. T 2. F 3. T 4. T 5. F 6. F 7. F 8. F 9. T
10. T 11. T 12. T 13. T 14. T 15. F 16. (c) 17. (b) 18. (d)
19. (a) 20. (b) 21. (a) 22. (c) 23. (c) 24. (a) 25. (c) 26. (b) 27. (b)
28. (c) 29. (d) 30. (a) 31. (b) 32. (d) 33. (b) 34. (c) 35. (c)

16. If events are mutually exclusive, then
(a) their probabilities are less than one
(b) their probabilities sum to one
(c) both events cannot occur at the same time
(d) both of them contain every possible outcome of an

experiment
17. Posterior probabilities for certain events are equal to their

prior probabilities provided:
(a) all the prior probabilities are zero
(b) events are mutually exclusive and collectively

exhaustive
(c) events are statistically independent
(d) none of the above

18. Two events A and B are statistically independent when
(a) P(A ∩ B) = P(A) × P(B)
(b) P(A|B) = P(A)
(c) P(A ∪ B) = P(A) + P(B)
(d) both (a) and (b)

19. If P(A ∩ B) = A(A|B) × P(B), then it implies that:
(a) both events are statistically dependent and

independent
(b) both events are statistically dependent
(c) both events are statistically independent
(d) none of the above

20. What is the probability that a value chosen at random
from a population is larger than the median of the
population?
(a) 0.25 (b) 0.50
(c) 0.75 (d) none of the above

21. Baye’s Theorem is useful in:
(a) revising probability estimates
(b) computing conditional probabilities
(c) computing sequential probabilities
(d) none of the above

22. A probability of getting the digit 2 in a throw of unbiased
dice is:
(a) zero (b) 1/2
(c) 1/6 (d) 3/4

23. If two dice are thrown simultaneously, then the probability
of getting a total of 6 will be:
(a) 1/36 (b) 3/36
(c) 5/36 (d) 7/36

24. A bag contains 3 red, 6 white, and 7 blue balls. If two balls
are drawn at random, then the probability of getting both
white balls is:
(a) 5/40 (b) 6/40
(c) 7/40 (d) 14/40

25. What is the probability of getting an odd number in tossing
a dice?
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R e v i e w S e l f-P r a c t i c e  P r o b l e m s

6.42 Suppose a nationwide screening programme instituted
through schools is being considered to uncover child
abuse. It is estimated that 2 per cent of all children are
subject to abuse. Further, existing screening
programmers are able to determine correctly that abuse
occurs 92 per cent of the time and that abuse is
incorrectly suspected 5 per cent of the time.
(a) What is the probability that the results of screening

indicating abuse are associated with children who
are actually not abused?

(b) Based upon every 1,00,000 children screened, how
many screenings can be expected to lead to a false
accusation of abuse?

(c) Based upon your answer to part (a), is it valid to
conclude that 73 per cent of the families not abusing
children would be falsely accused? Why or why not ?

[Delhi Univ., MBA, 1998]
6.43 If there is an increase in capital investment next year,

the probability that the price of structural steel will
increase  is 0.90. If there is no increase in such investment,
the probability of an increase is 0.40. Overall, we estimate
that there is a 60 per cent chance that capital investment
will increase next year.
(a) What is the overall probability of an increase in

structural steel prices next year?
(b) Suppose that during the next year structural steel

prices in fact increase, what is the probability that
there was an increase in capital investment?

[Delhi Univ., MBA, 2000]
6.44 A product is assembled from three components X, Y,

and Z, and the probability of these components being
defective is 0.01, 0.02, and 0.05. What is the probability
that the assembled product will not be defective?

[Delhi Univ., MBA, 2001]
6.45 A human resource manager has found it useful to

categorize engineering job applicants according to their
degree in engineering and relevant work experience.
Out of all applicants for the job 70 per cent have a degree
with or without any work experience, and 60 per cent
have work experience with or without the degree. Fifty
per cent of the applicants have both the degree and
relevant work experience.
(a) Determine the probability that a randomly selected

job applicant has either the degree or relevant work
experience.

(b) What is the probability that the applicant has neither
the degree nor work experience?

6.46 A salesman is found to complete a sale with 10 per cent
of potential customers contacted. If the salesman
randomly selects two potential customers and calls on
them, then (a) what is the probability that both the calls
will result in sales? and (b) what is the probability that
the two calls will result in exactly one sale?

6.47 Suppose 80 per cent of the material received from a
vendor is of exceptional quality, while only 50 per cent
of the material received from vendor B is of exceptional
quality. However, the manufacturing capacity of vendor

A is limited, and for this reason only 40 per cent of the
material purchased comes from vender A. The other
60 per cent comes from vendor B. An incoming
shipment of material is inspected and it is found to be of
exceptional quality. What is the probability that it came
from vender A.

6.48 The municipal corporation routinely conducts two
independent inspections of each restaurant, with the
restaurant passing only if both inspectors pass it.
Inspector A is very experienced, and hence, passes only
2 per cent of restaurants that actually do have rules
violations. Inspector B is less experienced and passes 7
per cent restaurants with violations. What is the
probability that:
(a) A reports favourable, given that B has found a

violation?
(b) B reports favourable with a violation, given that

inspector A passes it?
(c) A restaurant with a violation is cleared by the

corporation.
6.49 If a hurricane forms in the Indian Ocean, there is a 76

per cent chance that it will strike the western coast of
India. From data gathered over the past 50 years, it has
been determined that the probability of a hurricane’s
occurring in this area in any given year is 0.85. What is
the probability that a hurricane will occur in the eastern
Indian Ocean and strike India this year?

6.50 A departmental store has been the target of many
shoplifters during the past month, but owing to increased
security precautions, 250 shoplifters have been caught.
Each shoplifter’s sex is noted, also noted is whether he/
she was a first-time or repeat offender. The data are
summarized in the table below:

 Sex First-Time Offender Repeat Offender

 Male 60 70
 Female 44 76

Assuming that an apprehended shoplifter is chosen at
random, find:
(a) The probability that the shoplifter is male.
(b) The probability that the shoplifter is a first-time

offender, given that the shoplifter is male.
(c) The probability that the shoplifter is female, given

that the shoplifter is a repeat offender.
(d) The probability that the shoplifter is female, given

that the shoplifter is a first time offender.
6.51 A doctor has decided to prescribe two new drugs to 200

heart patients in the following manner: 50 get drug A,
50 get drug B, and 100 get both. Drug A reduces the
probability of a heart attack by 35 per cent drug, B
reduces the probability by 20 per cent, and the two
drugs, when taken together, work independently. The
200 patients were chosen so that each has an 80 per cent
chance of having a heart attack. If a randomly selected
patient has a heart attack, what is the probability that
the patient was given both drugs?
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6.52 The Deputy Commissioner of Police is trying to decide
whether to schedule additional patrol units in two
sensitive areas, A and B, in his district. He knows that
on any given day during the past year, the probabilities
of major crimes and minor crimes being committed in
area A were 0.478 and 0.602, respectively, and that the
corresponding probabilities in area B were 0.350 and
0.523. Assume that major and minor crimes occur
independently of each other and likewise that crimes in
the two areas are independent of each other.
(a) What is the probability that no crime of either type

will be committed in the area A on a given day?
(b) What is the probability that a crime of either type

will be committed in the area B on a given day?
(c) What is the probability that no crime of either type

will be committed in either areas on a given day?
6.53 The press-room supervisor for a daily newspaper is

asked to find ways to print the paper closer to distribution
time, thus giving the editorial staff more leeway for last-
minute changes. He has the option of running the
presses at ‘normal’ speed or at 110 per cent of normal—
‘fast’ speed. He estimates that these will run at the higher
speed 60 per cent of the time. The roll of paper (the
newsprint ‘web’) is twice as likely to tear at the higher
speed which would mean stopping the presses
temporarily
(a) If the web on a randomly-selected printing run has

a probability of 0.112 of tearing, what is the
probability that the web will not tear at normal
speed?

(b) If the probability of tearing at fast speed is 0.20,
what is the probability that a randomly-selected
torn web occurred at normal speed?

[Delhi Univ., MBA, 1999]
6.54 The result of conducting an examination in two papers,

A and B, for 20 candidates were recorded as under: 8
passed in paper A, 7 passed in paper B, 8 failed in both
papers. If out of these candidates one is selected at random,
find the probability that the candidate (a) passed in both
A and B, (b) failed only in A, and (c) failed in A or B.

6.55 When two dice are thrown n number of times, the
probability of getting at least one double six is greater
than 99 per cent. What is the least numerical value of n.

[CA, Nov., 1998]
6.56 It is known from past experience that a football team

will play 40 per cent of its matches on artificial turf this
season. It is also known that a football player’s chances
of incurring a knee injury are 50 per cent higher if he is
playing an artificial turf instead of grass. Further, if a
player’s probability of knee injury on artificial turf is
0.42, what is the probability that (a) a randomly selected
player incurs a knee injury, and (b) a randomly selected
player with a knee injury, incurred the injury playing on
grass?

6.57 In a locality of 5000 people, 1200 are above 30 years of
age and 3000 are females. Out of 1200 who were above
30 years of age, 200 are females. A person is chosen at
random and you are told that the person is female.
What is the probability that she is above 30 years of
age? [IGNOU, 1997; Delhi Univ., MBA, 1998, 2001]

6.58 Suppose 5 men out of 100 and 25 women out of 1000
are colour blind. A colour blind person is chosen at
random. What is the probability of his being male
(assuming that male and females are equal in
proportion).

6.59 An organization dealing with consumer products wants
to introduce a new product in the market. Based on its
past experience, it has a 65 per cent chance of being
successful and 35 per cent of not being successful. In
order to help the organization to make a decision on the
new product, that is, whether to introduce or not, it
decides to get additional information on consumer
attitude towards the product. For this purpose, the
organization decides on a survey. In the past when a
product of this type was successful, surveys yielded
favourable indication 85 per cent of the time, whereas
unsuccessful products received favourable survey
indications 30 per cent of the time. Determine the
posterior probability of the product being successful
given the survey information. [IGNOU, 1999]

6.60 Police Head Quarter classified crime by age (in years) of
the criminal and whether the crime is violent or non-
violent. A total of 150 crimes were reported in the last
month as shown in the table below:

 Type of Age (in years)

  crime Under 20 20–40 Over 40 Total

 Violent 27 41 14 82
 Non-violent 12 34 22 68

39 75 36 150

(a) What is the probability of selecting a case to analyze
and finding the crime was committee by someone
less than 40 years old.

(b) What is the probability of selecting a case that
involved a violent crime or an offender less than 20
years old?

(c) If two crimes are selected for review, then what is
the probability that both are violent crimes?

6.61 With each purchase of a large pizza at a Pizza shop, the
customer receives a coupon that can be scratched to see
if a prize will be awarded. The odds of winning a free
soft drink are 1 in 10, and the odds of winning a free
large pizza are 1 in 50. You plan to eat lunch tomorrow
at the shop. What is the probability.

(a) The you will win either a large pizza or a soft drink?
(b) That you will not win a prize?
(c) That you will not win a prize on three consecutive

visits to the Pizza shop?
(d) That you will win at least one prize on one of your

next three visits to the Pizza shop?

6.62 The boxes of men’s shirts were received from the factor.
Box 1 contained 25 sport shirts and 15 dress shirts.
Box 2 contained 30sport shirts and 10 dress shirts. One
of the boxes was selected at random, and a shirt was
chosen at random from that box to be inspected. The
shirt was a sport shirt. Given this information, what is
the probability that the sport shirt came from box 1?
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6.63 There are four people being considered for the position
of chief executive officer of an Enterprises. Three of the
applications are over 60 years of age. Two are female,
of which only one is over 60. All four applications are
either over 60 years of age or female. What is the
probability that a candidate is over 60 and female?

6.64 A pharmaceutical company through an advertisement
in a magazine, estimates that 1 percent of the subscribers
will buy products. They also estimate that 05 percent of

nonsubscribers will buy the product and that there is
one chance in 20 that a person is a subscriber.
(a) Find the probability that a randomly selected person

will buy the products.
(b) If a person buys the products what is the probability

he subscribes to the magazine?
(c) If a person does not buy the products what is the

probability he subscribes to magazine?

H i n t s  a n d  A n s w e r s

6.42 (a) 0.727 (b) 6740
6.43 R = rise in price of structural steel,

I = capital investment increasing.

(a) P (R) = P (I ∩ R) ∪ P (I ∩ R)

= P (I) P (R|I) + P (I ) P (R| I )
= 0.60 × 0.90 + 0.40 × 0.40 = 0.70

(b) P (I|R) = 
P(I R)

P(R)
∩

 = 
P (I) P (R|I)

P (I) P (R|I)+ P(I) P (R|I)

= 
0.60 × 0.90

0.60 × 0.90 + 0.40 × 0.40

= 
0.54
0.70

 = 0.77

6.44 P (product not defective)

= P(X ) P(Y) P(Z) + P(X) P(Y ) P(Z) + P(X) P(Y) P( Z )
= 0.99 × 0.02 × 0.05 + 0.01 × 0.98 × 0.05

+ 0.01 × 0.02 × 0.95
= 0.00099 + 0.00049 + 0.00019 = 0.00167

6.45 D = degree holders; W = with work experience
(a) P (D ∪ W) = P (D or W)

= P (D) + P (W) – P(D ∩ W)
= 0.70 + 0.60 – 0.50 = 0.80

(b) P (D W∩ ) =1.00 – P (D ∪ W)
= 1.00 – 0.80 = 0.20

6.46 S1, S2 = calls resulted in sales on both the customers,
respectively

(a) P(S1 and S2) = P(S1 ∩ S2) = P(S1) P(S2)
= 0.10 × 0.10 = 0.01

(b) P(S1 ∪ S2) = P(S1 ∩ ) ∪ P( ∩ S2)
= 0.10 × 0.90 + 0.90 × 0.10 = 0.18

6.47 A = material supplied by vendor A
E = material is of exceptional quality.

P(A|E) = 
P (A E)

P (E)
∩

= 
P(A) P(E|A)

P(A) P(E|A) P(B) P(E|B)+

= 
0.40 0.80

0.40 0.80 0.60 0.50
×

× + ×

= 0.32
0.62

 = 0.516

6.48 (a) P(A | B) = P(A) = 0.02
(b) P(B | A) = P(B) = 0.07
(c) P(A ∩ B) = P(A) P(B) = 0.02 × 0.07 = 0.0014

6.49 Let H = hurricane forming over Indian Ocean;
Let W = hurricane hits western coast of India,
P(H ∩ W) = P(H) P(W | H) = 0.76 × 0.85 = 0.646

6.50 M = shoplifter is male, W = shoplifter is female
 F = shoplifter is first time offender,
 R = shoplifter is repeat offender
(a) P(M) = (60 + 70) ÷ 250 = 0.520

(b) P(F|M) = P(F ∩ M)/P(M) = 60 130
250 250

÷  = 0.462

(c) P(W|R) = P(W ∩ R)/P(R) = 
76 146
250 250

÷  = 0.521

(d) P(W|F) = P(W ∩ F)/P(F) = 
44 104

250 250
÷  = 0.423

6.51 H = heart attack; D = drug given

 Drug P(D) P(H | D)

 A 050/200 = 0.25 0.80 × 0.65 = 0.520
 B 050/200 = 0.25 0.80 × 0.80 = 0.640
 A and B 100/200 = 0.50 0.80 × 0.65 × 0.80 = 0.416

 P(H ∩ D) P(D|H) = P(H ∩ D)/P(H)
 0.130 0.130/0.498 = 0.2610
 0.160 0.160/0.498 = 0.3213
 0.208 0.208/0.498 = 0.4177

P(H) = 0.498

P[(A and B)/H] = P[(A and B) ∩ H]/P(H) = 0.208/
0.498 = 0.417

6.52 M1, M2 = major crime in district A and B, respectively
 m1, m2 = minor crime in district A and B, respectively.
(a) P (M1 ∪ m1) = P (M1) + P (m1) – P (M1 ∩ m1)

= P (M1) + P (m1) – P (M1) P (m1)
= 0.478 + 0.602 – 0.478 × 0.602
= 0.792

∴ P ( 1 1M m∩ ) = 1 – 0.792 = 0.208

(b) P (M2 ∪ m2) = P (M2) + P (m2) – P (M2) P (m2)
= 0.350 + 0.523 – 0.350 × 0.523
= 0.690

(c) P (crime in A) = 0.792; P (crime in B) = 0.690
P (no crime in A and B)

= 1 – P (crime in at least  A or B)
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= 1 – [P (A) + P (B) – P (A and B)]
= 1 – [P (A) + P (B) – P (A) P (B)] = 0.064

6.53 (a) Let x = P (no tear given normal speed). Then
P (tear) = P (tear | normal speed) P(normal speed)
+ P(tear | fast speed) P(fast speed)
0.112 = (1 – x) (0.4) + 2 (1 – x) (0.6) = 1.60 – 1.60x
1.6x = 1.6 – 0.112 = 1.488 or x = 1.488/1.6 = 0.93

(b)

Speed Prob. P (tour|speed) P (tear and P (speed|tear)
speed)

Normal 0.40 0.10 0.04 0.04/0.16 = 0.25
Fast 0.60 0.20 0.12 0.12/0.16 = 0.75

P (tear) = 0.16

P (normal speed|tear) = 0.25
6.54 (a) P (A ∩ B) = P (A) + P (B) – P (A ∪ B)

 
8 7 8

1
20 20 20

 + − −  
 = 

3
20

(b) P ( A  ∩ B) = P ( A )×P (B) = 
12 7
20 20

  
      

 = 0.21

(c) P ( A  ∪ B ) = A ( A ) + P ( B ) – ( A  ∩ B )

= 12 13 8
20 20 20

+ −  = 17
20

6.55 Given 1 – (35/36)n > 0.99 or n = 164.
6.56 A = knee injury; B = playing on artificial turf;

C = playing on grass
(a) P (A ∩ B) = P (B) ⋅ P (A | B) = 0.40 × 0.42 = 0.168

P (A ∩ C) = P (C) P (A | C) = 0.60 × 0.28 = 0.168
Thus P (A) = P (A ∩ B) + P (A ∩ C)

= 0.168 + 0.168 = 0.336

(b) P (C | A) = 
P(A C)

P(A)
∩

= 
P(C) P(A|C)

P(C) P(A|C) P(B) P(A|B)
⋅
+

= 
0.168

0.168 0.168+
 = 1

2
6.57 P(A) = probability that a person chosen is above 30

years = 1200/5000 = 0.214
P(B) = probability that a person chosen is female

= 3000/5000 = 0.60
P(A and B) = P (A ∩ B) = probability that a person
chosen is above 30 years and a female

= 200/5000 = 0.04

But P (A|B) = 
P(A B)

P(B)
∩

 = 0 04
0 06
.
.

 = 1
15

6.58 Let M, F and C denote male, female and colour blind
persons. Then

P(M|C) = 5/100 = 1/20;
P (F|C) = 25/1000 = 1/40;

P (M) = P (F) = 1/2.

Thus P(C | M) = 
P(C M)

P(M)
∩

= 
P(M) P(M|C)

P(M) P(M|C) P(F) P(F|C)+

= 
(1 / 2) (1 / 20)

(1 / 2) (1 / 20) (1 / 2) (1 / 40)+
 = 

2
3

6.59 A1, A2 = new product is successful and failure,
respectively

I = additional information

Event Probability Conditional Joint Posterior
Probability Probability Probability
P(I | Ai) P(Ai ∩ I) P(Ai | I)

(1) (2) (3) = (1) × (2) (4) = (3)/(1)

A1 0.65 0.85 0.552 0.84
A2 0.35 0.30 0.105 0.16

Posterior probability of product being successful given
the survey information is 0.84.

6.60 (a) P(crimes both violent and non-violent) committed
by a person less than 40 years old)

= 
39 75

150 100
+  = 

114
150

 = 0.76

(b) P(crime of violent type or offender less than 20
years old)

= 
82 39 27

150 150 150
+ −  = 

94
150

 = 0.6267

(c) P(both crimes are of violent nature)

82 81
150 149

×  = 
6642

22,300
 = 0.2972

6.61 Let A and B represent the event of winning pizza and
soft drink, respectively.

(a) P(A or B) = P(A) P( B ) + P( A ) P(B)

= 1 9 49 1
50 10 50 10

× + ×  = 
9 49

500 500
+  = 

58
500

 = 0.116

(b) P(no prize) = [1 – P(A)] [1 – P(B)] = P( A ) P( B )

= 
49 9

500 10
×  = 

441
500

 = 0.882

(c) P(no prize on 3 visits) = [P(no prize )]3 = (0.882)2

= 0.686
(d) P(at least are prize) = 1 – P(no prize) = 1 – 0.686

= 0.314
6.62 Given P(sport shirt) = 25/40, P(dress shirt) = 15/40 (in

Box 1); P(sport short) = 30/40 P(dress shirt) = 10/40
P (shirt came from Box 1/shirt was short-shirt)

= 
P(Box 1 and sport shirt)

P(sport shirt)

= 
P(sport shirt/Box 1) P(Box 1)

P(Box 1) P(sport/Box 1)
+P(Box 2) P(sport shirt/Box 2)

= 
(25/40) (1/2)

(25/40) (1/2) (30/40) (1/2)+

= 0.625 0.50
0.625 0.50 0.75 0.50

×
× + ×

 = 
0.3125
0.6875

 = 0.4545

6.63 P(F and over 60 years) = P(F)×P(over 60 years)

= 
2 1
4 2

×  = 0.25
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6.64 Given P(subscribers buy product) = 0.05;
P(Non-subscribers buy product) = 0.95
P(buy|S) = 0.01, P(not buy|S) = 0.99;
P(buy|NS) = 0.005, P(not buy|NS) = 0.995

(a) P(buy) = P(S) P(buy|S) + P(NS) P(buy|NS)
= 0.05 × 0.01+ 0.95 × 0.005 = 0.00525

(b) P(S|buy) = (0.05 × 0.01)/0.00525 = 0.0952
(c) P(S|not buy) = (0.05 × 0.99)/0.00525 = 0.0498

C a s e  S t u d i e s

Case 6.1: Tiger Air Express*

Tiger Air Express Company was founded in 1987, pri-
marily to provide charter air services. Soon after, it in-
corporated tour business and taxi business into its do-
main and during its first two years of operations, its sales
grew by 168 per cent.

Because of its rapid growth, it experienced some dif-
ficulties in providing the necessary resources and build-
ing proper infrastructure for this growth. These diffi-
culties were due to underestimated requirement of capi-
tal for vehicles, maintenance, office facilities, and staff.
The Gulf War which resulted in steep increase in fuel
costs added more burden on the financially-strapped
organization.

The management was having difficulty in exactly
evaluating the financial and operational situation of the
company. A well-known accounting firm was hired to
develop and install an accounting system that would ac-
curately reflect the Company’s financial situation at any
given time. As a result of the report, the taxi division was
eliminated and the resources were diverted towards the
freight and tour divisions of the company, specially the
air-freight capabilities.

In order to expand on the air-freight business, fur-
ther studies were conducted in order to understand the
market better. Some insights into the air-freight market
were gained through a survey of 44 air freight shippers
conducted by an outside agency in 1992. There are two
types of services available for forwarding air freight. First,
there are integrated carriers. These are the companies
which have their own planes. An example is Federal Ex-
press. These carriers offer customers pickup and deliv-
ery by truck along with airplane shipping. Second, there
are freight forwarders. These are the carriers that handle
pickup and delivery but use the regular scheduled air-
lines for air shipment.

A summary of the responses to some of the questions
asked in the survey, as noted above, are explained below:

(i) 30 per cent of the survey respondents stated that
their air-freight expenditures had increased in
the past year. 60 per cent indicated no change in

these expenditures and 10 per cent reported a
drop in expenses.

(ii) 50 per cent of the survey respondents used inte-
grated carriers for shipping. However, for small
packages, this percentage increased to 75 per
cent. Only 19 per cent used freight forwarders.
62 per cent of those who used freight forwarders
did so because of their ability to handle interna-
tional air freight more efficiently and reliably.

(iii) 39 per cent of the respondents indicated that
they were using more 2-3 days deliveries which
was cheaper than one day delivery, than they did
2 years ago.

(iv) When the survey asked the customers as to what
they looked for in a carrier the responses were
as follows:
• On-time delivery : 59 per cent
• Price : 57 per cent
• Customer responsiveness : 43 per cent
• Geographic coverage : 9 per cent
• Single source control : 7 per cent
• Tracing capabilities : 7 per cent.

Questions for Discussion

1. Based on your knowledge of probability theory, what
strategy should Tiger Air Express adopt in deter-
mining their emphasis on the air freight business,
based on the data given?

2. Some of the percentages reported in the survey can
be converted into conditional probabilities. Condi-
tional probabilities contain information about the
responses in certain categories. Can you describe
some of these categories? How would these catego-
ries help the management of Tiger Air Express? Ex-
plain.

3. If you were a consultant to Tiger Air Express, what
recommendations would you give to the management
so that they can meet the competition with other com-
panies, offerings based on the type of shippers and
shipments that are most probably in demand.

* Adapted from J S Chandan ‘Statistics for Business and Economics’  Tiger Air Express Inc.; Warner Books, 1991, ‘What Do Air
Shippers Want? Aircargo Survey’, Traffic Management, July 1992.
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7C h a p t e r

Probability Distributions

Any body can win unless
there happens to be a second
entry

—George Alda
When it is not in our power
to determine what is true,
we ought to follow what is
most probable.

—Descartes

After studying this chapter, you should be able to
define the terms random variable and probability distribution.
distinguish between discrete and continuous probability distributions.
describe the characteristics and compute probabilities using both discrete and
continuous probability distributions.
compute expected value and variance of a random variable.
apply the concepts of probability distributions to real-life problems.

7.1 INTRODUCTION

In any probabilistic situation each strategy (course of action) may lead to a number of
different possible outcomes. For example, a product whose sale is estimated around 100
units, may be equal to 100, less, or more. Here the sale (i.e., an outcome) of the product
is measured in real numbers but the volume of the sales is uncertain. The volume of sale
which is an uncertain quantity and whose definite value is determined by chance is
termed as random (chance or stochastic) variable. A listing of all the possible outcomes of a
random variable with each outcome’s associated probability of occurrence is called
probability distribution. The numerical value of a random variable depends upon the
outcome of an experiment and may be different for different trials of the same experi-
ment. The set of all such values so obtained is called the range space of the random
variable.

In all such cases as mentioned above, the decision-maker may like to know

(i) the average value (payoff) of the random variable, and
(ii) the risk involved in choosing a strategy.

Illustration: If a coin is tossed twice, then the sample space of events, for this random
experiment is

S = {H H, T H, H T, T T}

233
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In this case, if the decision-maker is interested to know the probability distribution for
the number of heads on two tosses of the coin, then a random variable (x) may be defined
as:

x = number of H’s occurred

The values of x will depend on chance and may take the values: H H = 2, H T = 1,  T H
= 1, T T = 0. Thus the range space of x is {0, 1, 2}.

When a random variable x is defined, a value is given to each simple event in the
sample space. The probability of any particular value of x can then be found by adding
the probabilities for all the simple events that have that value of x. For example, the
probabilities of occurrence of ‘heads’ can be associated with each of the random variable
values. Supposing P(x = r) represents the probability of the random variable taking the
value r (here r represents the number of heads occurred). Then probabilities of occur-
rence of different number of heads are computed as:

Number of Heads (x) Probability of Outcome P(x)

0 P(x = 0) = P(T T) = P(T) × P(T) = 0.5 × 0.5 = 0.25
1 P(x = 1) = P(H T) + P(T H) = P(H) × P(T) + P(T) × P(H)

= 0.5 × 0.5 + 0.5 × 0.5 = 0.25 + 0.25 = 0.50
2 P(x = 2) = P(H H) = P(H) × P(H) = 0.5 × 0.5 = 0.25

Broad Classes of Random Variable A random variable may be either discrete or continu-
ous. A discrete random variable can take on only a finite or countably infinite number
of distinct values such as 0, 1, 2, . . .,. A discrete random variable is usually the result of
counting. The number of letters received by a post office during a particular time pe-
riod, the number of machines breaking down on a given day, the number of vehicles
arriving at a toll bridge, and so on, are a few examples of discrete random variables.

A continuous random variable can take any numerical value in an interval or collec-
tion of intervals. A continuous random variable is usually the result of experimental
outcomes that are based on measurement scales. For instance, measurement of time,
weight, distance, temperature, and so on are all treated as continuous random variables.
Tonnage produced by a steel blast furnace, amount of rainfall in a rainy season, height of
individuals, time between arrival of customers at a service system in minutes, are also few
examples of continuous random variables.

7.2 PROBABILITY DISTRIBUTION FUNCTION (pdf )

Probability distribution functions can be classified into two categories:

• Discrete probability distributions

• Continuous probability distributions

A discrete probability distribution assumes that the outcomes of a random variable
under study can take on only integer values, such as:

• A book shop has only 0, 1, 2, ... copies of a particular title of a book

• A consumer can buy 0, 1, 2, ... shirts, pants, etc.

If the random variable x is discrete, its probability distribution called probability mass
function ( pmf ) must satisfy following two conditions:

(i) The probability of a any specific outcome for a discrete random variable must be
between 0 and 1. Stated mathematically, 0 ≤ f (x=k) ≤ 1, for all value of k

(ii) The sum of the probabilities over all possible values of a discrete random vari-
able must equal 1. Stated mathematically, 

all
( )

k
f x k=∑  = 1

A continuous probability distribution assumes that the outcomes of a random vari-
able can take on only value in an interval such as:

Continuous random varia -
ble: A variable that is allowed
to take on any value within a
given range

Discrete probability
distribution: A probability
distribution in which the
random variable is permitted
to take on only integer values.

Discrete random variable: A
variable that is allowed to take
on only integer values.
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• Product costs and prices.
• Floor area of a house, office, etc.

If the random variable x is continuous, then its probability density function must satisfy
following two conditions:

(i) P(x) ≥ 0 ; – ∞ < x < ∞ (non-negativity condition)

(ii) ( )P x dx
∞

− ∞∫  = 1 (Area under the continuous curve must total 1)

Continuous probability distribution functions are used to find probabilities associ-
ated with random variable values x1, x2, ..., xn in a given interval or range, say (a, b). In
other words, these probabilities are determined by finding the area under the pdf be-
tween the values a and b. Mathematically, the area under pdf between a and b is given by

f (a ≤ x ≤ b) = f (b) – f (a) = ( )
b

a

f x dx∫
We can express f (a ≤ x ≤ b) in terms of a distribution function,  f (x), provided it is
differentiable. That is,

d
dx

{ f (x)} = ( )
b

a

d
f x dx

dx

  
 
  
∫

Illustration: Consider the function, f (x) = 
0 5

0 otherwise
a x≤ ≤




For  f (x) to be a pdf, the condition, ( )  = 1f x dx
∞

− ∞
∫  must be satisfied, which

is true if
5

0

a dx∫ = 1, i.e. a = 1
5

.

Since  a > 0, the function,  f (x) ≥ 0. Thus f (x) satisfies both the conditions for a pdf.
Figure 7.1 illustrates the function graphically

7.3 CUMULATIVE PROBABILITY DISTRIBUTION FUNCTION (cdf )

The cumulative probability distribution function for the continuous random variable
x (– ∞ < x < ∞) is a rule or table that provides the probabilities P(x ≤ k) for any real
number k. Generally, the term cumulative probability refers to the probability that x is
less than or equal to a particular value. For example, if we have three values of a random
variable x as: a < b < c, then

( ) ( )
c b

a a

f x f x≥∫ ∫
This condition shows that cdf increases from left to right as shown in Fig. 7.2.
Thus the probability that the value of the random variable x is less than any real
number a, is given by

F(a) = P(x ≤ a) = ( )
a

f x dx
− ∞
∫

where the function F(a), also called the cumulative distribution (or function),
represents the probability that x does not exceed a specified value ‘a’, and the
area under the f (x) curve to the left of the value a. That is, the probability of the
random variable x lies at or below some specific value, a. The cdf has the prop-
erties

Figure 7.1
Probability Distribution Function

Figure 7.2
Cumulative Probability Distribution
Function

Continuous probability
distribution: A probability
distribution in which the
random variable is permitted
to take any value within a
given range
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(i) F(a) is non-decreasing function
(ii) F(– ∞) = 0 and F(∞) = 1.

In general, given two real numbers a and b such that a < b, the probability that the
value of x lies in any specified range, say between a and b is,

P(a ≤ x ≤ b) = ( )
b

a

f x dx∫ = ( ) ( )
b a

f x dx f x dx
− ∞ − ∞

−∫ ∫  = F(b) – F(a)

A typical cdf is illustrated in Fig. 7.2. However, if P(x = a) and P(x = b), then both of
these have zero value in a continuous distribution. That is

P(x = a) = ( )
a

a

f x∫  = 0

This result does not mean that the value of the random variable cannot be exactly equal
to a. There is an infinitely large number of possible values and the probability associated
with any one of them is zero. Thus cdf has the following properties:

lim
a

a
→ ∞

F( ) = lim ( )
a

a
f x dx

→ ∞
− ∞
∫  = 1

lim
a

a
→ − ∞

F( ) = lim ( )
a

a
f x dx

→ − ∞
− ∞
∫  = 0

From this relationship it follows that, f (x) = d
dx

F(x).

Illustration: For  the continuous pdf is defined as

f (x) =
1/5, 0 5

0, otherwise
x≤ ≤




the cdf in the range 0 ≤ x ≤ 5 is given by

 F(x) = 
0

( )
x

f x dx∫  = 
0

1
5 5

x
x

dx =∫
The cdf is illustrated in Fig 7.3.
For a given pdf, suppose we want to calculate P(1 ≤ x ≤ 3). Then

P(1 ≤ x ≤ 3) = F(3) – F(1) = 3
5

 – 1
5

 = 
2
5

This may be seen from Fig. 7.3.
The cumulative probability distribution function of a discrete variable also specifies

the probability that an observed value of  discrete random variable x will be no greater
than a value, say k. In other words, if F(k) is a cdf and f (k) is a pmf, then

F(k) = P(x ≤ k) = f (x ≤ k)

Illustration: Let the probability distribution function of the discrete variable x be as fol-
lows:

 Random variable : 0 1 2 3 4
 Probability, P(x = a) : 0.10 0.20 0.40 0.20 0.10

Suppose we want to know the probability of x being equal to or less than 2, that is,
P(x ≤ 2) = 0.70. The probability distribution function and cumulative probability distri-
bution function of ‘less than or equal to’ type are shown in Table 7.1 and graphed in
Fig. 7.4.

Figure 7.3
Cumulative Probability Distribution
Function
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Table 7.1: Cumulative Distribution Function

Random Vaariable (x) P(x = 2) P(x ≤ 2)

0 0.10 0.10
1 0.20 0.30
2 0.40 0.70
3 0.20 0.90
4 0.10 1.00

For example, if we want to know the probability of x being greater than 2, then it is
given by

P(x > 2) = 1 – P(x ≤ 2) = 1 – 0.70 = 0.30
Thus given the probability distribution function, we can obtain the cumulative distribu-
tion function.

7.4 EXPECTED VALUE AND VARIANCE OF A RANDOM VARIABLE
In the same way as discussed in Chapter 3 and 4, a probability distribution is also
summarized by its mean and variances.

7.4.1 Expected Value

The mean (also referred as expected value) of a random variable is a typical value used
to summarize a probability distribution. It is the weighted average, where the possible
values of random variable are weighted by the corresponding probabilities of occur-
rence. If x is a random variable with possible values x1 , x2,..., xn occuring with probabili-
ties P(x1), P(x2),..., P(xn), then the expected value of x denoted by E(x) or µ is the sum of
the values of the random variable weighted by the probability that the random variable
takes on that value.

E(x) = 
1

( ),
n

j j
j

x P x
=
∑ provided 

1
( )

n
j

j
P x

=
∑ = 1

Similarly, for the continuous random variable, the expected value is given by:

E(x) = ( )x f x dx
∞

− ∞
∫

where f (x) is the probability distribution function.

Figure 7.4 (b) Cumulative Distribution Function

Expected value of a random
variable: A weighted average
obtained by multiplying each
possible value of the random
variable with its probability of
occurrence.

Figure 7.4 (a) Probability Distribution Function
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If E(x) is calculated in terms of rupees, then it is known as expected monetary value
(EMV). For example, consider the price range of an item along with the probabilities as
below:

 Price, x  : 50 60 70 80
 Probability, P(x) : 0.2 0.5 0.2 0.1

Thus the expected monetary value of the item is given by

EMV(x) =
1

( )
n

j j
j

x P x
=
∑

= 50×0.2 + 60× 0.5 + 70× 0.2 + 80× 0.1 = Rs 62.

7.4.2 Variance and Standard Deviation

The expected value measures the central tendency of a probability distribution, while
variance determines the dispersion or variability to which the possible random values
differ among themselves.

The variance, denoted by Var(x) or σ2 of a random variable x is the squared deviation
of the individual values from their expected value or mean. That is

Var(x) = E[(x – µ)2] = E(xj – µ)2 P(xj), for all j.
= E[(x2 – 2x µ + µ2)]
= E(x2) – 2 µ E(x) + µ2 = E(x2) – µ2

where E(x2) = 2

1
( )

n
jj

j
x P x

=
∑  and µ = 

1
( )

n
j j

j
x P x

=
∑

The variance has the disadvantage of squaring the unit of measurement. Thus, if a
random variable is measured in rupees, the variance will be measured in rupee squared.
This shortcoming can be avoided by using standard deviation (σx) as a measure of dispersion
so as to have the same unit of measurement. That is

σx = Var( )x  = 2

1
( ) ( )

n
j j

j
x P x

=
−∑ µ

7.4.3 Properties of Expected Value and Variance

The following are the important properties of an expected value of a random variable:

1. The expected value of a constant c is constant. That is, E(c) = c, for every constant c.
2. The expected value of the product of a constant c and a random variable x is equal to

constant c times the expected value of the random variable. That is, E(cx) = cE(x).
3. The expected value of a linear function of a random variable is same as the linear

function of its expectation. That is, E(a + bx) = a + bE(x).
4. The expected value of the product of two independent random variables is equal to

the product of their individual expected values. That is, E(xy) = E(x) E( y).
5. The expected value of the sum of the two independent random variables is equal to

the sum of their individual expected values. That is, E(x + y) = E(x) + E( y).
6. The variance of the product of a constant and a random variable X is equal to the

constant squared times the variance of the random variable X. That is, Var(cx) = c2

Var(x).
7. The variance of the sum (or difference) of two independent random variables equals

the sum of their individual variances. That is, Var(x ± y) = Var(x) ± Var( y).

Example 7.1: A doctor recommends a patient to take a particular diet for two weeks and
there is equal chance for the patient to lose weight between 2 kgs and 4 kgs. What is the
average amount the patient is expected to lose on this diet?
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Solution: If x is the random variable, then probability density function is defined as:

f (x) = 
1

, 2 4
2
0, otherwise

x < <



The amount the patient is expected to lose on the diet is:

E(x) = 
44 2

2 2

1
.
2 4

x
x dx

 =  
 

∫  = 2 21
(4) (2)

4
 −   = 3 kg

Example 7.2: From a bag containing 3 red balls and 2 white balls, a man is to draw two
balls at random without replacement. He gains Rs 20 for each red ball and Rs 10 for each
white one. What is the expectation of his draw.
Solution: Let x be the random variable denoting the number of red and white balls in a
draw. Then x can take up the following values.

P(x = 2 red balls) = 
3

2
5

2

C
C

 = 3
10

P(x = 1 red and 1 white ball) = 
3 2

1 1
5

2

C C
C
×

 = 3
5

P(x = 2 white balls) = 
2

2
5

2

C
C

 = 1
10

Thus, the probability distribution of x is:

Variable : 2R 1R and 1W 2W
Gain, x : 40 30 20
Probability, P(x): 3/10 3/5 1/10

Hence, expected gain is, E(x) = 40×(3/10) + 30×(3/5) + 20×(1/10)
= Rs 32.

Example 7.3: Under an employment promotion programme, it is proposed to allow
sale of newspapers inside buses during off-peak hours. The vendor can purchase
newspapers at a special concessional rate of Rs 1.25 per copy against the selling price of
Rs 1.50. Any unsold copies are, however, a dead loss. A vendor has estimated the following
probability distribution for the number of copies demanded.

Number of copies : 15 16 17 18 19 20
Probability : 0.04 0.19 0.33 0.26 0.11 0.07

How many copies should be ordered so that his expected profit will be maximum?
Solution: Profit per copy = Selling price – Purchasing price = 1.50 – 1.25 = Re 0.25.
Thus

Expected profit = Number of copies × Probability × Profit per copy
The calculations of expected profit are shown in the Table 7.2.

Table 7.2: Calculations of Expected Profit

Number of Probability Profit per Expected Profit
Copies Demanded Copy (Rs) (Rs)

(1) (2) (3) (4) = (1) × (2) × (3)

15 0.04 0.25 15
16 0.19 0.25 76
17 0.33 0.25 140
18 0.26 0.25 117
19 0.11 0.25 52
20 0.07 0.25 35

The maximum profit of Rs 140 is obtained when he stocks 17 copies of the newspaper.
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Example 7.4: In a cricket match played to benefit an ex-player, 10,000 tickets are to be
sold at Rs 500. The prize is a Rs 12,000 fridge by lottery. If a person purchases two
tickets, what is his expected gain?
Solution: The gain, say x may take one of  two values: he will either lose Rs. 1,000 (i.e.
gain will be – Rs 1,000) or win Rs (12,000–1,000) = Rs 11,000, with probabilities
9,998/10,000 and 2/10,000, respectively. The probability distribution for the gain x is
given below:

x P(x)

– Rs 1000 9,998/10,000
Rs 11000 2/10,000

The expected gain will be
µ = E(x) = Σx P(x)

= –1000×(9,998/10,000)+11000×(2/10,000) = –Rs 997.6
The result implies that if the lottery were repeated an infinitely large number of times,
average or expected loss will be Rs 997.6.
Example 7.5: A market researcher at a major automobile company classified house-
holds by car ownership. The relative frequencies of households for each category of
ownership are shown below:

Number of cars Relative Frequency
Per House hold

0 0.10
1 0.30
2 0.40
3 0.12
4 0.06
5 0.02

Calculate the expected value and standard deviation of the random variable and interpret
the result [Delhi Univ., MBA, 2003]
Solution: The necessary calculations required to calculate expected and standard deviation
of a random variable, say x are shown is Table 7.3.

Table 7.3: Calculations of Expected Value and Standard Deviation

Number of Cars Relative x × P(x) x2 × P(x)
 Per Households x Frequency, P(x)

0 0.10 0.10 0.00
1 0.30 0.30 0.30
2 0.40 0.80 1.60
3 0.12 0.36 1.08
4 0.06 0.24 0.96
5 0.02 0.10 0.50

1.80 4.44

Expected value, µ = E(x) = ∑ x P(x) = 1.80. This value indicates that there are on
an average 1.8 cars per household

Variance, σ2 = ∑ x2 P(x) – [E(x)]2 = 4.44 – (1.80)2 = 4.44 – 3.24 = 1.20

Standard deviation σ = 2σ  = 1.20  = 1.095 cars.
Example 7.6: The owner of a ‘Pizza Hut’ has experienced that he always sells between
12 and 15 of his famous brand ‘Extra Large’ pizzas per day. He prepares all of them in
advance and store them in the refrigerator. Since the ingredients go bad within one day,
unsold pizzas are thrown out at the end of each day. The cost of preparing each pizza is
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Rs 120 and he sells each one for Rs 170. In addition to the usual cost, it cost him Rs. 50
per pizza that is ordered but can not be delivered due to insufficient stock. If following
is the probability distribution of the number of pizzas ordered each day, then how many
‘Extra Large’ pizza should he stock each day in order to minimize expected loss.

Number of pizza demanded : 12 13 14 15
Probability : 0.40 0.30 0.20 0.10

Solution: The loss matrix for the given question is shown in Table 7.4

Table 7.4: Pizza Ordered

Pizza Ordered
12 13 14 15

Probability → 0.40 0.30 0.20 0.10 Expected Loss
Pizza Stocked ↓

12 – 100 200 300 100
13 120 – 100 200 88
14 240 120 – 100 142
15 360 240 120 – 240

Since expected loss of Rs 88 is minimum corresponding to a stock level of 13 pizza,
the owner should stock 13 ‘Extra Large’ pizzas each day.
Example 7.7: A company introduces a new product in the market and expects to make
a profit of Rs 2.5 lakh during the first year if the demand is ‘good’; Rs 1.5 lakh if the
demand is ‘moderate’; and a loss of Rs 1 lakh if the demand is ‘poor.’ Market research
studies indicate that the probabilities for the demand to be good and moderate are 0.2
and 0.5 respectively. Find the company’s expected profit and the standard deviation.
Solution: Let x be the random variable representing profit in three types of  demand.
Thus, x may assume the values:

x1 = Rs 2.5 lakh when demand is good,
x2 = Rs 1.5 lakh when demand is moderate, and
x3 = Rs 1 lakh when demand is poor.

Since these events (demand pattern) are mutually exclusive and exhaustive, therefore
P(x1)+P(x2)+P(x3) = 1  or  0.2 + 0.5 + P(x3) = 1 or P(x3) = 0.3

Hence, the expected profit is given by
E(x) = 2.5 × 0.2 + 1.5 × 0.5 + (– 1) × 0.3 = Rs 0.95 lakh

Also E(x2 ) = x P x x P x x P x1
2

1 2
2

2 3
2

3( ) ( ) ( )+ +
= (2.5)2 × 0.2 + (1.5)2 × 0.5 + (– 1)2 × 0.3 = Rs 2.675 lakh

Thus S.D.(x) = Var( )x  = 2 2E( ) [E( )]x x−  = 22.675 (0.95)−  = Rs 1.331 lakh.

C o n c e p t u a l  Q u e s t i o n s  7A

1. Define ‘random variable’. How do you distinguish
between discrete and continuous random variables.
Illustrate your answer with suitable examples.

2. (a) Define mathematical expectation of a random
variable.

(b) Explain what do you mean by the term ‘mathematical
expectation’. How is it useful for a businessman?
Given an example to illustrate its usefulness.

[Delhi Univ., MBA, 1997]

3. What is meant by probability distribution of a random
variable? Distinguish between probability density function
and probability mass function. Illustrate with examples.

4. What do you understand by the expected value of a
random variable?

5. What are the properties of expected value and variance
of a random variable?
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S e l f-P r a c t i c e  P r o b l e m s  7A

7.1 Anil company estimates the net profit on a new product
it is launching to be Rs 30,00,000 during the first year if
it is ‘successful’ Rs 10,00,000 if it is ‘moderately
successful’; and a loss of Rs 10,00,000 if it is
‘unsuccessful’. The firm assigns the following
probabilities to its first year prospects for the product:
Successful : 0.15, moderately successful : 0.25. What
are the expected value and standard deviation of first
year net profit for this product?

[Delhi Univ., MBA, 2003]
7.2 If the probability that the value of a certain stock will

remain the same is 0.46, the probability that its value
will increase by Re 0.50 or Re 1.00 per share are
respectively 0.17 and 0.23, and the probability that its
value will decrease Re 0.25 per share is 0.14, what is the
expected gain per share?

7.3 A box contains 12 items of which 3 are defective. A
sample of 3 items is selected at random from this box.
If x represents the number of defective items of 3 selected
items, describe the random variable x completely and
obtain its expectation.

7.4 Fifty per cent of all automobile accidents lead to property
damage of Rs 100, forty per cent lead to damage of Rs
500, and ten per cent lead to total loss, that is, damage
of Rs 1800. If a car has a 5 per cent chance of being in
an accident in a year, what is the expected value of the
property damage due to that possible accident?

7.5 The probability that there is atleast one error in an
account statement prepared by A is 0.2 and for B and C
it is 0.25 and 0.4 respectively. A, B, and C prepared 10,
16, and 20 statements respectively. Find the expected
number of correct statements in all.

7.6 A lottery sells 10,000 tickets at Re 1 per ticket, and the
prize of Rs 5000 will be given to the winner of the first
draw. Suppose you have bought a ticket, how much
should you expect to win?

7.7 The monthly demand for transistors is known to have
the following probability distribution.

Demand (n) : 1 2 3 4 5 6
Probability (P) : 0.10 0.15 0.20 0.25 0.18 0.12

Determine the expected demand for transistors. Also
obtain the variance. Suppose the cost (C) of producing
‘n’ transistors is given by the relationship, C = 10,000
+ 500n. Determine the expected cost.

7.8 A bakery has the following schedule of daily demand
for cakes. Find the expected number of cakes demanded
per day.

Number of Cakes Probability
Demanded

0 0.02
1 0.07
2 0.09
3 0.12
4 0.20
5 0.20
6 0.18
7 0.10
8 0.01
9 0.01

7.9 A consignment of machine parts is offered to two firms,
A and B, for Rs 75,000. The following table shows the
probabilities at which firms A and B will be able to sell
the consignment at different prices.

Probability Price (in Rs) at which the Consignment
 Can be Sold

60,000 70,000 80,000 90,000

A 0.40 0.30 0.20 0.10
B 0.10 0.20 0.50 0.20

Which firm, A or B, will be more inclined towards this
offer?

7.10 An industrial salesman wants to know the average
number of units he sells per sales call. He checks his
past sales records and comes up with the following
probabilities:

Sales (units) : 0 1 2 3 4 5
Probability : 0.15 0.20 0.10 0.05 0.30 0.20

You are expected to help the salesman in his objective.
7.11 A survey conducted over the last 25 years indicated that

in 10 years the winter was mild, in 8 years it was cold,
and in the remaining 7 it was very cold. A company sells
1000 woollen coats in a mild year, 1300 in a cold year,
and 2000 in a very cold year. You are required to find
the yearly expected profit of the company if a woollen
coat costs Rs 173 and it is sold to stores for Rs 248.

H i n t s  a n d  A n s w e r s

7.1 x : 3 1 – 1
P(x) : 0.15 0.25 1 – 0.15 – 0.25 = 0.60
E(x) = Rs 0.10 million, Var (x) = Rs 2.19 million, and
σx = Rs 1.48 million.

7.2 Rs. 0.28
7.3 x : 0 1 2 3

P(x) : 27/64 27/64 9/64 1/64;
E(x) = 0.75
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7.4 x : 100 500 1,800
P(x) : 0.50 0.40 0.10
 E(x) = Rs 430;  0.5 E(x) = Rs 215

7.5 P(A) = 0.2;  P(B) = 0.25;  P(C) = 0.4; and  P (A)  = 0.8;

P (B)  = 0.75; P (C)  = 0.6

E (x) = 1 2 3P(A) + P(B) + P(C)x x x  = 32

7.6 P(Win) = 
9999

10,000
 and 

1
1000

E(x) = – 1 ×
9999

10,000
 + 4999 ×

1
1000

 = Rs 3.9991

7.7 Expected demand for transistors, E(n) = Σ np = 3.62
E (C) = (10,000 + 500n) = 10,000 + 50 E(n)

= Rs 11,810.

7.8 E(x) = 508.
7.9 EMV (A) = 6 × 0.4 + 7 × 0.3 + 8 × 0.2 + 9 × 0.1

= Rs 70,000.
EMV (B) = 6 × 0.1 + 7 × 0.2 + 8 × 0.5 + 9 × 0.2

= Rs 78,000.
Firm B will be more inclined towards the offer.

7.10 E (x) = 2.75

7.11 State of Nature Mild Cold Very Cold

Prob. P(x) 0.40 0.32 0.28
Sale of coat 1000 1300 2000
Profit, x 1000× 1300× 2000×

(248 – 173) (248 – 173) (248 – 173)

E(Profit) = Rs 1,03,200

7.5 DISCRETE PROBABILITY DISTRIBUTIONS

7.5.1 Binomial Probability Distribution

Binomial probability distribution is a widely used probability distribution for a discrete
random variable. This distribution describes discrete data resulting from an experiment
called a Bernoulli process (named after Jacob Bernoulli, 1654–1705, the first of the Bernoulli
family of Swiss mathematicians). For each trial of an experiment, there are only two possible
complementary (mutually exclusive) outcomes such as, defective or good, head or tail, zero
or one, boy or girl. In such cases the outcome of interest is referred to as a ‘success’ and
the other as a ‘failure’. The term ‘binomial’ literally means two names.

Bernoulli process: It is a process wherein an experiment is performed repeatedly, yielding
either a success or a failure in each trial and where there is absolutely no pattern in the
occurrence of successes and failures. That is, the occurrence of a success or a failure in a
particular trial does not affect, and is not affected by, the outcomes in any previous or subsequent
trials. The trials are independent.

Conditions for Binomial Experiment The Bernoulli process involving a series of independent
trials, is based on certain conditions as under:

(i) There are only two mutually exclusive and collective exhaustive outcomes of the
random variable and one of them is referred to as a success and the other as a
failure.

(ii) The random experiment is performed under the same conditions for a fixed
and finite (also discrete) number of times, say n. Each observation of the random
variable in an random experiment is called a trial. Each trial generates either a
success denoted by p or a failure denoted by q.

(iii) The outcome (i.e., success or failure) of any trial is not affected by the outcome
of any other trial.

(iv) All the observations are assumed to be independent of each of each other. This
means that the probability of outcomes remains constant throughout the process.
Thus, the probability of a sucess, denoted by p, remains constant from trial to
trial. The possability of a failure is q = 1 – p.

To understand the Bernoulli process, consider the coin tossing problem where 3 coins
are tossed. Suppose we are interested to know the probability of two heads. The possible
sequence of outcomes involving two heads can be obtained in the following three
ways: HHT, HTH, THH.

The probability of each of the above sequences can be found by using the multiplication
rule for independent events. Let the probability of a head be p and the probability of tail
be q. The probability of each sequence can be written as:

ppq pqp qpp
Each of these probabilities can be written as p2q, they are all equal.

Bernoulli process: A
process in which each trial
has only two possible
outcomes, the probability of
the outcome at any trial
remains fixed over time, and
the trials are statistically
independent.
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Since three sequences correspond to the same event ‘2 heads’, therefore the probability
of 2 heads in 3 tosses is obtained by using the addition rule of probabilities for mutually
exclusive events. Since the probability of each sequence is same, we can multiply p2q
(probability of one sequence) by 3 (number of possible sequences or orderings of 2
heads). Hence

P(2 heads) = 3p2q = 3C2 p2q
Here it may be noted that the possible sequences equals the binomial coefficient 3C2 = 3.
This coefficient represents the number of ways that three symbols, of which two are alike
(i.e., 2H and one T), can be ordered (or arranged). In general, the binomial coefficient
nCr represents the number of ways that n symbols, of which r are alike, can be ordered.

Since events H and T are equally likely and mutually exclusive, therefore p = 0.5
and q = 0.5 for a toss of the coin. Thus the probability of 2 heads in 3 tosses, is

P(x = 2 heads) = 3C2 (0.5)2 (0.5) = 3 (0.25) (0.5) = 0.375

Binomial Probability Function In general, for a binomial random variable, x the probability
of success (occurrence of desired outcome) r number of times in n independent trials,
regardless of their order of occurrence  is given by the formula:

P (x = r successes) = C n rn r
r p q − = 

!
! ( )!

n
r n r−

 pr qn – r, r = 0, 1, 2, ..., n (7-1)

where n = number of trials (specified in advance) or sample size
p = probability of success
q = (1 – p), probability of failure
x = discrete binomial random variable
r = number of successes in n trials

In formula (7-1), the term pr qn – r represents the probability of one sequence where r
number of events (called successes) occur in n trials in a particular sequence, while the
term nCr represents the number of possible sequences (combinations) of r successes that
are possible out of n trials.

Characteristics of the Bionomial Distribution The expression (7-1) is known as binomial
distribution with parameters n and p. Different values of n and p identify different binomial
distributions which lead to different probabilities of r-values. The mean and standard
deviation of a binomial distribution are computed in a shortcut manner as follows:

Mean, µ = np,

Standard deviation, σ = n p q

Knowing the values of first two central moments µ0 = 1 and µ1 = 1, other central moments
are given by

Second moment, µ2 = npq
Third moment, µ3 = npq (q – p)

Fourth moment, µ4 = 3n2p2q2 + npq (1 – 6pq)

so that γ1 = 1β  = 3
3 / 2
2

µ
µ

 = 
q p

npq
−

, where β1 = 
( )22 2 2

3 3 3

n p q q p
n p q

−

and γ2 = 2 3β −  = 4
2
2

1 6
3

pq
npq
−µ − =

µ
, where β2=

2 2 2

2 2 2
3 (1 6 )n p q npq pq

n p q
+ −

For a binomial distribution, variance < mean. This distribution is unimodal when np
is a whole number, and mean = mode = np.

A binomial distribution satisfies both the conditions of pdf, because

  P(x = r) ≥ 0 for all r = 0, 1, 2, . . ., n

=0
( )

n

r
P x r=∑  = 

=0
C

n
n r n r

r
r

p q −  ∑  = ( p + q)n = 1

Binomial distribution: A
discrete probability distribu-
tion of outcomes of an
experiment known as a
Bernoulli process.
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Plotting the Binomial Distributions Let us examine graphically the characteristics of binomial
distributions when its parameters n and p change.

(i) Figure 7.5 illustrates the general shape of a family of binomial distributions with
constant n = 5 and p varies from 0.3 to 0.7.

In the three cases shown in Fig. 7.5, the skewness varies with the value of p. When p is
small (i.e. p < 0.5), the distribution is skewed to the right. When p and q are equal
(i.e. p = q = 0.5), the distribution is symmetric. When p is large (i.e. p > 0.5), the
distribution is skewed to left.

The probability of success is always in the vicinity of the mean, which always increases
as p  increases. The variance is largest when p and q are equal. The smaller the variance,
the larger the probability that a value of random variable, x falls within the vicinity of the
mean.

(ii) If p stays constant but n is increased, then for any value of p other than 0.5 the
binomial distribution approaches symmetry. In general, the smaller the value of
p, the larger the sample size necessary for the symmetry to occur.

Fitting a Binomial Distribution A binomial distribution can be fitted to the observed values
in the data set as follows:

(i) Find the value of p and q. If one of these is known, the other can be obtained by
using the relationship p + q = 1.

(ii) Expand ( p + q)n = pn + nC1 pn – 1 q + nC2 pn – 2 q2 + . . . + nCr pn – r qr + . . . +
nCn qn using the concept of binomial theorem.

(iii) Multiply each term in the expansion by the total number of frequencies, N, to
obtain the expected frequency for each of the random variable value.

The following recurrence relation can be used for fitting of a binomial distribution:
f (r) = nCr pr qn – r

f (r + 1) = nCr + 1 pr + 1 qn – r – 1

∴
( 1)

( )
f r

f r
+

=
1

p n r
q r

−
+

  or  f (r + 1) = 
1

p n r
q r

−
+

 f (r)

For r = 0, f (1) =
p
q

 n f (0)

For r = 1, f (2) =
p
q

 
1

2
n −

 f (1) = 
2

( 1)
2 !

p n n
q

  −
 
 

 f (0)

For r = 2, f (3) =
2

3
p n
q

−
 f (2) = 

3
( 1) ( 2)

3!
p n n n
q

  − −
 
 

 f (0) (7-2)

and so on.
In formula (7-2), we need to calculate f (0), which is equal to qn, where q can be

calculated from the given data.

Figure 7.5 Bionomial Distributions with Constants n and Variable p
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Example 7.8: A brokerage survey reports that 30 per cent of individual investors have
used a discount broker, i.e. one which does not charge the full commission. In a random
sample of 9 individuals, what is the probability that
(a) exactly two of the sampled individuals have used a discount broker?
(b) not more than three have used a discount broker
(c) at least three of them have used a discount broker
Solution: The probability that individual investors have used a discount broker is,
p = 0.30, and therefore q = 1 – p = 0.70

(a) Probability that exactly 2 of the 9 individual have used a discount broker is
given by

P(x = 2) = 9
2C (0.30)2 (0.70)7 = 

9!
(9 2)! 2!−

 (0.30)2 (0.70)7

=
9 8

2
×

 × 0.09 × 0.082 = 0.2656

(b) Probability that out of 9 randomly selected individuals not more than three have
used a discount broker is given by

P(x ≤ 3) = P(x =0) + P(x =1) + P(x=2) + P(x=3)

= 9
0C  (0.30)0 (0.70)9 + 9

1C  (0.30) (0.70)8 + 9
2C  (0.30)2 (0.70)7

+ 9
3C (0.30)3 (0.70)6

= 0.040 + 9× 0.30× 0.058 + 36×0.09×0.082
+ 84×0.027×0.118

= 0.040 + 0.157 + 0.266 + 0.268 = 0.731
(c) Probability that out of 9 randomly selected individuals at least three have a

discount broker is given by
P(x ≥ 3) = 1 – P(x < 3) = 1 – [P(x=0) + P(x=1) + P(x= 2)]

= 1 – [0.040 + 0.157 + 0.266] = 0.537

Example 7.9: Mr Gupta applies for a personal loan of Rs 1,50,000 from a nationalised
bank to repair his house. The loan offer informed him that over the yeras bank has
received about 2920 loan applications per year and that the probability of approval was,
on average, above 0.85

(a) Mr Gupta wants to know the average and standard deviation of the number of loans
approved per year.

(b) Suppose bank actually received 2654 loan applications per year with an approval
probability of 0.82. What are the mean and standard deviation now?

Solution: (a) Assuming that approvals are independent from loan to loan, and that all
loans have the same 0.85 probability of approval. Then

Mean, µ = np = 2920 × 0.85 = 2482

Standard deviation, σ = npq  = 2920 0.85 0.15× ×  = 19.295

(b) Mean, µ = np = 2654 × 0.82 = 2176.28

Standard deviation, σ = npq  = 2654 0.82 0.18× ×  = 19.792

Example 7.10: Suppose 10 per cent of new scooters will require warranty service within
the first month of its sale. A scooter manufacturing company sells 1000 scooters in a
month,
(a) Find the mean and standard deviation of scooters that require warranty service
(b) Calculate the moment coefficient of skewness and kurtosis of the distribution.
Solution: Given that p = 0.10, q = 1 – p = 0.90 and n = 1000

(a) Mean, µ = np = 1000 × 0.10 = 100 scooters

Standard deviation, σ = npq = 1000 0.10 0.90× ×  = 10 scootors (approx.)
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(b) Moment coefficient of skewness

γ1 = 1β  = 
q p

npq
−

 = 0.90 – 0.10
9.48

 = 0.084

Since γ1 is more than zero, the distribution is positively skewed.
Moment coefficient of kurtosis, γ2 = β2 – 3

=
1 6 pq

npq
−

 = 1 6(0.10)(0.90)
90

−  = 0.46
90

 = 0.0051

Since γ2 is positive, the distribution is platykurtic.
Example 7.11: The incidence of occupational disease in an industry is such that the
workers have  20 per cent chance of suffering from it. What is the probability that out of
six workers 4 or more will come in contact of the disease?

[Lucknow Univ., MBA, 1998; Delhi Univ., MBA, 2002]
Solution: The probability of a worker suffering from the disease is,  p = 20/100 = 1/5.
Therefore q = 1 – p = 1 – (1/5) = 4/5.

The probability of 4 or more, that is, 4, 5, or 6 coming in contact of the disease is
given by

P (x ≥ 4) = P (x = 4) + P (x = 5) + P (x = 6)

= 6
4

6
5

6
4C C C1

5
4
5

1
5

4
5

1
5

4 2 5 6F
HG

I
KJ

F
HG

I
KJ + F

HG
I
KJ
F
HG

I
KJ + F

HG
I
KJ

= 
15 16
15625

6 4
15625

1
15625

×
+

×
+ =

1
15625

(240 + 24 + 1)

= 
265

15625
 = 0.01695

Hence the probability that out of 6 workers 4 or more will come in contact of the
disease is 0.01695.
Example 7.12: A multiple-choice test contains 8 questions with 3 answers to each question
(of which only one is correct). A student answers each question by rolling a balanced
dice and checking the first answer if he gets 1 or 2, the second answer if he gets 3 or 4,
and the third answer if he gets 5 or 6. To get a distinction, the student must secure at
least 75 per cent correct answers. If there is no negative marking, what is the probability
that the student secures a distinction?
Solution: Probability of a correct answer, p is one in three so that p=1/3 and probability
of wrong answer q = 2/3.

The required probability of securing a distinction (i.e., of getting the correct answer
of at least 6 of the 8 questions) is given by:

P(x ≥ 6) = P(x = 6) + P(x = 7) + P(x = 8)

=          + +                  

6 2 7 8
8 8 8

6 7 8
1 2 1 2 1

C C C
3 3 3 3 3

=
6 2 2

8 8 8
6 87

1 2 1 2 1
3 3 3 3 3

C C C
         + +                   

=  × + × +  
1 4 2 1

28 8
729 9 9 9

 = 
1

729
 (12.45 + 0.178 + 0.12)

= 0.0196
Example 7.13: The screws produced by a certain machine were checked by examining
the number of defectives in a sample of 12. The following table shows the distribution of
128 samples according to the number of defective items they contained:

No. of defectives
in a sample of 12 : 0 1 2 3 4 5 6 7
No. of samples : 7 6 19 35 30 23 7 1 = 128
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(a) Fit a binomial distribution and find the expected frequencies if the chance of machine
being defective is 0.5.

(b) Find the mean and standard deviation of the fitted distribution.
[Delhi Univ., MBA, 2003]

Solution: (a) The probability of a defective screw is, p = 1/2 and therefore q = 1 – q = 1/2;
N = 128.

Since there are 8 terms, therefore n = 7. Thus, the probability that the defective
items are 0, 1, 2, . . ., 7 is given by:

( p + q)n = pn + nC1 pn – 1 q + nC2 pn – 2 q2 + ... + nC7 pn – 7 q7

or
71 1

2 2
 +  

= 
7 6 5 2 7

7 7 7
1 2 7

1 1 1 1 1 1
C C ... C

2 2 2 2 2 2
           + + + +                      

= 
71

2
 
  

[1 + 7 + 21 + 35 + 35 + 21 + 7 + 1]

For obtaining the expected frequencies, multiply each term by N = 128. That is,

128 
71 1

2 2
 +  

= 128 × 
1

128
(1 + 7 + 21 + 35 + 35 + 21 + 7 + 1)

Thus, the expected frequencies are
x : 0 1 2 3 4 5 6 7
f : 1 7 21 35 35 21 7 1

(b) The mean of binomial distribution is given by np and standard deviation by

npq . Given that, n = 7, p = q = 1/2. Thus

Mean= np = 7×(1/2) = 3.5

Standard deviation = npq  = × ×7 (1 / 2) (1 / 2)  = 1.75  = 1.32.

C o n c e p t u a l  Q u e s t i o n s  7B

S e l f-P r a c t i c e  P r o b l e m s  7B

6. (a) Define binomial distribution stating its parameters,
mean, and standard deviation, and give two examples
where such a distribution is ideally suited.
(b) Define binomial distribution. Point out its chief
characteristics and uses. Under what conditions does it
tend to Poisson distribution?

7. For a binomial distribution, is it true that the mean is the
most likely value? Explain.

8. Demonstrate that the binomial coefficient nCr equals
nCn – r and illustrate this with a specific numerical example.

9. What assumptions must be met for a binomial distribution
to be applied to a real life situation?

10. What is meant by the term parameter of a probability
distribution? Relate the concept to the binomial
distribution?

11. What information is provided by the mean, standard
deviation, and central moments of the binomial
distribution?

12. What is a binomial coefficient and illustrate this with a
specific numerical example.

7.12 The normal rate of infection of a certain disease in
animals is known to be 25 per cent. In an experiment
with 6 animals injected with a new vaccine it was observed
that none of the animals caught the infection. Calculate
the probability of the observed result.

7.13 Out of 320 families with 5 children each, what percentage
would be expected to have (i) 2 boys and 3 girls,

(ii) at least one boy? Assume equal probability for boys
and girls.

7.14 The incidence of a certain disease is such that on an
average 20 per cent of workers suffer from it. If 10
workers are selected at random, find the probability
that (i) exactly 2 workers suffer from the disease,
(ii) not more than 2 workers suffer from the disease.
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Calculate the probability upto fourth decimal place.
[MD Univ., MCom, 1998]

7.15 The mean of a binomial distribution is 40 and standard
deviation 6. Calculate n, p, and q.

[Delhi Univ., MBA, 1998]
7.16 A student obtained answers with mean µ = 2.4 and

variance σ2 = 3.2 for a certain problem given to him
using binomial distribution. Comment on the result.

7.17 The probability that an evening college student will
graduate is 0.4. Determine the probability that out of
5 students (a) none, (b) one, and (c) at least one will
graduate. [Madras Univ., MCom, 1997]

7.18 The normal rate of infection of a certain disease in
animals is known to be 25 per cent. In an experiment
with 6 animals injected with a new vaccine it was observed
that none of the animals caught infection. Calculate the
probability of the observed result.

7.19 Is there any inconsistency in the statement that the mean
of a binomial distribution is 20 and its standard deviation
is 4? If no inconsistency is found what shall be the values
of p, q, and n.

7.20 A multi-choice test consists of 8 questions with 3 answers
to each question (of which only one is correct). A student
answers each question by rolling a balanced dice and
selects the first answer if he gets 1 or 2, the second if he

gets 3 or 4, and the third answer if he gets 5 or 6. To get
a distribution, the student must secure at least 75
per cent correct answers. If there is no negative, what is
the probability that the student secures a distinction?

7.21 Find the probability that in a family of 5 children there
will be (i) at least one boy (ii) at least one boy and one
girl (Assume that the probability of a female birth is
0.5).

7.22 A famous advertising slogan claims that 4 out of 5
housewives cannot distinguish between two particular
brands of butter. If this claim is valid and 5000
housewives are tested in groups of 5, how many of
these groups will contain 0, 1, 2, 3, 4, and 5 housewives
who do not distinguish between the two products?
Assume that the capacity to distinguish between the
two brands is randomly distributed so that Bernoulli
trial conditions are satisfied.

7.23 A supposed coffee connoisseur claims that he can
distinguish between a cup of instant coffee and a cup of
percolator coffee 75 per cent of the time. It is agreed
that his claim will be accepted if he correctly identifies at
least 5 out of 6 cups. Find (a) his chance of having the
claim accepted if he is in fact only guessing, and (b) his
chance of having the claim rejected when he does have
the ability he claims.

H i n t s  a n d  A n s w e r s

7.12 Let P denote infection of the disease. Then
 p = 25/100 = 1/4 and  q = 3/4.

P(x = 0) = 6C0 
0 61 3

4 4
   
      

 = 
729
4096

7.13 (i) Given p = q = 1/2

P(boy = 2) = 5C2 p2 q3 = 5C2

2 31 1
2 2

   
      

= 
5

16
  or  31.25%

(ii) P(boy ≥ 1) = 1 – 5C0 q5 = 1 – 
1
32

= 
31
32

  or  97 per cent.

7.14 Probability that a worker suffers from a disease,
p = 1/5 and q = 4/5.

P(x = r) = nCr q
n – r pr = 10Cr

101 4
5 5

r r−   
      

= 10Cr

10

10
4

5

r−
; r = 0, 1, 2, . . ., 10

(i) P(x = 2) = 10C2

10 2

10
4

5

−
 = 0.302

(ii) P(x = 0) + P(x = 1) + P(x = 2)

= 
10
1

5
( 10C0 410 + 10C1 49 + 10C2 48 ) = 0.678.

7.15 Given µ = np = 40 and σ = npq  = 6. Squaring σ, we

get npq = 36 or 40q = 36 or q = 0.9. Then
p = 1 – q = 0.28.
Since np = 40 or n = 40/p = 40/0.1 = 400.

7.16 Given σ2 = npq = 3.2 and µ = np = 2.4. Then 2.4q = 3.2
or q =3.2/2.4 = 1.33 (inconsistent result)

7.17 Given p = 0.4 and q = 0.6
(a) P(x=no graduate) = 5C0 (0.4) (0.6)5

= 1 × 1 × 0.0777 = 0.0777
(b) P(x = 1) = 5C1 (0.4)1 (0.6)4 = 0.2592
(c) P(x ≥ 1) = 1 – P(x = 0) = 1 – 0.0777 = 0.9223

7.18 Probability of infection of disease = 25/100 = 0.25;
q = 1 – p = 0.75.

The first term in the expansion of (q + p)n = 
63 1

4 4
 +  

is 6C0

63
4

 
  

 = 0.177, which is also the required

probability.

7.19 Given µ = np = 20 and σ = npq  = 4 or npq = 16 or

20q = 16 or q = 16/20 = 0.80 and then p = 1 – q = 0.20.
Hence npq = 16 gives n = 16/pq  = 16/(0.20 × 0.80)
= 100.

7.20 Probability of correct answer, p = 1/3 and wrong answer,
q = 2/3.
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Probability of securing distinction (i.e., answering at least
6 of 8 questions correctly). That is,
P(x ≥ 6) = P(x = 6) + P(x = 7) + P(x = 8)

= 8C6

6 21 2
3 3

   
      

 + 8C7

71 2
3 3

   
      

 + 8C8

81
3

 
  

= 
61 4 1 2 1

28 8
3 9 3 3 9

   × + × × +      
=

1 129
729 9

×

= 0.019
7.21 Since p = q = 0.5, therefore

(i) P(boy = 0) = 5C0 (0.5)0 (0.5)5 = 0.031
P(at least one boy) = 1 – 0.031 = 0.969

(ii) P(at least 1B and 1G) = 5C1 (0.5)1 (0.5)4

+ 5C2 (0.5)2 (0.5)3+5C3 (0.5)3 (0.5)2

+ 5C4 (0.5)4 (0.5)

= 
5 10 10 5
32 32 32 32

+ + +  = 
30
32

7.22 p = probability that 4 out of 5 cannot distinguish between
two brands = 4/5 = 0.8

so that q = 1 – p = 1/5 = 0.2
Expected distribution containing 0, 1, . . ., 5 housewives
who do not distinguish between two brands

= 5C0 (0.2)5 + 5C1 (0.8) (0.2)4 + 5C2 (0.8)2 (0.2)3

 + 5C3 (0.8)3 (0.2)2 + 5C4 (0.8)4 (0.2)1

 + 5C5 (0.8)5

Thus required number in each group would be
5000 (0.2)5; 5000 5C1 (0.8) (0.2)4;
5000 5C2 (0.8)2 (0.2)3 ; 5000 5C3 (0.8)3 (0.2)2 ;
5000 5C4 (0.8)4 (0.2) ; 5000 (0.8)5

7.23 Given p = probability that he is capable of making
a distinction = 0.75; q = 1 – p = 0.25

(i) P(x < 5) = 1 – P(x ≥ 5) = 1 – [6C5 (0.75)5 (0.25)
+ 6C6 (0.75)6]

= 1 – 0.534 = 0.466
(ii) P(x ≥ 5) = 0.534

7.5.2 Poisson Probability Distribution

Poisson distribution is named after the French mathematician S. Poisson (1781–1840),
The Poisson process measures the number of occurrences of a particular outcome of a
discrete random variable in a predetermined time interval, space, or volume, for which an
average number of occurrences of the outcome is known or can be determined. In the
Poisson process, the random variable values need counting. Such a count might be (i)
number of telephone calls per hour coming into the switchboard, (ii) number of fatal
traffic accidents per week in a city/state, (iii) number of patients arriving at a health
centre every hour, (iv) number of organisms per unit volume of some fluid, (v) number
of cars waiting for service in a workshop, (vi) number of flaws per unit length of some
wire, and so on. The Poisson probability distribution provides a simple, easy-to compute
and accurate approximation to a binomial distribution when the probability of success,
p is very small and n is large, so that µ = np is small, preferably np > 7. It is often called
the ‘law of improbable’ events meaning that the probability, p, of a particular event’s
happening is very small. As mentioned above Poisson distribution occurs in business
situations in which there are a few successes against a large number of failures or vice-
versa (i.e. few successes in an interval) and has single independent events that are mutually
exclusive. Because of this, the probability of success, p is very small in relation to the
number of trials n, so we consider only the probability of success.

Conditions for Poisson Process The use of Poisson distribution to compute the probability
of the occurrence of an outcome during a specific time period is based on the following
conditions:

(i) The outcomes within any interval occur randomly and independently of one
another.

(ii) The probability of one occurrence in a small time interval is proportional to the
length of the interval and independent of the specific time interval.

(iii) The probability of more than one occurrence in a small time interval is negligible
when compared to the probability of just one occurrence in the same time interval.

(iv) The average number of occurrences is constant for all time intervals of the same
size.

Poisson Probability Function If the probability, p of occurrence of an outcome of interest
(i.e., success) in each trial is very small, but the number of independent trials n is
sufficiently large, then the average number of times that an event occurs in a certain
period of time or space, λ = np is also small. Under these conditions the binomial
probability function

Poisson distribution: A
discrete probability distribu-
tion in which the probability
of occurrence of an outcome
within a very small time
period is very small, and the
probability that two or more
such outcomes will occur
within the same small time
interval is negligible. The
occurrence of an outcome
within one time period is
independent of the other.
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P(x = r) = nCr pr qn – r = 
( 1)( 2) . . . ( 1)

!
n n n n r

r
− − − +

pr qn – r

= 
1 2 1

1 1 . . . 1 1 ;
!

n rrr
n n n r n

−− λ λ      − − − −            
 np = λ or p = λ/n

tends to 
λ λ

r

r
e

!
−  for a fixed r. Thus the Poisson probability distribution which approximates

the binomial distribution is defined by the following probability function:

P(x = r) = 
!

r e
r

− λλ
 , r = 0, 1, 2, . . . (7-3)

where e = 2.7183.

Characteristics of Poisson Distribution Since Poisson probability distribution is specified
by a process rate λ and the time period t, its mean and variance are identical and are
expressed in terms of the parameters: n and p as shown below:

• The arithmetic mean, µ = E (x) of Poisson distribution is given by

µ = P( ) ,
!

xe
x x x

x

−λλ=∑ ∑ x = 1, 2, 3, . . .  and  x P(x) = 0 for x = 0

=
3

2 . . . . . .
2! ( 1)!

re e
e e

x

−λ −λ
−λ −λ λ λλ + λ + + + +

−

=
2 1

1 . . . . . .
2! ( 1)!

r
e

x

−
−λ  λ λλ + λ + + + + − 

 = λ λ λe e−  = λ

Thus the mean of the distribution is µ = λ = np.

• The variance σ2 of Poisson distribution is given by
σ2 = E(x2) – [E(x)]2 = E(x2) – λ2

= 2 2
!

xe
x

x

−λλ − λ∑  = 2( 1)
!

xx x x
e

x
−λ − +

λ − λ∑

=
2 1

2 2
( 2)! ( 1)!

x x
e e

x x

− −
−λ −λλ λλ + λ − λ

− −
∑ ∑

= λ2e–λ eλ + λ e–λ eλ – λ2 = λ2 + λ – λ2 = λ
Thus the variance of the distribution is σ2 = λ = np.

The central moments of Poisson distribution can also be determined by the following
recursion relation:

µ r = E(x – λ)r = ( )
!

x
rx e

x
−λ λ− λ∑

Differentially µr with respect to λ, we have

rd
d
µ
λ

= 1
1

r
rr +

−
µ

− µ +
λ

  or  µr + 1 = 1
r

r
d

r
d−
µ λ µ + λ 

(7-4)

Substituting µ0 = 1 and µ1 = 0 and putting r = 1, 2 and 3 in Eqn. (7-4), we have
µ2 = µ3 = λ
µ4 = λ + 3λ2

so that γ1 = 1β  = 
1
λ

 and γ2 = β2 – 3 = 1
λ

Hence Poisson distribution is defined by the parameter λ and is positively skewed
and leptokurtic. This implies that there is a possibility of infinitely large number of
occurrences in a particular time interval, even though the average rate of occurrences is
very small. However, as λ → ∞, the distribution tends to be symmetrical and mesokurtic.
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It is very rare for more than one event to occur during a short interval of time. The
shorter the duration of interval, the occurrence of two or more events becomes also rare.
The probability that exactly one event will occur in such an interval is approximately λ
times its duration.

If λ is not an integer and m = [λ], the largest integer contained in it, then m is the
unique mode of the distribution. But if λ is an integer, the distribution would be bimodal.

The typical application of Poisson distribution is for analysing queuing (or waiting
line) problems in which arriving customers during an interval of time arrive
independently and the number of arrivals depends on the length of the time interval.
While applying Poisson distribution if we consider a time period of different length, the
distribution of number of events remains Poisson with the mean proportional to the
length of the time period.

Fitting a Poisson Distribution A Poisson distribution can be fitted to the observed values
in the data set by simply obtaining values of λ and calculating the probability of zero
occurrence. Other probabilities can be calculated by the recurrence relation as follows:

f (r) =
!

re
r

− λ λ

f (r + 1) =
1

( 1) !

re
r

− λ +λ
+

or
( 1)

( )
f x

f r
+

=
1r

λ
+

  or  f (r + 1) = 
( 1)r

λ
+

. f (r) ;  r = 0, 1, 2, ...

Thus, for r = 0,   f (1) = λ f (0),

for r = 1,   f (2) = 
2
λ

 f (1) = 
2

2
λ

 f (0)

and so on, where f (0) = e–λ.
After obtaining the probability for each of the random variable values, multiply each

of them by N (total frequency) to get the expected frequency for the respective values.

Example 7.14: What probability model is appropriate to describe a situation where 100
misprints are distributed randomly throughout the 100 pages of a book? For this model,
what is the probability that a page observed at random will contain at least three misprints?
Solution: Since 100 misprints are distributed randomly throughout the 100 pages of a
book, therefore on an average there is only one mistake on a page. This means, the

probability of there being  a misprint, p = 1/100, is very small and the number of words,

n, in 100 pages are vary large. Hence, Poisson distribution is best suited in this case.
Average number of misprints in one page, λ = np = 100×(1/100) = 1. Therefore

e–λ = e–1 = 0.3679.
Probability of at least three misprints in a page is

P(x ≥ 3) = 1 – P (x < 3) = 1 – {P (x = 0)+P (x = 1)+P (x = 2)}

= 1 – [e–λ + λ e–λ +
1
2!

λ2 e–λ ]

= 1 – 
1

1 1
2 !
e

e e
−

− −  + + 
  

= 1 – 2.5 e –1 = 1 – 2.5 (0.3679)

= 0.0802
Example 7.15: A new automated production process has had an average of 1.5
breakdowns per day. Because of the cost associated with a breakdown, management is
concerned about the possibility of having three or more breakdowns during a day. Assume
that breakdowns occur randomly, that the probability of a breakdown is the same for any
two time intervals of equal length, and that breakdowns in one period are inclependent
of breakdowns in other periods. What is the probability of having three or more
breakdowns during a day? [HP Univ., MBA, 1995; Kumaon Univ., 1998]
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Solution: Given that, λ = np = 1.5 breakdowns per day. Thus probability of having three
or more breakdowns during a day is given by

P(x ≥≥≥≥≥ 3) = 1 – P(x < 3) = 1 – [P(x= 0) + P(x=1) + P(x=2)]

= 1 – 
−λ −λλ λ λλ + + 

 

20 –

0! 1! 2!
e ee

= 1 – e–λ 21
1

2
 + λ + λ  

 = 1 – 0.2231 21
1 1.5 (1.5)

2
 + +  

= 1 – 0.2231 (3.625) = 1 – 0.8088 = 0.1912
Example 7.16: Suppose a life insurance company insures the lives of 5000 persons aged
42. If studies show the probability that any 42-years old person will die in a given year to
be 0.001, find the probability that the company will have to pay at least two claims during
a given year.
Solution: Given that, n = 5000, p = 0.001, so λ = np = 5000×0.001 = 5. Thus the
probability that the company will have to pay at least 2 claims during a given year is given
by

P(x ≥≥≥≥≥ 2) = 1 – P(x < 2) = 1 – [P(x = 0) + P(x = 1)]
= 1 – [e–λ + λe–λ ] = 1 – [e–5 + 5e–5] = 1 – 6e–5

= 1 – 6×0.0067 = 0.9598
Example 7.17: A manufacturer who produces medicine bottles, finds that 0.1 per cent
of the bottles are defective. The bottles are packed in boxes containing 500 bottles. A
drug manufacturer buys 100 boxes from the producer of bottles. Using Poisson
distribution, find how many boxes will contain:

(i) no defectives
(ii) at least two defectives [Delhi Univ., MBA, 1996, 2001]
Solution: Given that, p = 1 per cent = 0.001, n = 500, λ = np = 500×0.001 = 0.5
(i) P[x = 0] = e– λ = e– 0.5 = 0.6065

Therefore, the required number of boxes are : 0.6065×100 = 61 (approx.)
(ii) P(x > 2) = 1 – P(x ≤ 1) = 1 – [P(x = 0) + P(x = 1)]

= 1 – [eλ + λ e– λ] = 1 – [0.6065 + 0.5(0.6065)]
= 1 – 0.6065 (1.5) = 1 – 0.90975 = 0.09025.

Therefore, the required number of boxes are 100×0.09025 = 10 (approx.)
Example 7.18: The following table gives the number of days in a 50-day period during
which automobile accidents occurred in a city :

No. of accidents : 0 1 2 3 4
No. of days : 21 18 7 3 1

Fit a Poisson distribution to the data.
[Sukhadia Univ.,MBA,1992; Kumaon Univ., MBA,2000]

Solution: Calculations for fitting of Poisson distribution are shown in the Table 7.3.

Table 7.5: Calculations for Poisson Distribution

Number of Accidents (x) Number of Days ( f) f x

0 21 0
1 18 18
2 7 14
3 3 09
4 1 04

n = 50 Σ fx = 45

Thus x (or )λ =
f x
n

Σ
 = 45

50
 = 0.9
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and P(x=0) = e–λ  = e–0.9 = 0.4066
P(x=1) = λ P(x=0)= 0.9(0.4066)=0.3659

P(x=2) =
2
λ

 P(x=1)=
0.9
2

 (0.3659)=0.1647

P(x=3) =
3
λ  P(x=2)= 0.9

3
 (0.1647)=0.0494

P(x=4) =
4
λ  P(x=3)= 0.9

4
 (0.0494)=0.0111

In order to fit a Poisson distribution, we shall multiply each of these values by
N = 50 (total frequencies). Hence the expected frequencies are:

x : 0 1 2 3 4
f : 0.4066 × 50 0.3659 × 50 0.1647 × 50 0.0494 × 50 0.0111 × 50

= 20.33 = 18.30 = 8.23 = 2.47 = 0.56

7.5.3 Negative Binomial Probability Distribution

All conditions of binomial distribution are also applicable to the negative binomial
distribution except that it describes the number of trials likely to be required to obtain a
fixed number of successes. For example, suppose a percentage p of individuals in the
population are sampled until exactly r individuals with the certain characteristic are
found. The number of individuals in excess of r that are observed or sampled has a
negative binomial distribution.

The probability distribution function of the negative binomial distribution is obtained
by considering an infinite series of Bernoulli trials with probability of success p of an
event on an individual trial. If trials are repeated r times until an event of interest
occurs, then the probability that at least m trials will be required to get the event r times
(successes) is given by

P(m, r, p) = Probability that an event occurs (r – 1) times in the first m – 1 trials
× Probability that the event of interest occurs in the mth trial

= m – 1Cr – 1 pr – 1 qm – r × p = m – 1Cr – 1 pr qm – r, m = r, r + 1, . . . (7-5)
where r ≥ 1 is a fixed integer.

A random variable having a negative binomial distribution is also referred to as a
discrete waiting time random variable. In terms of number of failures, it represents how
long one waits for the rth success.

The mean and variance of this distribution are given by

Mean, µ = 
r
p

,   Variance, σ2 = 
rq
p2

Example 7.19: A market research agency that conducts interviews by telephone has
found from past experience that there is a 0.40 probability that a call made between 2.30
PM and 5.30 PM will be answered. Assuming a Bernoullian process,

(a) calculate the probability that an interviewer’s 10th answer comes on his 20th
call and that he will receive the first answer on his 3rd call,

(b) what is the expected number of calls necessary to obtain seven answers.
Solution: Let answer to a call be considered ‘success’. Then p = 0.40

(a) P(10th answer comes on 20th call)
= m – 1Cr – 1 pr qm – r, m = r, r + 1, . . .
= 19C9 (0.4)10 (0.6)10; m = 20 and r = 10
= 0.058

P(First answer on 3rd call) = 2C0 (0.4)1 (0.6)2 = 0.144
(b) Expected number of calls for 7 answers, µ = r/p = 7/0.4 = 17.5 ≅  18 calls
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7.5.4 Multinomial Probability Distribution

The binomial distribution discussed earlier is associated with a sequence of n independent
repeated Bernoulli trials, each resulting in only two outcomes, and one of the possible
outcomes is called success, while multinomial distribution is associated with independent
repeated trials that generalize from Bernoulli trials each resulting in two to k outcomes.

Suppose a single trial of an experiment results in only one of the k possible outcomes
O1, O2, . . ., Ok with respective probabilities p1, p2, . . ., pk , and the experiment is repeated
n times independently. The probability that out of these n trials outcome O1 occurs x1
times, O2 occurs x2 times and so on, is given by the following discrete density function:

P(x1, x2, . . ., xk ) =  
 

21
1 2

1 2

!
. . .

! ! . . . !
kxx x

k
k

n
p p p

x x x
(7-6)

where x1 + x2 + . . . + xk = n.

Example 7.20: In a factory producing certain items, 30 per cent of the items produced
have no defect, 40 per cent have one defect, and 30 per cent have two defects. A random
sample of 8 items is taken from a day’s output. Find the probability that it will contain 2
items with no defect, 3 items with one defect, and 3 items with two defects.
Solution: We know from the data that n = 8, p1 = 0.30, p2 = 0.40 and p3 = 0.30; x1 = 2,
x2 = 3, x3 = 3. Thus the required probability is given by

P(x1=2, x2=3, x3=3) = 
8!

2! 3! 3!
[(0.30)2 (0.40)2 (0.30)3]

= 0.0871

7.5.5 Hypergeometric Probability Distribution

For a binomial distribution to be applied, the probability of a success or failure must
remain the same for each trial. This is possible only when the number of elements in the
population are large relative to the number in the sample, where probability of getting a
success on a single trial is equal to the proportion p of successes in the population.
However, if the number of element in the population are small in relation to the sample
size, i.e. n/N ≥ 0.5, the probability of a success in a given trial is dependent upon the
outcomes of preceding trials. Then the number r of successes follows hypergeometric
probability distribution. Thus hypergeometric probability distribution is similar to
binomial distribution where probability of success may be different from trial to trial.
When sampling is done without replacement from a finite population, the Bernoulli process
does not apply because there is a systematic change in the probability of success in the
reduced size of population.

Let N be the size of population and out of N, m be the total number of elements
having a certain characteristic (called success) and the remaining N – m do not have it,
such that p + q = 1. Suppose a sample of size n is drawn at random without replacement.
Then in a random sample of size n, the probability of exactly r sucesses when values of r
depend on N, p and n is given by

P(x = r) = N

C C

C

N mm
r n r

n

−
− ; r = 0, 1, 2, . . ., n ; and 0 ≤ r ≤ m

This probability mass function is called hypergeometric  probability distribution.
The mean and variance of a hypergoemetric distribution are

Mean = n
N
m 

  
 and Variance = 

N N
N N N 1
m m n

n
− −   

   −   
Example 7.21: Suppose the HRD manager randomly selects 3 individuals from a group
of 10 employees for a special assignment. Assuming that 4 of the employees were assigned
to a similar assignment previously, determine the probability that exactly two of the three
employees have had previous experience.
Solution: We know from the data that N = 10, n = 3, r = 2, m = 4, and N – m = 6. Thus
the required probability is given by



256 BUSINESS S TAT I S T I C S

P(x = r | N, m, N–m) =
N

N

C C

C

mm
r n r

n

−
−  = 

4
2 3

3

C C

C

10 4
2

10

−
−

= 
4 6

2 1
10

3

C C
C

 = 

   
   
   

 
  

4! 6!
2! 2! 1!5!

10!
3!7!

 = 
36

120
 = 0.30

Example 7.22: Suppose a particular industrial product is shipped in lots of 20. To
determine whether an item is defective a sample of 5 items from each lot is drawn. A lot
is rejected if more than one defective item is observed. (If the lot is rejected, each item in
the lot is then tested). If a lot contains four defectives, what is the probability that it will
be accepted?
Solution: Let r be the number of defectives in the sample size n = 5. Given that, N = 20,
m = 4, and N – m = 16. Then

P(accept the lot) = P(x ≤ 1) = P(x = 0) + P(x = 1)

=
4 16 4 16

0 5 1 4
20 20

5 5

C C C C
C C

× ×+  = 

4! 16!4! 16!
1!3! 4!12!0!4! 5!11!

20! 20!
5!15! 5!15!

××
+

=
91 455
323 969

+  = 0.2817 + 0.4696 = 0.7513

C o n c e p t u a l  Q u e s t i o n s  7C

13. If x has a Poisson distribution with parameter λ, then show
that E(x) and V(x) = λ. Further, show that the Poisson
distribution is a limiting form of the binomial distribution.

14. What is Poisson distribution? Point out its role in business
decision-making. Under what conditions will it tend to
become a binomial distribution?

[Kumaon Univ., MBA, 1998]
15. When can Poisson distribution be a reasonable

approximation of the binomial?
[Delhi Univ., MCom, 1999]

16. Discuss the distinctive features of Poisson distribution.
When does a binomial distribution tend to become a
Poisson distribution?

17. Under what conditions is the Poisson probability
distribution appropriate? How are its mean and variance
calculated?

18. What is negative binomial distribution? Distinguish the
relationship between the binomial and negative binomial
distributions.

19. What is hypergeometric distribution? Explain its
properties.

S e l f-P r a c t i c e  P r o b l e m s  7C

7.24 The following table shows the number of customers
returning the products in a marketing territory. The
data is for 100 stores:
No. of returns : 0 1 2 3 4 5 6
No. of stores : 4 14 23 23 18 9 9

Fit a Poisson distribution. [Lucknow Univ., MBA, 1997]
7.25 In a certain factory manufacturing razor blades, there is

a small chance of 1/150 for any blade to be defective. The
blades are placed in packets, each containing 10 blades.
Using the Poisson distribution, calculate the approximate
number of packets containing not more than 2 defective
blades in a consignment of 10,000 packets.

7.26 In a town 10 accidents took place in a span of 50 days.
Assuming that the number of accidents per day follows
the Poisson distribution, find the probability that there
will be three or more accidents in a day.

[Coimbatore Univ., MBA, 1997]

7.27 The distribution of typing mistakes committed by a
typist is given below. Assuming a Poisson distribution,
find out the expected frequencies:
No. of mistakes

per page : 0 1 2 3 4 5
No. of pages : 142 156 69 27 5 1

[Rohilkhand Univ., MBA, 1998]
7.28 Find the probability that at most 5 defective bolts will

be found in a box of 200 bolts if it is known that 2 per
cent of such bolts are expected to be defective [you may
take the distribution to be Poisson; e– 4 = 0.0183].

7.29 On an average, one in 400 items is defective. If the
items are packed in boxes of 100, what is the probability
that any given box of items will contain: (i) no defectives;
(ii) less than two defectives; (iii) one or more defectives;
and (iv) more than three defectives  [Delhi Univ., MBA, 2000]
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7.30 It is given that 30 per cent of electric bulbs manufactured
by a company are defective. Find the probability that a
sample of 100 bulbs will contain (i) no defective, and (ii)
exactly one defective.

7.31 One-fifth per cent of the blades produced by a blade
manufacturing factory turn out to be defective. The
blades are supplied in packets of 10. Use Poisson
distribution to calculate the approximate number of
packets containing no defective, one defective, and two
defective blades respectively in a consignment of
1,00,000 packets. [Delhi Univ., MBA, 1999, 2003]

7.32 A factory produces blades in packets of 10. The
probability of a blade to be defective is 0.2 per cent.
Find the number of packets having two defective blades
in a consignment of 10,000 packets.

7.33 When a first proof of 200 pages of an encyclopaedia of
5,000 pages was read, the distribution of printing
mistakes was found to be as shown in the first and second
columns of the table below. Fit a Poisson distribution to
the frequency distribution of printing mistakes. Estimate
the total cost of correcting the whole encyclopaedia by
using the information given in the first and third columns
of the table below:

Misprints Frequency Cost of Detection and
on a Page Correction Per Page (Rs)

0 113 1.00
1 162 2.50
2 120 1.50
3 113 3.00
4 111 3.50
5 111 4.00

[MD Univ., MBA, 1998]

7.34 In a certain factory manufacturing razor blades, there
is small chance 1/50 for any blade to be defective. The
blades are placed in packets, each containing 10 blades.
Using an appropriate probability distribution, calculate
the approximate number of packets containing not
more than 2 defective blades in a consignment of 10,000
packets.

7.35 Suppose that a manufactured product has 2 defects per
unit of product  inspected. Using Poisson distribution,
calculate the probabilities of finding a product without
any defect, 3 defects, and 4 defects. (Given e–2 = 0.135)

[Madurai Univ., MCom, 1999]
7.36 A distributor received a shipment of 12 TV sets. Shortly

after this shipment was received, the manufacturer
informed that he had inadvertently shipped 3 defective
sets. The distributor decided to test 4 sets randomly
selected out of 12 sets received.
(a) What is the probability that neither of the 4

sets tested was defective?
(b) What is the mean and variance of defective sets.

7.37 Suppose a population contains 10 elements, 6 of
which are defective. A sample of 3 elements is selected.
What is the probability that exactly 2 are defective?

7.38 A transport company has a fleet of 15 trucks, used mainly
to deliver fruits to wholesale market. Suppose 6 of the
15 trucks have brake problems. Five trucks were selected
at random to be tested. What is the probability that 2 of
those tested trucks have defective brakes?

7.39 A company has five applicants for two positions:
two women and three men. Suppose that the five
applicants are equally qualified and that no preference
is given for choosing either gender. If r equal the
number of women chosen to fill the two positions,
then what is the probability distribution of r. Also,
determine the mean and variance of this distribution.

H i n t s  a n d  A n s w e r s

7.24 Fitting of Poisson distribution
x : 0 01 02 03 04 05 06
f : 4 1 4 2 3 2 3 1 8 09 09 = 100
fx : 0 1 4 4 6 6 9 7 2 4 5 5 4 = 300
∴ λ = 300/100 = 3. Then

NP(x = 0) = 100 e– λ = 100(2.7183)– 3 = 5;
P(x = 1) = λ NP(0) = 15

P(x = 2) = NP(x = 1)
2
λ

 = 22.5;

P(x = 3) = NP(x = 2)
3
λ

 = 22.5

P(x = 4) = NP(x = 3)
4
λ

 = 16.9;

P(x = 5) = NP(x = 4)
5
λ

 = 10.1

P(x = 6) = NP(x = 5)
6
λ

 = 5.1

7.25 Given that  N = 10,000,  p = 1/50,  n = 10,  λ = np =
10 × (1/50) = 0.2
NP(x = 0) = e– λ = e– 0.2 = 0.8187 (from the table)
NP(x = 0) = 0.8187 × 10,000 = 8187
NP(x = 1) = NP(x = 0) × λ = 8187 × 0.2 = 1637.4
NP(x = 2) = NP(x = 1) × λ/2 = 1637.4 × (0.2/2)

= 163.74
The approximate number of packets containing not
more than 2 defective blades in a consignment of 10,000
packets is: 10,000 – (8187+163.74+163.74) =
(10,000 – 9988.14) = 11.86 or 12.

7.26 The average number of accidents per day = 10/50
= 0.2
P(x ≥ 3 accidents) = 1 – P(2 or less accidents)

= 1 – [P(0) + P(1) + P(2)]
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= –
2

2 2 0.2 0.2
2

2
e

e e
−

− − × ×
+ + 

 

= 1 – e– 2 [1 + 0.2 + 0.02] = 1 – 0.8187× 1.22
(From table of e– λ)

= 1 – 0.998 = 0.002

7.27        λ = Σ fx / N = 400/400 = 1,
P(x = 0) = e–λ = 0.3679

NP(x = 0) = 147.16
NP(x = 1) = NP(x = 0)λ = 147.16

NP(x = 2) = NP (x = 1) 
2
λ

 = 73.58

NP(x = 3) = NP (x = 2) 
3
λ

 = 24.53

NP(x = 4) = NP (x = 3) 
4
λ

 = 6.13

NP(x = 5) = NP (x = 4) 
5
λ

 = 1.23

Expected frequencies as per the distribution are:

No. of mistakes
per page : 0 1 2 3 4 5
No. of pages : 147 147 74 25 6 1

7.28 p(defective bolt) = 2% = 0.02. Given n = 200, so λ = np
= 200 × 0.02 = 4

P(0) =
e − λ λ0

0!
 = e– 4 = 0.0183

P(x ≤ 5) = P(x = 0) + P(x = 1) + P(x = 2) +
P(x = 3) + P(x = 4) + P(x = 5)

= e− + + + + +
F
HG

I
KJ

4
2 3 4 5

1 4 4
2

4
3

4
4

5
5! ! ! !

= 0.0183 × (643/15) = 0.7844.
7.30 λ = np = 100 × 0.30 = 3

P(x = 0)= e–λ = e–3 = 0.05;
P(x = 1) = λP(x = 0) = 3 × 0.03= 0.15

7.31 Given n = 10, p = 1/500, λ = np = 10/500 = 0.02
(i) P(x = 0) = e–λ = e–0.02 = 0.9802

NP(x = 0) = 1,00,000 × 0.9802
= 98020 packets

(ii) P(x = 1) = λP(x = 0)
= λ e–λ = 0.02 × 0.9802
= 0.019604

NP(x = 1) = 1,00,000 × 0.019604
= 1960 packets

(iii) P(x = 2) = 
2

2
λ

 P(x = 0) = 
( )20.02

2
 × 0.9802

= 0.00019604
NP(x = 2) = 1,00,000 × 0.00019604

= 19.60 ≅ 20 packets
7.32 Given n = 10, p = 0.002, λ = np = 10 × 0.002 = 0.02.

P(x = 2) =
2

2!
e−λ λ

 = 
0.02 2(0.02)

2!
e−

= 0.000196
The required number of packets having two defective
blades each in a consignment of 10,000 packets
= 10,000× 0.000196 ≅  2.

7.33 No. of mis-
Prints (x) : 0 1 2 3 4 5
Frequency
( f ) : 113 62 20 3 1 1 = 200 (=N)

fx : 0 62 40 09 04 05 = 120

∴ x = Σ fx/N = 120/200 = 0.6 (= λ)
For fitting of Poisson distribution, calculating

NP(x = 0) = 200 
0

0!
e−λ λ

 
 

 = 200 e–0.6

= 200 (0.5488) = 109.76
NP(x = 1) = 200 P0 × λ = 200 × 109.76 × 0.6

= 65.856

NP(x = 2) = 200P1 × 
2
λ

 = 65.856 × 
0.6
2

= 19.756

NP(x = 3) = 200 P2 × 
3
λ

 = 19.756 × 
0.6
3

= 3.951

NP(x = 4) = 200 P3 × 
4
λ

= 3.951 × 
0.6
4

= 0.5927

NP(x = 5) = 200 P4 × 
5
λ

 = 0.5927 × 
0.6
5

= 0.0711
The total cost of correcting the first proof of the whole
encyclopaedia will be

No. of Rate/Page No. of Total Cost of
Misprints/Page (x) Pages ( f ) Correcting Proof ( f x)

0 1.00 109.760 109.760
1 1.50 65.856 98.784
2 2.50 19.756 49.390
3 3.00 3.951 11.853
4 3.50 0.592 2.074
5 4.00 0.071 0.284

Rs 272.145

7.34 Given N = 10,000, p = 1/50 and n = 10.
Thus λ = np = 0.20 and

NP (x = 0) = 10,000 e–λ = 10,000 e– 0.20 = 8187;
P(x = 1) = NP(x = 0) × λ = 8187 × 0.2 = 1637.4.

NP(x = 2) = NP(x = 1) × 
2
λ

 = 1637.4 × 
0.2
2

= 163.74
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The approximate number of packets containing not
more than 2 defective blades in a consignment of 10,000
packets will be: 10,000 – (8187 + 1637.40 + 163.74)
= 12 approx.

7.35 Given average number of defects, λ = 2.
P(x = 0) = e–λ = e–2 = 0.135;
P(x = 1) = P(x = 0)×λ = 0.135 × 2 = 0.27

P(x = 2) = P(x = 1) ×
2
λ

= 0.27 ×
2
2

= 0.27

P(x = 3) = P(x = 2) ×
3
λ

= 0.27 ×
2
3

= 0.18

P(x = 4) = P (x = 3) ×
4
λ

= 0.18 ×
2
4

= 0.09

7.36 Given N = 12, n = 4, m = 3 and N – m = 9.

(a) P(x = 0) = 
3 9

0 4
12

4

C C
C
×

 = 

3! 9!
0!3! 4!5!

12!
4!8!

×

= 
1 126

495
×

 = 
14
55

(b) Mean, µ = n 
N
m 

  
 = 4

3
12

 
  

 = 1

Variance, σ2 = n 
N N

N N N 1
m m n− −    

    −    

= 4 
3 9 8

12 12 11
   
      

 = 0.5455

7.37 P(x = 2) = 
6 4

2 1
10

3

C C
C
×

 = 
15 4
120

×
 = 0.50

7.38 P(x = 2) = 
9 6

3 2
15

5

C C
C
×

 = 
84 15
3003

×
 = 0.4196

7.39 Given N = 5, n = 2, m = 2, N – m = 3

P(x = r) = 
× N –

–
N

mm
r n r

n

C C

C
 = 

×2 3
2–

5
2

r rC C

C
; r = 0, 1, 2

Mean, µ = 2
2
5

 
  

 = 0.8;

Variance = 2
2 3 3
5 5 4

   
      

 = 0.6

7.6 CONTINUOUS PROBABILITY DISTRIBUTIONS

If a random variable is discrete, then it is possible to assign a specific probability to each
of its value and get the probability distribution for it. The sum of all the probabilities
associated with the different values of the random variable is 1. However, not all
experiments result in random variables that are discrete. Continuous random variables
such as height, time, weight, monetary values, length of life of a particular product, etc.
can take large number of obserable values corresponding to points on a line interval
much like the infinite number of gains of sand on a beach. The sum of probability to
each of these infinitely large values is no longer sum to 1.

Unlike discrete random variables, continuous random variables do not have probability
distribution functions specifying the exact probabilities of their specified values. Instead,
probability distribution is created by distributing one unit of probability along the real
line, much like distributing a handful of sand along a line. The probability of
measurements (e.g. gains of sand) piles up in certain places resulting into a probability
distribution called probability density function. Such distribution is used to find probabilities
that the random variable falls into a specified interval of values. The depth or density of
the probability that varies with the random variable (x) may be described by a mathematical
formula.

The probability density function for a continuous random variable x is a curve such
that the area under the curve over an interval equals the probability that x falls into that
interval, i.e. the probability that x is in that interval can be found by summing the
probabilities in that interval. Certain characteristics of probability density function for
the continuous random variable, x are follows:

(i) The area under a continuous probability distribution is equal to 1.
(ii) The probability P(a ≤ x ≥ b) that random variable x value will fall into a particular

interval from a to b is equal to the area under the density curve between the
points (values) a and b.

Nature seems to follows a predicatable pattern for many kinds of measurments. Most
numerical values of a random variable are spread arround the center, and greater the
distance a numerical value has from the center, the fewer numerical values have that
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specific value. A frequency distribution of values of random variable observed in nature
which follows this pattern is approximately bell shaped. A special case of distribution of
measurements is called a normal curve (or distribution).

If a population of numerical values follows a normal curve and x is the randomly
selected numerical value from the population, then x is said to be normal random variable,
which has a normal probability distribution.

W.J. Youden, a well-known statistician expressed his views about normal distribution
as follows:

THE
NORMAL

LAW OF ERROR
STANDS OUT IN

THE EXPERIENCE OF
MANKIND AS ONE OF THE

BROADEST GENERALISATION OF
NATURAL PHILOSOPHY. IT SERVES AS THE

GUIDING INSTRUMENT RESEARCHES IN THE
PHYSICAL AND SOCIAL SCIENCES AND IN MEDICINE

AGRICULTURE AND ENGINEERING. IT IS AN INDISPENSABLE
TOOL FOR THE ANALYSIS AND THE INTERPRETATION OF

THE BASIC DATA OBTAINED BY OBSERVATION AND EXPERIMENT

Artistically, it also look like a normal curve
The normal distribution also known as Gaussian distribution is due to the work of

German mathematician Karl Friedrich Gauss during the early part of the 19th century.
Normal distribution provides an adequate representation of a continuous phenomenon
or process such as daily changes in the stock market index, frequency of arrivals of
customers at a bank, frequency of telephone calls into a switch board, customer servicing
times, and so on.

7.6.1 Normal Probability Distribution Function

The formula that generates normal probability distribution is as follows:

f (x) = 
2( 1 / 2)[( )/ ]1

2
xe − − µ σ

σ π
,  – ∞ < x < ∞ (7-6)

where π = constant 3.1416
e = constant 2.7183
µ = mean of the normal distribution
σ = standard of normal distribution

The f (x) values represent the relative frequencies (height of the curve) within which
values of random variable x occur. The graph of a normal probability distribution with
mean µ and standard deviation σ is shown in Fig. 7.7. The distribution is symmetric
about its mean µ that locates at the centre.

Since the total area under the normal probability distribution is equal to 1, the
symmetry implies that the area on either side of µ is 50 per cent or 0.5. The shape of the
distribution is determined by µ and σ values.

In symbols, if a random variable x follows normal probability distribution with mean
µ and standard deviation σ, then it is also expressed as: x ~ N(µ, σ).

Characteristics of the Normal Probability Distribution There is a family of normal
distributions. Each normal distribution may have a different mean µ or standard deviation
σ. A unique normal distribution may be defined by assigning specific values to the mean

Normal distribution: A
continuous probability
distribution in which the
curve is bell-shaped having a
single peak. The mean of the
distribution lies at the center
of the curve and the curve is
symmetrical around a
vertical line erected at the
mean. The tails of the curve
extend indefinitely parallel
to the horizontal axis.
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µ and standard deviation σ in the normal probability density function (7-6). Large value
of σ reduce the height of the curve and increase the spread; small values of σ increase the
height of the curve and reduce the spread. Figure 7.6(a) shows three normal distributions
with different values of the mean µ and a fixed standard deviation σ, while in Fig. 7.6(b)
normal distributions are shown with different values of the standard deviation σ and a
fixed mean µ.

From Fig. 7.6(a) and 7.6(b) the following characteristics of a normal distribution
and its density function may be derived:

(i) For every pair of values of µ and σ, the curve of normal probability density
function is bell shaped and symmetric.

(ii) The normal curve is symmetrical around a vertical line erected at the mean µ
with respect to the area under it, that is, fifty per cent of the area of the curve lies
on both sides of the mean and reflect the mirror image of the shape of the curve
on both sides of the mean µ. This implies that the probability of any individual
outcome above or below the mean will be same. Thus, for any normal random
variable x,

P(x ≤ µ) = P(x ≥ µ) = 0.50
(iii) Since the normal curve is symmetric, the mean, median, and mode for the

normal distribution are equal because the highest value of the probability density
function occurs when value of a random variable, x = µ.

(iv) The two tails of the normal curve extend to infinity in both directions and
theoretically never touch the horizontal axis.

(v) The mean of the normal distribution may be negative, zero, or positive as shown
in Fig. 7.6(a).

(vi) The mean µ determines the central location of the normal distribution, while
standard deviation σ determines its spread. The larger the value of the standard
deviation σ, the wider and flatter is the normal curve, thus showing more
variability in the data, as shown in Fig. 7.6(b). Thus standard deviation σ
determines the range of values that any random variable is likely to assume.

(vii) The area under the normal curve represents probabilities for the normal random
variable, and therefore, the total area under the curve for the normal probability
distribution is 1.

Figure 7.6 (a)
Normal Distributions with Different
Mean Values But Fixed Standard
Deviation

Figure 7.6 (b)
Normal Distributions with Fixed
Mean and Variable Standard
Deviation
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Standard Normal Probability Distribution: To deal with problems where the normal
probability distribution is applicable more simply, it is necessary that a random variable
x is standardized by expressing its value as the number of standard deviations (σ) it lies
to the left or right of its mean (µ). The standardized normal random variable, z (also called
z–statistic, z–score or normal variate) is defined as:

z =
x − µ

σ
(7-7)

or equivalently x = µ + zσ
A z–score measures the number of standard deviations that a value of the random

variable x fall from the mean. From formula (7.7) we may conclude that
(i) When x is less than the mean (µ), the value of z is negative
(ii) When x is more than the mean (µ), the value of z is positive
(iii) When x = µ, the value of z = 0.

Any normal probability distribution with a set of µ and σ value with random variable
can be converted into a distribution called standard normal probability distribution z,
as shown in Fig. 7.7, with mean µz = 0 and standard deviation σz = 1 with the help of the
formula (7–7).

A z-value measures the distance between a particular value of random variable x and
the mean (µ) in units of the standard deviation (σ). With the value of z obtained by using
the formula (7.7), we can find the area or probability of a random varible under the
normal curve by referring to the standard distribution in Appendix. For example
z = ± 2 implies that the value of x is 2 standard deviations above or below the mean (µ).

Area Under the Normal Curve Since the range of normal distribution is infinite in both
the directions away from µ, the pdf function f (x) is never equal to zero. As x moves away
from µ, f (x) approaches x-axis but never actually touches it.

The area under the standard normal distribution
between the mean z = 0 and a specified positive value of z,
say z0 is the probability P(0 ≤ z ≤ z 0) and can be read off
directly from standard normal (z) tables. For example,
area between 1 ≤ z ≤ 2 is the proportion of the area under
the curve which lies between the vertical lines erected at
two points along the x–axis. A portion of the table is shown
in Table 7.6. For example, as shown in Fig. 7.8, if x is σ
away from µ, that is, the distance between x and µ is one
standard deviation or (x – µ)/σ = 1, then 34.134 per cent
of the distribution lies between x and µ. Similarly, if x is at

Figure 7.7
Standard Normal Distribution

Standard normal probabil-
ity distribution: A normal
probability distribution with
mean mean equal to zero
and standard deviation
equal to one.

Figure 7.8
Diagram for Finding P(1 < z < 2)
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2σ away from µ, that is, (x – µ)/σ = 2, then the area will include 47.725 per cent of the
distribution, and so on, as shown in Table 7.6.

Table 7.6: Area Under the Normal Curve

z = 
x − µ

σ
Area Under Normal

Curve Between x and µ

1.0 0.34134
2.0 0.47725
3.0 0.49875
4.0 0.49997

Since the normal distribution is symmetrical, Table 7.6 indicates that about 68.26
per cent of the normal distribution lies within the range µ – σ to µ + σ. The other
relationships derived from Table 7.6 are shown in Table 7.7 and in Fig. 7.7.

Table 7.7: Percentage of the Area of the Normal Distribution
Lying within the Given Range

Number of Standard Approximate Percentage of
Deviations from Mean Area under Normal Curve

x ± 2σ 68.26
x ± 2σ 95.45
x ± 3σ 99.75

The standard normal distribution is a symmetrical distribution and therefore
P(0 ≤ z ≤ a) = P (– a ≤ z ≤ 0) for any value a.

For example, P(1 ≤ z ≤ 2) = P (z ≤ 2) – P (z ≤ 1)
= 0.9772 – 0.8413 = 0.1359

The value of P(1 ≤ z ≤ 2) is shown is Fig. 7.8.

7.6.2 Approximation of Binomial and Poisson Distributions to Normal Distribution

The binomial distribution approaches a normal distribution with standardized variable,
that is,

where z = 
x np

npq
−

 ~ N(0, 1)

However this approximation works well when both np ≥ 10 and npq ≥ 10
Similarly, Poisson distribution also approaches a normal distribution with

standardized variable, that is,

z = 
x − λ

λ
 ~ N(0, 1)

Example 7.23: 1000 light bulbs with a mean life of 120 days are installed in a new
factory and their length of life is normally distributed with standard deviation of 20
days.

(a) How many bulbs will expire in less than 90 days?
(b) If it is decided to replace all the bulbs together, what interval should be allowed

between replacements if not more than 10% should expire before replacement?
Solution: (a) Given, µ = 120, σ = 20, and x = 90. Then

z = 
x − µ

σ
= 

90 120
20
−

= – 1.5
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The area under the normal curve between z = 0 and z = – 1.5 is 0.4332.
Therefore area to the left of – 1.5 is 0.5 – 0.4332 = 0.0668. Thus the expected
number of bulbs to expire in less than 90 days will be 0.0668 × 1000 = 67
(approx.).
(b) The value of z corresponding to an area 0.4 (0.5 – 0.10). Under the normal
curve is 1.28. Therefore

z = 
x − µ

σ
 or – 1.28 = 

120
20

x −
 or x = 120 – 20(– 1.28) = 94

Hence, the bulbs will have to be replaced after 94 days.
Example 7.24: The lifetimes of certain kinds of electronic devices have a mean of 300
hours and standard deviation of 25 hours. Assuming that the distribution of these lifetimes,
which are measured to the nearest hour, can be approximated closely with a normal
curve

(a) Find the probability that any one of these electronic devices will have a lifetime of
more than 350 hours.

(b) What  percentage will have lifetimes of 300 hours or less?
(c) What percentage will have lifetimes from 220 or 260 hours?

Solution: (a) Given, µ = 300, σ = 25, and x = 350. Then

z = 
x − µ

σ
 = 

350 300
25
−

 = 2

The area under the normal curve between z = 0 and z = 2 is 0.9772. Thus
the required probability is, 1 – 0.9772 = 0.0228.

(b) z= 
x − µ

σ
 = 

300 300
25
−

 = 0

Therefore, the required percentage is, 0.5000 × 100 = 50%.
(c) Given,  x1 = 220, x2 = 260, µ = 300 and σ = 25. Thus

 z1 = 
220 300

25
−

 = – 3.2 and  z2 = 
260 300

25
−

 = – 1.6

From the normal table, we have
P(z = – 1.6) = 0.4452 and P(z = – 3.2) = 0.4903

Thus the required probability is
P(z = – 3.2) – P(z = – 1.6) = 0.4903 – 0.4452 = 0.0541

Hence the required percentage = 0.0541 × 100 = 5.41 per cent.

Example 7.25: In a certain examination, the percentage of passes and distinctions were
46 and 9 respectively. Estimate the average marks obtained by the candidates, the minimum
pass and distinction marks being 40 and 75 respectively (assume the distribution of
marks to be normal).

Also determine what would have been the minimum qualifying marks for admission
to a re-examination of the failed candidates, had it been desired that the best 25 per cent
of them should be given another opportunity of being examined.
Solution: (a) Let µ be the mean and σ be the standard deviation of the normal distribution.
The area to the right of the ordinate at x = 40 is 0.46 and hence the area between the
mean and the ordinate at x = 40 is 0.04.

Now from the normal table, corresponding to 0.04, the standard normal variate,
z = 0.1. Therefore, we have

40 − µ
σ

= 0.1 or 40 – µ = 0.1σ

Similarly,  
75 − µ

σ
 = 1.34 or 75 – µ = 1.34 σ

Solving these equations, we get σ = 28.23 and µ = 37.18 or 37.
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(b) Let us assume that x1 is the minimum qualifying marks for re-examination of the
failed candidates.

The area to the right of x = 40 is 46 per cent. Thus the percentage of
students failing = 54 and this is the area to the left of 40. We want that the best
25 per cent of these failed candidates should be given a chance to reappear.
Suppose this area is equal to the shaded area in the diagram. This area is,
25 per cent of 54 = 13.5 per cent = 0.1350.

The area between mean and ordinate at x1 = – (0.1350 – 0.04) = – 0.0950
(negative sign is included because the area lies to the left of the mean ordinates).

Corresponding to this area, the standard normal variate z = – 0.0378.
Thus, we write

1x − µ
σ

= – 0.0378

x1 = µ – 0.0378 σ
= 37.2 – (0.0378 × 28.23)
= 37.2 – 1.067 = 36.133 or 36 (approx.)

Example 7.26: In a normal distribution 31 per cent of the items are under 45
and 8 per cent are over 64. Find the mean and standard deviation of the
distribution. [Delhi Univ., MBA, 1999]
Solution: Since 31 per cent of the items are under 45, therefore the left of the
ordinate at x = 45 is 0.31, and obviously the area to the right of the ordinate up
to the mean is (0.5 – 0.31) = 0.19. The value of z corresponding to this area is
0.5. Hence

z = 
45 − µ

σ
 = – 0.5  or  – µ + 0.5σ = – 45

As 8 per cent of the items are above 64, therefore area to the right of the
ordinate at 64 is 0.08. Area to the left of the ordinate at x = 64 up to mean
ordinate is (0.5 – 0.08) = 0.42 and the value of z corresponding to this area is
1.4. Hence

z = 
64 − µ

σ
= 1.4  or  – µ – 1.4σ = – 64

From these two equations, we get 1.9 σ = 19 or σ = 10. Putting σ = 10 in
the first equation, we get  µ – 0.5 × 10 = 45 or µ = 50.

Thus, mean of the distribution is 50 and standard deviation 10.
Example 7.27: The income of a group of 10,000 persons was found to be
normally distributed with mean Rs 1750 p.m. and standard deviation Rs 50.
Show that of this group 95% had income exceeding Rs 1668 and only 5 per cent
had income exceeding Rs 1832. What was the lowest income among the richest
100?  [Delhi Univ., MBA, 1997]
Solution: (a) Given that, x = 1668, µ = 1750 and σ = 50. Therefore, the standard
normal variate corresponding to x = 1668, is

z =
x − µ

σ
 = 

1668 1750
50
−

 = – 1.64

The area to the right of the ordinate at z = – 1.64 (or x = 1668) is (0.4495 +
0.5000) = 0.9495 (because z = – 1.64 to its right covers 95 per cent area).

The expected number of persons getting above Rs 1668 are 10,000 × 0.9495
= 9495. This is about 95 per cent of the total of 10,000 persons.
(ii) The standard normal variate corresponding to x = 1832 is
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z =
1832 1750

50
−

 = 1.64

The area to the right of ordinate at z = 1.64 is: 0.5000 – 0.4495 = 0.0505
The expected number of persons getting above Rs 1832 is: 10,000 × 0.0505 = 505.

This is about 5 per cent of the total of 10,000 persons. Thus probability of getting richest
100 out of 10,000 is 100/10,000 = 0.01.

The standard normal variate having 0.01 area to its right is, z = 2.33. Hence

2.33 = 
  1750

50
x −

x = 2.33 × 50 + 1750 = Rs 1866 approx.
This implies that the lowest among the richest 100 is getting Rs 1866 per month.

Example 7.28: A wholesale distributor of fertilizer products finds that the annual demand
for one type of fertilizer is normally distributed with a mean of 120 tonnes and standard
deviation of 16 tonnes. If he orders only once a year, what quantity should be ordered to
ensure that there is only a 5 per cent chance of running short?

[Delhi Univ., MBA, 1998, 2000]
Solution: Let x be the annual demand (in tonnes) for one type of fertilizer. Therefore

z =   120
16

x −

The desired area of 5 per cent is shown in the figure. Since the area between
the mean and the given value of x is 0.45, therefore from the normal table this
area of 0.45 corresponds to z = 1.64.

Substituting this value of z = 1.64 in standard normal variate, we get

1.64 =   120
16

x −

or x = 120 + (1.64) (16) = 146.24 tonnes.
If it is necessary to order in whole units, then the wholesale distributor should

order 147 tonnes.

Example 7.29: Assume that the test scores from a college admissions test are normally
distributed with a mean of 450 and a standard deviation of 100.
(a) What percentage of people taking the test score are between 400 and 500?
(b) Suppose someone received a score of 630. What percentage of the people taking the

test score better? What percentage score worse?
(c) If a particular university will not admit any one scoring below 480, what percentage

of the persons taking the test would be acceptable to the university?
[Delhi Univ. MBA, 2003]

Solution: (a) Given µ = 450 and σ = 100. Let x be the test score. Then

z1 = x − µ
σ

 = 500 – 450
100

 = 0.5

and z2 = x − µ
σ

 = 400 – 450
100

 = – 0.5

The area under the normal curve between z = 0 and z = 0.5 is 0.1915
The required probability that the score falls between 400 and 500 is

P(400 ≤ x ≤ 500) = P(–0.5 ≤ z ≤ 0.5) = 0.1915 + 0.1915 = 0.3830
So the percentage of the people taking the test score between 400 and 500 is 38.30

per cent.
(b) Given x = 630, µ = 450 and σ = 100. Thus

z = x − µ
σ

 = 630 – 450
100

 = 1.8
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The area under the normal curve between z = 0 and z = 1.8 is 0.4641.
The probability that people taking the test score better is given by

P(x ≥ 630) = P(z ≥ 1.8) = 0.5000 + 0.4641 = 0.9640
That is, 96.40 percent people score better

The probability that people taking the test score worse is given by
P(x ≤ 630) = P(z ≤ 1.8) = 0.5000 – 0.4641 = 0.0.0359

That is, 3.59 per cent people score worse
(c) Given x = 480, µ = 450 and σ = 100. Thus

z =
x − µ

σ
 = 480 – 450

100
 = 0.30

The area under the normal curve between z= 0 and z =0.30 is 0.1179. So
P(x ≥ 480) = P(z ≥ 0.30) = 0.5000 + 0.1179 = 0.6179

The percentage of people who score more than 480 and are acceptable to
the university is 61.79 per cent.
Example 7.30: The results of particular examination are given below in a summary
form:

Result Per cent of Candidates
• Passed with distinction 10
• Passed with out distinction 60
• Failed 30

It is known that a candidate fails in the examination if he obtains less than 40 markes (out
of 100) while he must obtain at least 75 markes in order to pass with distinction. Determine
the mean and standard deviation of the distribution of marks, assuming this to be normal.
Solution: The given data are illustrated in the figure

Since 30 per cent candidates who obtained less than 40 marks (out of 100) failed in
the examination, from the figure we have

z = x − µ
σ

 or – 0.524 = 40 − µ
σ

 or µ – 0.524σ = 40

(Table value of z corresponding to 20 per cent area under the normal curve is
0.524)

Also 10 per cent condidates who obtained more than 75 marks passed with
distinction, from the figure we have

z = x − µ
σ

 or 1.28 = 
75 − µ

σ
 or  µ + 1.28σ = 75

(Table value of z corresponding to 40 per cent area under normal curve is 1.28)
Solving these equations, we get mean µ = 50.17 and standard deviation σ = 19.4

7.6.3 Uniform (Rectangular) Distribution

The simplest case of a continuous distribution is the uniform distribution. The general
expression for the pdf (range of values) for a continuous random variable which is uniformly
distributed over the interval between a to b is

f (x) = 
1

,

0, otherwise

a x b
b a

 ≤ ≤ −


This distribution is also known as constant distribution because the probability is constant
[= 1/(b – a)] at every point of the interval (a, b) and is independent of whatever value
the variable may take within the interval.

The general form of the rectangular probability distribution is shown in
Fig. 7.9.

Figure 7.9
Rectangular Probability Distribution
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The mean and variance of this distribution are given by

Mean = 
( )

2
b a+

 and Variance = 
2( )

12
b a+

This distribution is useful when the probability of occurrences of an event is constant
whatever be the value of the variable, that is, all possible values of the continuous variable
are assumed equally likely.

7.6.4 Exponential Probability Distribution

The probability density function ( pdf ) for exponential probability distribution is

f (x) = 
e , 0

0, otherwise

x x− µµ ≥



where µ (>0) is a given parameter. This distribution is also referred to as negative
exponential distribution. It is particularly useful in the queuing (waiting line) theory.

The graph of its pdf slopes downward to the right from its maximum at x = 0,
where f (x) = µ, as shown in Fig. 7.10.

The exponential distribution has the mean, 1/µ and variance, 1/µ2. The cumulative
density function (cdf ) of the exponential distribution is

F(x) = 
0

x
xe− µµ∫  dx

= 
0

xxe − µ −   = 1 – e– µ x

The graph of cdf is shown in Fig. 7.11.
The typical applications of cdf of exponential functions are found in

representing a saturation phenomenon. That is, the situations where the effect
of successive increments of the input x (e.g., size of advertising effort) show
diminishing returns (e.g., resulting sales) as the total amount of x increases, and
eventually, additional input increments have no effect.

Exponential distribution is closely related with the Poisson distribution.
For example, if the Poisson random variable represents the number of arrivals per
unit time at a service window, the exponential random variable will represent
the time between two successive arrivals.

7.6.5 Gamma (or Erlang) Distribution

The probability density function ( pdf ) for the gamma (or Erlang) distribution is

f (x) = 
1( )

( 1) !

n xx e
n

− − µµ µ
−

, x > 0 and µ ≥ 0

Gamma distribution is derived by the sum of n identically distributed and independent
exponential random variables. Here it may be noted that the pdf of gamma distribution
reduces to the exponential density function for n = 1. This means, the exponential
distribution is the special case of the gamma distribution, where n = 1.

Figure 7.10
Exponential Probability Distribution

Figure 7.11
Exponential Probability Distribution

Figure 7.12
Gama Distribution pdf’s for µ = 1
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The graphs of the pdf ’s for the gamma distribution for µ = 1 and selected values of
n are shown in Fig. 7.12.

In the gamma distribution pdf ’s, the parameter µ changes the relative scales of the
two axes, and the parameter n determines the location of the peak of the curve. However,
for all values of these two parameters, the area under the curve is equal to 1.

The expected value and variance of this distribution are: E(x) = n/µ ; Var(x) = n/µ2

7.6.6 Beta Distribution

The probability density function ( pdf ) for beta distribution is

f (x) = 
1 1(1 )

( , )

m nx x
m n

− −−
β

; 0 ≤ x ≤ 1 ; m > 0; n > 0

where  β (m, n) = − −−∫
1

1 1

0

(1 )m nx x  dx

is the beta function, whose value may be obtained directly from the table of the beta
function.

The expected value and variance of random variable x in this case are given by

E(x) = 
m

m n+
  and  Var(x) = 2( ) ( 1)

mn
m n m n+ + +

This distribution is commonly used to describe the random variable whose possible
values lie in a restricted interval of numbers. A typical use of this distribution is found in
the use of PERT where activity times are estimated within a specific range.

C o n c e p t u a l  Q u e s t i o n s  7D

20. State the conditions under which a binomial distribution
tends to (i) Poisson distribution, (ii) normal distribution.
Write down the probability functions of binomial and
Poisson distributions.

21. Normal distribution is symmetric with a single peak. Does
this mean that all symmetric distributions are normal?
Explain.

22. When finding probabilities with a normal curve we always
deal with intervals; the probability of a single value of x is
defined equal to zero. Why is this so?

23. When finding a normal probability, is there a difference
between the values of P(a < x < b) and P(a ≤ x ≤ b), where
a and b represent two numbers? Why or why not?

24. What are the parameters of normal distribution? What
information is provided by these parameters?

25. What are the chief properties of normal distribution?
Describe briefly the importance of normal distribution in
statistical analysis. [Delhi Univ., MBA, 1990]

26. Discuss the distinctive features of the binomial, Poisson,
and normal distributions. When does a binomial
distribution tend to become a normal distribution?
[Shukhadia Univ., MBA 1995; Kumaon Univ., MBA, 2000]

27. Briefly describe the characteristics of the normal
probability distribution. Why does it occupy such a
prominent place in statistics?

S e l f-P r a c t i c e  P r o b l e m s  7D

7.40 A cigarette company wants to promote the sales of X’s
cigarettes (brand) with a special advertising campaign.
Fifty out of every thousand cigarettes are rolled up in
gold foil and randomly mixed with the regular (special
king-sized, mentholated) cigarettes. The company offers
to trade a new pack of cigarettes for each gold cigarette
a smoker finds in a pack of brand X. What is the
probability that buyers of brand X will find X = 0, 1, 2,
3, . . . gold cigarettes in a single pack of 10?

7.41 You are in charge of rationing in a State affected by food
shortage. The following reports were received from
investigators:

Daily calories of food available per adult during
current period

Area Mean S.D.
A 2000 350
B 1750 100

The estimated daily requirement of an adult is taken as



270 BUSINESS S TAT I S T I C S

2500 calories and the absolute minimum is 1000.
Comment on the reported figures and determine which
area in your opinion needs more urgent attention.

7.42 Assume that on an average one telephone number out
of fifteen is busy. What is the probability that if six
randomly selected telephone numbers are called
(a) not more than three will be busy?
(b) at least three of them will be busy?

7.43 Assume the mean height of soldiers to be 68.22 inches
with a variance of 10.8 inches. How many soldiers in a
regiment of 1,000 would you expect to be over six feet
tall?

7.44 The income of a group of 10,000 persons was found to
be normally distributed with mean = Rs 750 p.m. and
standard deviation = Rs 50. Show that in this group
about 95 per cent had income exceeding Rs. 668 and
only 5 per cent had income exceeding Rs 832. What
was the lowest income among the richest 100?

[Delhi Univ., MBA, 1995]
7.45 In an intelligence test administered to 1000 students,

the average score was 42 and standard deviation 24.
Find (a) the number of students exceeding a score

of 50, (b) the number of students lying between 30 and
54, (c) the value of the score exceeded by the top 100
students.

7.46 A aptitude test for selecting officers in a bank was
conducted on 1000 candidates. The average score is 42
and the standard deviation of scores is 24. Assuming
normal distribution for the scores, find:
(a) the number of candidates whose scores exceeds 58.
(b) the number of candidates whose scores lie between

30 and 66.
7.47 There are 600 business students in the postgraduate

department of a university, and the probability for any
student to need a copy of a particular textbook from
the university library on any day is 0.05. How many

copies of the book should be kept in the university
library so that the probability may be greater than 0.90
that none of the students needing a copy from the library
has to come back disappointed. (Use normal
approximation to the binomial probability law.)

[Kurukshetra Univ., MCom, 1998]
7.48 A workshop produces 2000 units of an item per day.

The average weight of units is 130 kg with a standard
deviation of 10 kg. Assuming normal distribution, how
many units are expected to weigh less than 142 kg?

[Delhi Univ., MBA, 1996]
7.49 Suppose a tire manufacturer wants to set a minimum

kilometer guarantee on its new AT 100 tire. Tests reveal
the mean kilometer is 47,900 with a standard deviation
of 2050 kms and the distribution is a normal distribution.
The namufacturer wants to set the minimum
guaranteed kilometer so that no more than 4 percent
of the tires will have to be replaced. What minimum
guaranteed kilometer should the manufacturer
announce?

7.50 The annual commissions per salesperson employed by
a pharmaceutical company, which is a manufacturer of
cough syrup, averaged Rs 40,000, with a standard
deviation of Rs 5000. What per cent of the salespersons
earn between Rs 32,000 and Rs 42,000?

7.51 Management of a company is considering adopting
a bonus system to increases production. One
suggestion is to pay a bonus on the highest 5 per
cent of production based on past experience. Past
records indicate that, on the average, 4000 units of
a small assembly are produced during a week. The
distribution of the weekly production is
approximately normal with a standard deviation
of 60 units. If the bonus is paid on the upper 5 per
cent of production, the bonus will be paid on how
many units or more?

H i n t s  a n d  A n s w e r s

7.40 An  experiment, with n = 10 trials, probability of finding
a golden cigarette (a success) is p = 50/100 = 0.05. The
expected number of golden cigarettes per pack is,
λ = np = 10(0.05).

Number of Golden Probability
Cigarettes per Pack

0 0.6065
1 0.3033
2 0.0758
3 0.0126
4 0.0016

7.41 Area A Area B
Mean ± 3σ Mean ± 3σ

= 2,000 ± (3 × 350)  = 1,750 ± (3 × 100)
or 950 and 3,050 calories   1,450 and 2,050 calories

Since the estimated requirement is minimum of 1,000
calories, area A needs more urgent attention.

7.43 Assuming that the distribution of height is normal. Given

that, x = 72 inches, µ = 68.22, σ = 10.8  = 3.286.
Therefore

z =
x − µ

σ
 = 

72 68.22
3.286
−

 = 1.15

Area to the right of z = 1.15 from the normal table is
(0.5000 – 0.3749) = 0.1251. Probability of getting
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soldiers above six feet is 0.1251 and their expected
number is 0.1251 × 1000 = 125.

7.44 Given,  x = 668,  µ = 750,  σ = 50. Therefore

z = 
x − µ

σ
 = 

668  750
50
−

 = – 1.64

Area to the right of z = – 1.64 is (0.4495 + 0.5000) =
0.9495.

Expected number of persons getting above Rs 668
= 10,000 × 0.9495 = 9495, which is about 95 per cent
of the total, that is, 10,000. Also,

z = 832  750
50
−  = 1.64

Area to the right of z=1.64 is 0.5000–0.4495 = 0.0505
Expected number of persons getting above Rs 832 =
10,000 × 0.0505 = 505, which is approximately 5%.
Probability of getting richest 100 = 10/1000 = 0.01.
Value of standard normal variate for z = 0.01, to its
right = 2.33

2.33 =
750

50
x −

x = (2.33 × 50) + 750 = Rs 866.5
Hence the lowest income of the richest 100 persons is
Rs 866.50.

7.45 (a) Given µ = 42,  x = 50,  σ = 24. Thus

z = 
  x − µ

σ
 = 

50 42
24
−

 = 0.333

Area to the right of z = 0.333 under the normal
curve is 0.5 – 0.1304 = 0.3696

Expected number of children exceeding a score
  of 50 are 0.3696 × 1,000 = 370.

(b) Standard normal variate for score 30

z = 
  x − µ

σ
 = 

30  42
24
−

 = – 0.5

Standard normal variate for score 54

z = 
  x − µ

σ
 = 

54 42
24
−

 = 0.5

Area between z = 0 to z = 0.5 = 0.1915
Area between z = – 0.5 to z = 0 is 0.1915
Area between z = – 0.5 to z = 0.5 is

0.1915 + 0.1915 = 0.3830
7.46 (a) Number of candidates whose score exceeds 58.

z = 
  x − µ

σ
 = 

60 42
24
−

 = 0.667

Area to the right of z = 0.667 under the normal
curve is (0.5 – 0.2476) = 0.2524

Number of candidates whose score exceeds 60
is: 100 × 0.2524 = 252.4 or 252

(b) Number of candidates whose score lies between 30
and 66.
Standard normal variate corresponding to 30,

z = 
30 42

24
−

 = – 0.5

Standard normal variate corresponding to 66,

z = 
66 42

24
−

 = 1

Area between z = – 0.5 and z = 1, is
0.1915 + 0.3413 = 0.5328

 Number of candidates whose score lies between
30 and 66 : 1000 × 0.5328 = 532.8 or 533

7.47 Let n be the number of students and p the probability
for an student to need a copy of a particular textbook
from the university library. Given that µ = np = 600 ×

0.05 = 30, σ = npq  = × ×600 0.05 0.95  = 5.34.

Let x = number of copies of a textbook required on
any day. Thus,

z = 
30

5.34
x −

 > 1.28 (95 per cent probability for x)

x – 30 > 6.835, i.e. x > 36.835 ≅ 37 (approx.)
Hence the library should keep at least 37 copies of the
book to ensure that the probability is more than
90 per cent that none of the students needing a copy
from the library has to come back disappointed.

7.48 Given N = 2000, µ = 130, σ = 10 and x = 142,

z = x − µ
σ

 = 142 –130
10

 = 1.2 ≅ 0.3849

P(x ≤ 142) = 0.5 + 0.3849 = 0.8849
Expected number of units weighing less than 142 kg is
2000 × 0.8849 = 1,770 approx.

7.49 Given µ = 47,900, σ = 2050

P(x ≤ 0.04) = P
47,900

2050
x

z
− ≤  

 or –1.75 = 
47,900

2050
x −

or x = 44,312
The area under the normal curve to the left of µ is

0.5. So the area between x and µ is 0.5 – 0.04 = 0.46 ≅
0.4599. This area corresponds to z = –1.75.

7.50 Given µ = 40, σ = 5. Thus P(3200 ≤ x ≤ 42,000) =

P
42 – 40 32 – 40

5 5
z ≤ ≤  

 = P[0.40 ≤ z ≤ –1.60] =

0.1554 + 0.4452 = 0.6006, i.e. 60% approx.

7.51 z = –x µ
σ

 or 1.65 = – 4000
60

x  or x = 4,099 units.

F o r m u l a e  U s e d

1. Expected value of a random variable x
E(x) = Σ x.P(x)

where x = value of the random variable
P(x) = probability that the random variable

will take on the value x.
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2. Binomial probability distribution
• Probability of r success in n Bernoulli trials

P(x = r) = nCr p
rqn – r = 

!
! ( )!

n
r n r−

 prqn – r

where p = probability of success
q = probability of failure, q = 1 – p

• Mean and standard deviation of binomial distribution
Mean µ = np

Standard deviation σ = npq

4. Poisson probability distribution
• Probability of getting exactly r occurrences of random

event

P(x = r) = 
!

re
r

−λλ

where λ = np, mean number of occurrences per
interval of time

e = 2.71828, a constant that represents the
base of the natural logarithm system

• Mean and standard deviation of Poisson distribution
λ = np, σ = np

5. Normal distribution formula:
Number of standard deviations σ a value of random
variable x is away from the mean µ of normal distribution:

z = 
x − µ

σ

C h a p t e r  C o n c e p t s  Q u i z

True or False
9. The symmetry of the normal distribution about its mean

ensure that its tails extend indefinitely in both the positive
and negative directions. (T/F)

10. All normal distributions are defined by two measures –
the mean and the standard deviation. (T/F)

11. The expected value of a discrete random variable may be
determined by taking an average of the values of the
random variable. (T/F)

12. Within 2σ limits from mean, the area under a normal
curve is 95.45 per cent. (T/F)

13. Any course of action that maximizes expected gain also
minimizes expected loss. (T/F)

14. The value of normal variate for some value of the random
variable x lying in a normal distribution is the area between
x and the mean µ of the distribution. (T/F)

15. For a given binomial distribution with n fixed, if p < 0.5,
then distribution will be skewed to the right. (T/F)

1. The expected value of a random variable describes the
long range weighted average of its values. (T/F)

2. The mean of the binomial distribution is greater than its
variance. (T/F)

3. A binomial distribution is positively stewed when p > 0.5.
(T/F)

4. The mean, median, and mode always coincide in the
normal distribution. (T/F)

5. The expected value of a random variable is always a non-
negative number. (T/F)

6. The binomial distribution is symmetrical for any value of
p (probability of success). (T/F)

7. Poisson distribution generally describes arrivals at a service
facility. (T/F)

8. In a Bernoulli process, the probability of success must
equal the probability of failure. (T/F)

Multiple Choice
16. In a binomial distribution if n is fixed and p > 0.5, then

(a) the distribution will be skewed to left
(b) the distribution will be skewed to right
(c) the distribution will be symmetric
(d) cannot say anything

17. The binomial distribution is symmetric when:
(a) p < 0.5 (b) p > 0.5
(c) p = 0.5 (d) p has any value

18. Which of the following is the characteristic of the the
probability distribution of a random variable?
(a) 0 ≤ P(Ai) ≤ 1, for all i
(b) Σ P(Ai) = 1, for all i
(c) The outcomes of each trial are independent
(d) all of these

19. A Bernoulli process has all but which of the following
properties?

(a) each trial has only two possible outcomes
(b) the probability of a success on any trial remains fixed

over time
(c) the probability of success on any trial is equal to the

probability of failure
(d) trials are statistically independent

20. The symmetry of the normal distribution about its mean
indicates that:
(a) the distribution is bell-shaped
(b) the area under the curve on both sides of the mean is

equal
(c) the two tails extend indefinitely on either sides of the

mean
(d) all of the above

21. All normal distributions are:
(a) bell-shaped
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(b) symmetrical
(c) defined by its parameters µ and σ
(d) all of the above

22. For a Poisson distribution P(x) = 
5 2(5)
2!

e−
, the mean value

is:
(a) 2 (b) 5
(c) 10 (d) none of the above

23. For a binomial distribution P(x) = 10Cr (0.5)r (0.5)10 – r,
r = 0, 1, 2, . . ., 10, the mean value is:
(a) 4 (b) 5
(c) 10 (d) 15

24. For a binomial distribution P(x) = 10Cr (0.5)r (0.5)10 – r,
r = 0, 1, 2, ..., 10, the standard deviation is:

(a) 2.5 (b) 2.5

(c) 2 (d) 2
25. For a normal curve with µ = 50 and σ = 4, how much area

will be to the left of µ?
(a) 50 per cent (b) 68.45 per cent
(c) 95.27 per cent (d) cannot be determined

26. The area under the normal curve covered within µ ± 3σ
limits is:
(a) 0.6827 (b) 0.9545
(c) 0.9973 (d) 1.000

27. For a standard normal probability distribution, the mean
µ and standard deviation are:
(a) µ = 0, σ = 1
(b) µ = 16, σ = 4
(c) µ = 25, σ = 5
(d) µ = 100, σ = 10

28. The standard deviation of the binomial distribution is:

(a) np (b) np

(c) npq (d) npq
29. For a binomial distribution, the relationship between its

mean µ and variance σ2 is:
(a) µ > σ2 (b) µ < σ2

(c) µ = σ2 (d) none of these

30. For a normal distribution if µ = 30, then its mode value is:
(a) 15 (b) 30
(c) 60 (d) none of these

31. Which of the following is a characteristic of the probability
distribution for any random variable?
(a) The sum of all probabilities is 1
(b) A random variable may have more than one

probability
(c) The mean always lies between the mode and the

median
(d) The tails of the distribution extend infinitely without

touching horizontal axis
32. Which of the following a necessary condition for use of a

poisson distribution?
(a) Probability of an event in a short interval of time is

constant
(b) The number of events in any interval of time is

independent of successes in other intervals.
(c) Probability of two or more events in the short interval

of time is zero
(d) All of these

33. The standard deviation of binomial distribution depends
on
(a) probability of success (b) probability of failure
(c) number of trials (d) all of these

34. A binomial distribution may be approximated by a poisson
distribution provided
(a) n is small and p is large
(b) n is large and p is small
(c) n is large and p is large
(d) n is small and p is small

35. Which is the characteristic of the normal distribution?
(a) For every pair of values µ and σ, the curve of the

distribution is bell shaped and symmetric
(b) The mean of the normal distribution may be negative,

or positive
(c) For any normal random variable x, P(x ≤ µ) = P(x ≥ µ)

= 0.50
(d) All of these

Concepts Quiz Answers

1. T 2. T 3. T 4. T 5. F 6. F 7. T 8. F 9. T
10. F 11. F 12. T 13. F 14. T 15. T 16. (a) 17. (c) 18. (d)
19. (c) 20. (d) 21. (d) 22. (b) 23. (b) 24. (b) 25. (a) 26. (c) 27. (a)
28. (d) 29. (a) 30. (b) 31. (a) 32. (d) 33. (d) 34. (b) 35. (d)

7.52 Five hundred television sets are inspected as they come
off the production line and the number of defects per
set is recorded below:

Number of defects: 0 1  2 3 4
Number of sets: 368 72 52 7 1
Estimate the average number of defects per set and the

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s
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expected frequencies of 0, 1, 2, 3, and 4 defects
assuming Poisson distribution.

[Sukhadia Univ., MBA; Delhi Univ., MBA, 1997]
7.53 The useful life of a certain brand of radial tyre has been

found to follow a normal distribution with mean µ =
38,000 km and standard deviations = 3000 km. If a
dealer orders 500 tyres for sale, then
(a) find the probability that a randomly chosen tyre

will have a useful life of at least 35,000 km.
(b) find the approximate number of tyres that will last

between 40,000 and 45,000 km.
(c) If an individual buys 2 tyres, then what is the

probability that these tyres will last at least
38,000 km each?

7.54 The amount of time consumed by an individual at a
bank ATM is found to be normally distributed with mean
µ = 130 seconds and standard deviation σ = 45 seconds.
(a) What is the probability that a randomly selected

individual will consume less than 100 seconds at
the ATM?

(b) What is the probability that a randomly selected
individual will spend between 2 to 3 minutes at the
ATM?

(c) Within what length of time do 20 per cent of
individuals complete their job at the ATM?

(d) What is the least amount of time required for
individuals with top 5 per cent of required time?

7.55 An aptitude test for selecting officers in a bank was
conducted on 1000 candidates. The average score is 42
and the standard deviation of scores is 24. Assuming
normal distribution for the scores, find the
(a) number of candidates whose scores exceed 58.
(b) number of candidates whose scores lies between

30 and 66. [Karnataka Univ., BCom, 1995]
7.56 The mean inside diameter of a sample of 500 washers

produced by a machine is 5.02 mm and the standard
deviation is 0.05 mm. The purpose for which these
washers are intended allows a maximum tolerance in
the diameter of 4.96 to 5.08 mm, otherwise the washers
are considered defective. Determine the percentage of
defective washers produced by the machine, assuming
the diameters are normally distributed.

7.57 In a binomial distribution consisting of 5 independent
trials, the probability of 1 and 2 successes are 0.4096
and 0.2048, respectively. Find the parameter p of the
distribution

7.58 If the probability of defective bolts be 1/10, find the
following for the binomial distribution of defective bolts
in a total of 400 bolts: (a) mean, (b) standard deviation,
and (c) moment coefficient of skewness.

7.59 The probability of a bomb hitting a target is 0.20. Two
bombs are enough to destroy a bridge. If 6 bombs are
aimed at the bridge, find the probability that the bridge
will be destroyed.

7.60 In an Indian university, it has been found that 25 per cent
of the students come from upper income families (U),
35 per cent from middle income families (M), and 40
per cent from lower income families (L). A sample of 10
students is taken at random. What is the probability
that the sample will contain 5 students from U, 2 from
M and 3 from L?

7.61 The distribution of the total time a light bulb will burn
from the time it is installed is known to be exponential
with mean time between failure of the bulbs equal to
1000 hours. (a) What is the probability that a bulb will
burn more than 1000 hours? and (b) what is the
probability that the life will lie between 100 hours and
120 hours?

7.62 Past experience says that the average life of a bulb
(assumed to be continuous random variable following
exponential distribution) is 110 hours. Calculate the
probability that the bulb will work for almost 25 hours.

[IGNOU, MS-51, 2001]
7.63 A firm uses a large fleet of delivery vehicles. Their record

over a period of time (during which fleet size utilization
may be assumed to have remained suitably constant)
shows that the average number of vehicles unserviceable
per day is 3. Estimate the probability on a given day
when
(a) all vehicles will be serviceable.
(b) more than 2 vehicles will be unserviceable.

7.64 The director, quality control of automobile company,
while conducting spot checking of automatic
transmission, removed ten transmissions from the pool
of components and checked for manufacturing defects.
In the past, only 2 per cent of the transmissions had
such flaws. (Assume that flaws occur independently in
different transmissions.)

(a) What is the probability that sample contains more
than two transmissions with manufacturing flaws?

(b) What is the probability that none of the selected
transmission has any manufacturing flaw?

7.65 The Vice-President, HRD of an insurance company, has
developed a new training programme that is entirely
self-paced. New employees work at various stages at
their own pace; completion occurs when the material is
learned. The programme has been especially effective
in speeding up the training process, as an employee’s
salary during training is only 67 per cent of that earned
upon completion of the programme. In the last several
years, the average completion time of the programme
has been in 44 days, with a standard deviation of 12
days.
(a) What is the probability that an employee will finish

the programme between 33 and 42 days?
(b) What is the probability of finishing the programme

in fewer than 30 days?
7.66 In the past 2 months, on an average, only 3 per cent of

all cheques sent for clearance by a Group Housing
Welfare Society (GHWS) have bounced. This month,
the GHWS received 200 cheques. What is the probability
that exactly ten of these cheques bounced?

7.67 The sales manager of an exclusive shop that sells leather
clothing decides at the beginning of the winter season,
how many full-length leather coats to order. These coats
cost 500 each, and will sell for 1000 each. Any coat left
over at the end of the season will have to be sold at a
20 per cent discount in order to make room for summer
inventory. From past experience, he knows that the
demand for the coats has the following probability
distribution:
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Number of coats
demanded: 8 10 12 14 16
Probability: 0.10 0.20 0.25 0.30 0.15

He also knows that there is never any problem with
selling all leftover coats at discount.
(a) If he decides to order 14 coats, what is the expected

profit?
(b) How would the answer to part (a) change if the

leftover coats were sold at a 40 per cent discount?

7.68 Mr. Tiwari is campaign manager for a candidate for
Lok Sabha. General impression is that the candidate
has the support of 40 per cent of registered voters. A
random sample of 300 registered voters shows that 34
per cent would vote for the candidate. If 40 per cent of
voters really are allied with the candidate, what is the
probability that a sample of 300 voters would indicate
34 per cent or fewer on his side? Is it likely that the 40
per cent estimate is correct?

H i n t s  a n d  A n s w e r s

7.52 No. of defects (x) : 0 1 2 3 4
No. of sets ( f ) : 368 72 52 7 1

= 500 (= N)
fx : 0 72 104 21 4

= 201 (Σ fx)
Average number of defects per set,

λ = 
N

fx∑  = 
201
500

 = 0.402.

Expected frequencies for 0, 1, 2, 3 and 4 defects are
NP(x = 0) = 500 e–λ = 500 e–0.402

= 500 × 0.6689=334.45
NP(x = 1) = NP(x=0) × λ

= 334.45 × 0.402=134.45

NP(x = 2) =NP(x=1)×
2
λ

= 134.45 × 0.402
2

 = 27.02

NP(x = 3) =NP(x = 2) ×
3
λ

= 27.02×
0.402

3
=3.62

NP(x = 4) = NP(x = 3)×
4
λ

= 3.62×
0.402

4
=3.36

7.53 (a) z = 
x − µ

σ
 = 

35,000 38,000
3,000

−
 = –1.00

P(x ≥ 35,000) = P(z ≥ – 1.00)
= 0.500 + 0.3413 = 0.8413

(b) z1 = 1x − µ
σ

 = 
40,000 38,000

3,000
−

 = 0.67

z2 = 1x − µ
σ

 = 
45,000 38,000

3,000
−

 = 2.33

P(40,000 ≤ x ≤ 45,000) = P(0.67 ≤ z ≤ 2.33)
= 0.4901–0.2486 = 0.2415

(c) P(x ≥ 38,000) = P(z ≥ 0)=0.500
P(2 tyres each will last at least 38,000 km)

= (0.5000)2 = 0.2500 (based on the multiplication rule
for the joint occurrence of independent events)

7.54 (a) z = 
x − µ

σ
= 

100 130
45
−

 = – 0.67

P(x < 100) = P(z < – 0.67) = 0.5000 – 0.2486
= 0.2574

(b) z1 = 
120 130

45
−

 = – 0.22;

z2 = 
180 130

45
−

 = 1.11

P(120 ≤ x ≤ 180) = P(– 0.22 ≤ z ≤ 1.11)
= 0.0871+0.3655=0.4536

(c) x = µ + zσ = 130 + (– 0.84) 45 = 92 seconds
(d) x = µ + zσ = 130 + (1.65) 45 = 204 seconds

7.55 (a) z = 
x − µ

σ
= 

58 42
24
−

 = 0.67

P(x > 58) = P(z > 0.67)=0.5000 – 0.2476
= 0.2524

Expected number of candidates whose score
exceeds 58 is 1000 (0.2524) = 2524

(b) z1 = 
30 42

24
−

 = – 0.50; z2 = 
66 42

24
−

 = 1.00

P(30 ≤ x ≤ 66) = P(– 0.50 ≤ z ≤ 1.00)
= 0.1915 + 0.3413 = 0.5328

Expected number of candidates whose scores
lie between 30 and 66 is 1000 (0.5328) = 5328.

7.56 z1 = 
x − µ

σ
 = 

4.96 5.02
0.05

−
 = – 1.20;

z2 = 
5.08 5.02

0.05
−

 = 1.20

P(4.96 ≤ x ≤ 5.08) = P(–1.20 ≤ z ≤ 1.20)
= 2P(0 ≤ z ≤ 1.20) = 2(0.3849)
= 7698 or 76.98%

Percentage of defective washers = 100 – 76.98
= 23.02%.

7.57 Given n = 5 ; f (x = 1) = nC1 p
n qn – 1

= 5C1 p
1 q4 = 5pq4 = 0.4096

f (x = 2) = nC2 p
2 qn – 2 = 5C2 p2q3 = 10p2q3 = 0.2048

Thus 
( 2)
( 2)

f x
f x

=
=

 = 
2 3

4
10

5
p q
pq

 = 
0.2048
0.4096

 or 
2p
q

 = 
1
2

or 4p = q (= 1 – p), i.e. p = 1/5
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7.58 Given n = 400, p = 1/10 = 0.10, q = 9/10 = 0.90
(a) Mean µ = np = 400×(1/10) = 40
(b) Standard deviation

σ = npq  = 400 (1 /10) (9 /10)  = 6

(c) Moment coefficient of skewness

= 
q p

npq
−

 = 
0.90 0.10

6
−

 = 0.133

7.59 Given p = 0.20, q = 0.80 and n = 6. The bridge is
destroyed if at least 2 of the bombs hit it. The required
probability is
P(x ≥ 2) = P(x = 1) + P(x = 2) + . . . + P(x ≥ 6)

= 1 – [P(x = 0) + P(x = 1)]
= 1 – [6C0 (0.80)6 + 6C1 (0.20) (0.80)5]

= 1 – 
2048
3125

 = 0.345

7.60 Required probability =
10!

5! 3! 2!
(0.25)2 (0.35)2 (0.40)3

= 0.0193
(Based on the rule of multinomial rule of probability)

7.61 Given, mean time between failures 1/λ = 1000 or λ
= 1/1000 bulbs per hours ; t = 1000 hours
(a) P(t > 1000) = 1 – P(x ≤ 1000) = 1 – (1 – eλt)

= e–λt = e–(1/1000)1000 = e–1 = 0.3680

(b) P(100 ≤ t ≤ 120) = (1 – e t−λ 1 ) – (1 – e t−λ 2 )
= {1 – e– (1/1000)120}

{1 – e– (1/1000)100}
= 0.1132 – 0.0952 = 0.018

7.62 Given, mean life of a bulb = 1/λ = 100 or λ = 1/100;
t = 25 hours

F(t ≤ T) = 1 – e– λt = 1 – e– (1/110)25 = 1 – e 0.23

= 1 – 0.7945 = 0.2055

7.63 (a) P(x = 0) = 
3 0(3)
0!

e−
 = 0.0497

(b) P(x > 2) = 1 – P(x ≤ 2)
= 1 – [P(x = 0) + P(x = 1) + P(x = 2)]

= 1 – 3 3 39
3

2
e e e− − − + +  

= 1 – e– 3 9
1 3

2
 + +  

 = 1 – 11
2

(0.0497)

= 1 –  0.4224 = 0.5776
7.64 (a) Given, p = 0.02, q = 0.98, n = 10

P(x > 2 flaws) = 1 – [P(x = 0) + P(x = 1) + P(x = 2)]
= 1 – [10C0 (0.98)10 + 10C1 (0.02)

(0.98)9 + 10C2 (0.02)2 (0.98)8]

= 1 – [0.8171 + 0.1667 + 0.0153]
= 0.0009

(b) P(x = 0 flaw) = nC0 p
0 qn = 10C0 (0.02)0 (0.98)10

= 10 (0.98)10 = 0.8171
7.65 Given, average completion time of the programme, µ

= 44 days and standard deviation, σ = 12 days

(a) P(33 ≤ x ≤ 42) = P 21 xx
z

− µ− µ ≤ ≤ σ σ 

= P
33 44 42 44

12 12
z

− − ≤ ≤  

= P[0.92 ≤ z ≤ – 0.17]
= 0.3212 – 0.0675 = 0.2537

(b) P(x < 30) = P
x

z
− µ < σ 

 = P
30 42

12
z

− <  

= P(z < –1.17) = 0.5000 – 0.3790
= 0.1210

7.66 Given n = 200, p = 0.03, λ = np = 200(0.03) = 6.

P(x=10) = 
!

re
r

−λ λ
 = 

6 10(6)
10!

e−
 = 0.0413

7.67 Expected profit when 14 coats are ordered
Number of coats
ordered : 8 10 12 14
Probability : 0.10 0.20 0.25 0.45

(a) Profit per
cast (Rs) : 1160 1240 1320 1400
Total expected
profit (Rs) : 116 248 330 630 = 1324

(b) Profit per
Coat (Rs) : 920 1080 1240 1400
Total expected
profit (Rs): 92 216 310 620 = 1248

7.68 Given n=300, p=0.40; µ=np=300(0.40)=120;

σ = npq  = 120 (06)  = 8.48

P(x ≤ 0.34 × 300 = 102)

= P
x

z
− µ < σ 

 = P
102 120

8.48
z

− <  

= P [z ≤ –2.12] = 0.5000 – 0.4830
= 0.0170

Since the probability that the sample would indicate 34
per cent or less is very small, it is unlikely that the 40
per cent estimate is correct.
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Sampling and Sampling Distributions

By a small sample we may
judge of the whole piece.

—Cervantes
Nine times out of ten, in the
arts as in life, there is
actually no truth to be
discovered; there is only
error to be exposed.

—H. L. Mencken

After studying this chapter, you should be able to
distinguish between population parameter and sample statistics
apply the Central Limit Theorem
know various procedures of sampling that provide an attractive means of
learning about a population or process.
develop the concept of a sampling distribution that helps you understand the
methods and underlaying thinking of statistical inference.

8.1 INTRODUCTION

So far we introduced certain statistical methods (Chapters 2 to 5) to analyse a data set and
the concepts of probability and its distributions (Chapters 6 and 7) to increase our
knowledge about unknown features (characteristics) of a population or a process. In
statistical inference we use random sample or samples to extract information about the
population from which it is drawn. The information we extract is in the form of sum-
mary statistics: a sample mean, a sample standard deviation or other measures computed
from the sample. Sample statistics are treated as estimator of population parameters – µ,
σ, p, etc.
Sampling The process of selecting a sample from a population is called sampling. In
sampling, a representative sample or portion of elements of a population or process is
selected and then analysed. Based on sample results, called sample statistics, statistical
inferences are made about the population characteristic. For instance, a political analyst
selects specific or random set of peoples for interviews to estimate the proportion of the
votes that each candidate may get from the population of voters; an auditor selects a
sample of vouchers and calculates the sample mean for estimating population average
amount; or a doctor examines a few drops of blood to draw conclusions about the nature
of disease or blood constitution of the whole body.

277

L E A R N I N G  O B J E C T I V E S



278 BUSINESS S TAT I S T I C S

8.2 REASONS OF SAMPLE SURVEY

A census is a count of all the elements in a population. Few examples of census are:
population of eligible voters; census of consumer preference to a particular product,
buying habits of adult Indians. Some of the reasons to prefer sample survey instead
of census are given below.
1. Movement of Population Element The population of fish, birds, snakes, mosquitoes,

etc. are large and are constantly moving, being born and dying. So instead of
attempting to count all elements of such populations, it is desirable to make
estimates using techinques such as counting birds at a place picked at random,
setting nets at predetermined places, etc.

2. Cost and/or Time Required to Contact the Whole Population Time required to
contact the whole population. A census involves a complete count of every
individual member of the population of interest, such as persons in a state,
households in a town, shops in a city, students in a college, and so on. Apart
from the cost and the large amount of resources (such as enumerators, clerical
assistance, etc.) that are required, the main problem is the time required to
process the data. Hence the results are known after a big gap of time.

3. Destructive Nature of Certain Tests The census becomes extremely difficult, if
not impossible, when the population of interest is either infinite in terms of size
(number); constantly changing; in a state of movement; or observation results
required destruction. For example, sometimes it is required to test the strength
of some manufactured item by applying a stress until the unit breaks. The
amount of stress that results in breakage is the value of the observation that is
recorded. If this procedure is applied to an entire population, there would be
nothing left. This type of testing is called destructive testing and requires that
a sample be used in such cases.

8.3 TYPES OF BIAS DURING SAMPLE SURVEY

Not all surveys produce trust worthy results. Results based on a survey are biased when
the method used to obtain those results would consistently produce values that are either
too high or too low. Following are the common types of bias that might occur in surveys:
1. Undercoverage Bias This bias occur when a random sample chosen does not rep-

resent the population of interest. For instance, passengers at a railway station are
surveyed to determine attitude towards buying station ticket, the results are not
likely to represent all passengers at railway stations.

2. Non-response Bias This bias occurs when only a small number of respondents re-
spond or return their questionnaire. The sample results would be biased because
only those respondent who were particularly concerned about the subject chose to
respond.

3. Wording Bias This bias occurs when respondents respond differently from how
they truely feel. It may be due to the reason that the questionnaire contains questions
that tend to confuse the respondents. For instance, questions for the survey about
the use of drug, payment of income tax, abusive behavior, etc. must be worded and
conducted carefully to minimise response bias.

8.3.1 Sampling and Non-Sampling Errors

Any statistical inference based on sample results (statistics) may not always be
correct, because sample results are either based on partial or incomplete analysis
of the population features (or characteristics). This error is referred to as the
sampling error because each sample taken may produce a different estimate of the
population characteristic compared to those results that would have been obtained
by a complete enumeration of the population. It is, therefore, necessary to measure
these errors so as to have an exact idea about the reliability of sample-based estimates

Sampling error The
absolute value of the
difference between an
unbiased estimate and the
corresponding population
parameter, such as

| |, | |,x p p− −µ  etc.
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of population features. The likelihood that a sampling error exceeds any specified
magnitude must always be specified in terms of a probability value, say 5%. This
acceptable margin of error is then used to produce a confidence in the decision-
maker to arrive at certain conclusions with the limited data at his disposal. In
general, in the business context, decision-makers wish to be 95 per cent or more
confident that the range of values of sample results reflect the true characteristic
of the population or process of interest.

Non-sampling errors arise during census as well as sampling surveys
due to biases and mistakes such as (i) incorrect enumeration of population
members, (ii) non-random selection of samples, (iii) use of incomplete,
vague, or faulty questionnaire for data collection, or (iv) wrong editing,
coding, and presenting of the responses received through the questionnaire.
The sampling errors can be minimized if (i) the questionnaire contains
precise and unambiguous questions, (ii) the questionnaire is administered
carefully, (iii) the interviewers are given proper training, and (iv) the
responses are correctly processed.

Measurement of Sampling Error A measure of sampling error is provided by the standard
error of the estimate. Estimation of sampling error can reduce the element of uncer-
tainty associated with interpretation of data. In most cases, the degree of precision or the
level of error, would depend on the size of the sample.

The standard error of estimate is inversely proportional to the square root of the
sample size. In other words, as the sample size increases, element of error is reduced.
Figure 8.1 illustrates this concept.

8.4 POPULATION PARAMETERS AND SAMPLE STATISTICS

Parameters An exact, but generally unknown measure (or value)
which describes the entire population or process characteristics is
called a parameter. For example, quantities such as mean µ, variance
σ2, standard deviation σ, median, mode, and proportion p computed
from a data set (also called population) are called parameters. A
parameter is usually denoted with letters of the lower case Greek
alphabet, such as mean µ and standard deviation σ.
Sample Statistics A measure (or value) found from analysing sample
data in called a sample statistic or simply a statistic. Inferential statistical
methods attempt to estimate population parameters using sample
statistics. Sample statistics are usually denoted by Roman letters such
as mean x , standard deviation s, variance s2 and proportion p .

The value of every statistic varies randomly from one sample to another whereas
the value of a parameter is considered as constant. The value for statistic calculated
from any sample depends on the particular random sample drawn from a population.
Thus probabilities are attached to possible outcomes in order to assess the reliability
or sample error associated with a statistical inference about a population based on
a sample. Figure 8.2 shows the estimation relationships between sample statistics
and the population parameters.

8.5 PRINCIPLES OF SAMPLING

The following are two important principles which determine the possibility of
arriving at a valid statistical inference about the features of a population or process:

(i) Principle of statistical regularity
(ii) Principle of inertia of large numbers

Figure 8.1
Measurement of Sampling Error

Figure 8.2
Estimation Relationship between
Sample and Population Measures

Sample statistic A sample
measure, such as mean x ,
standard deviation, s, pro-
portion p , and so on.
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8.5.1 Principle of Statistical Regularity

This principle is based on the mathematical theory of probability. According to
King, ‘The law of statistical regularity lays down that a moderately large number of items
chosen at random from a large group are almost sure on the average to process the characteristic
of the large group.’ This principle, emphasises on two factors:

(i) Sample Size Should be Large As the size of sample inereases it becomes
more and more representative of parent population and shows its
characteristics. However, in actual practice, large samples are more expansive.
Thus a balance has to be maintained between the sample size, degree of
accuracy desired and financial resourses available.

(ii) Samples Must be Drawn Randomly The random sample is the one in
which elements of the population are drawn in a such way that each
combination of elements has an equal probability of being selected in the
sample. When the term random sample is used without any specification,
it usually refers to a simple random sample. The selection of samples based on
this principle can reduce the amount of efforts required in arriving at a
conclusion about the characteristic of a large population. For example, to
understand the book buying habit of students in a college, instead of
approaching every student, it is easy to talk to a randomly selected group
of students to draw the inference about all students in the college.

8.5.2 Principle of Inertia of Large Numbers
This principle is a corollary of the principle of statistical regularity and plays a
significant role in the sampling theory. This principle states that, under similar
conditions, as the sample size (number of observations in a sample) get large enough, the
statistical inference is likely to be more accurate and stable. For example, if a coin is
tossed a large number of times, then relative frequency of occurrence of head and
tail is expected to be equal.

8.6 SAMPLING METHODS

As mentioned above, sampling methods compared to census provides an attractive
means of learning about a population or process in terms of reduced cost, time and
greater accuracy. The representation basis and the element selection techniques
from the given population, classify several sampling methods into two categories as
shown in Tabel 8.1.

Table 8.1: Types of Sampling Methods

Element Selection Representation Basis

Probability (Random) Non-probability
(Non-random)

 • Unrestrieted Simple random sampling Convenience sampling
 • Restricted Complex random sampling Purposive sampling

• Stratified sampling • Quota sampling
• Cluster sampling • Judgement sampling
• Systematic sampling
• Multi-stage sampling

8.6.1 Probability Sampling Methods

Several probability sampling methods for selecting samples from a population or
process are as follows:
Simple Random (Unrestricted) Sampling In this method, every member (or element)
of the population has an equal and independent chance of being selected again and
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again when a sample is drawn from the population. To draw a random sample, we
need a complete list of all elements in the population of interest so that each
element can be identified by a distinct number. Such a list is called frame for
experiment. The frame for experiment allows us to draw elements from the population
by randomly generating the numbers of the elements to be included in the sample.

For instance, in drawing the random sample of 50 students from a population
of 3500 students in a college we make a list of all 3500 students and assign each
student an identification number. This gives us a list of 3500 numbers, called frame
for experiment. Then we generate by computer or by other means a set of 50
random numbers in the range of values from 1 and 3500. The procedure gives
every set of 50 students in the population an equal chance of being included in the
sample. Selecting a random sample is analogous to using a gambling device to
generate numbers from this list.

This method is suitable for sampling, as many statistical tests assume independence
of sample elements. One disadvantage with this method is that all elements of the
population have to be available for selection, which many a times is not possible.
Stratified Sampling This method is useful when the population consists of a number
of heterogeneous subpopulations and the elements within a given subpopulation
are relatively homogeneous compared to the population as a whole. Thus, population
is divided into mutually exclusive groups called strata that are relevent, appropriate
and meaningful in the context of the study. A simple random sample, called a sub-
sample, is then drawn from each strata or group, in proportion or a non-proportion
to its size. As the name implies, a proportional sampling procedure requires that
the number of elements in each stratum be in the same proportion as in the
population. In non-proportional procedure, the number of elements in each stratum
are disproportionate to the respective numbers in the population. The basis for
forming the strata such as location, age, industry type, gross sales, or number of
employees, is at the discretion of the investigator. Individual stratum samples are
combined into one to obtain an overall sample for analysis.

This sampling procedure is more efficient than the simple random sampling
procedure because, for the same sample size, we get more representativeness from each
important segment of the population and obtain more valuable and differentiated
information with respect to each strata. For instance, if the president of a company is
concerned about low motivational levels or high absentee rate among the employees, it
makes sense to stratify the population of organizational members according to their job
levels. Assume that the 750 employees were divided into six strata as shown in Table 8.2.
Let 100 employees are to be selected for study, then number to be selected from each
strata is shown in Table 8.2

Table 8.2: Proportionate and Disproportionate Stratified Random Samples

Number of Employees in the Sample

Strata Job Level Number of Proportionate Disproportionate
Employees (Elements) Sample Sample

1 Top management 15 (15/750)×100 = 2 3
2 Middle-level management 30 (30/750)×100 = 4 10
3 Lower-level management 55 (55/750)×100 = 7 15
4 Supervisors 105 (105/750)×100 =14 25
5 Clerks 510 (510/750)×100 =68 37
6 Secretaries 35 (35/750)×100 = 5 10

750 100 100

When the data are collected and the analysis completed, it is likely that the members
of a particular group are found to be not motivated. This information will help in taking
action at the right level and think of better ways to motivate that group members which
otherwise would not have been possible.
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Disproportionate sampling decisions are made either when strata are either too
small, too large, or when there is more variability suspected within a particular stratum.
For example, the educational levels in a particular strata might be expected to influence
perceptions, so more people will be sampled at this level. Disproportionate sampling is
done when it is easier, and less expensive to collect data from one or more strata than
from others.

For this method of sampling to be more effective in terms of reliability, efficiency,
and precision, any stratification should be done which ensures

(i) maximum uniformity among members of each strata,
(ii) largest degree of variability among various strata.

Cluster Sampling This method, sometimes known as area sampling method, has been
devised to meet the problem of costs or inadequate sampling frames (a complete
listing of all elements in the population so that each member can be identified by
a distinct number). The entire population to be analysed is divided into smaller
groups or chunks of elements and a sample of the desired number of areas selected
by a simple random sampling method. Such groups are termed as clusters. The
elements of a cluster are called elementary units. These clusters do not have much
heterogeneity among the elements. A household where individuals live together is
an example of a cluster.

If several groups with intragroup heterogeneity and intergroup homogeneity are
found, then a random sampling of the clusters or groups can be done with information
gathered from each of the elements in the randomly chosen clusters. Cluster samples
offer more heterogeneity within groups and more homogeneity among groups—the
reverse of what we find in stratified random sampling, where there is homogeneity
within each group and heterogeneity across groups.

For instance, committees formed from various departments in an organization to
offer inputs to make decisions on product development, budget allocations, marketing
strategies, etc are examples of different clusters. Each of these clusters or groups contains
a heterogeneous collection of members with different interests, orientations, values,
philosophy, and vested interests. Based on individual and combined perceptions, it is
possible to make final decision on strategic moves for the organization.

In summary, cluster sampling involves preparing only a list of clusters instead of a
list of individual elements. For examples, (i) residential blocks (colonies) are commonly
used to cluster in surveys that require door-to-door interviews, (ii) airlines sometimes
select randomly a set of flights to distribute questionnaire to every passenger on those
flights to measure customor satisfaction. In this situation, each flight is a cluster. It is
much easier for the airline to choose a random sample of flights than to identify and
locate a random sample of individual passengers to distribute questionnaire.

Multistage Sampling This method of sampling is useful when the population is very
widely spread and random sampling is not possible. The researcher might stratify
the population in different regions of the country, then stratify by urban and rural
and then choose a random sample of communities within these strata. These
communities are then divided into city areas as clusters and randomly consider
some of these for study. Each element in the selected cluster may be contacted for
desired information.

For example, for the purpose of a national pre-election opinion poll, the first stage
would be to choose as a sample a specific state (region). The size of the sample, that is the
number of interviews, from each region would be determined by the relative popula-
tions in each region. In the second stage, a limited number of towns/cities in each of the
regions would be selected, and then in the third stage, within the selected towns/cities, a
sample of respondents could be drawn from the electoral roll of the town/city selected at
the second stage.

The essence of this type of sampling is that a subsample is taken from successive
groups or strata. The selection of the sampling units at each stage may be achieved with
or without stratification. For example, at the second stage when the sample of towns/
cities is being drawn, it is customary to classify all the urban areas in the region in such
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a way that the elements (towns/cities) of the population in those areas are given equal
chances of inclusion.

Systematic Sampling This procedure is useful when elements of the population are
already physically arranged in some order, such as an alphabelized list of people
with driving licenses, list of bank customers by account numbers. In these cases one
element is chosen at random from first k element and then every kth element
(member) is included in the sample. The value k is called the sampling interval. For
example, suppose a sample size of 50 is desired from a population consisting of 100
accounts receivable. The sampling interval is k = N/n = 1000/50 = 20. Thus a
sample of 50 accounts is identified by moving systematically through the population
and identifying every 20th account after the first randomly selected account number.

8.6.2 Non-Random Sampling Methods

Several non-random sampling methods for selecting samples from a population or
process are as follows:

Convenience Sampling In this procedure, units to be included in the sample are
selected at the convenience of the investigator rather than by any prespecified or
known probabilities of being selected. For example, a student for his project on
‘food habits among adults’ may use his own friends in the college to constitute a
sample simply because they are readily available and will participate for little or no
cost. Other examples are, public opinion surveys conducted by any TV channel
near the railway station; bus stop, or in a market.

Convenience samples are easy for collecting data on a particular issue. However,
it is not possible to evaluate its representativeness of the population and hence
precautions should be taken in interpreting the results of convenient samples that
are used to make inferences about a population.

Purposive Sampling Instead of obtaining information from those who are most
conveniently available, it sometimes becomes necessary to obtain information from
specific targets–respondents who will be able to provide the desired information
either because they are the only ones who can give the desired information or
because they satisfy to some criteria set by researcher.

Judgement Sampling Judgement sampling involves the selection of respondents who
are in the best position to provide the desired information. The judgment sampling
is used when a limited number of respondents have the information that is needed.
In such cases, any type of probability sampling across a cross section of respondents
is purposeless and not useful. This sampling method may curtail the generalizability
of the findings due to the fact that we are using a sample of respondents who are
conventiently available to us. It is the only viable sampling method for obtaining
the type of information that is required from very specific section of respondents
who possess the knowledge and can give the desired information.

However, the validity of the sample results depend on the proper judgment of
the investigator in choosing the sample. Great precaution is needed in drawing
conclusions based on judgment samples to make inferences about a population.

Quota Sampling Quota Sampling is a form of proportionate stratified sampling in
which a predetermined proportion of elements are sampled from different groups
in the population, but on convenience basis. In other words, in quota sampling the
selection of respondents lies with the investigator, although in making such selection
he/she must ensure that each respondent satisfies certain criteria which is essential
for the study. For example, the investigator may choose to interview ten men and
ten women in such a way that two of them have annual income of more than two
lakh rupees five of them have annual income between one and two lakh rupees and
thirteen whose annual income is below one lakh rupees. Furthermore, some of
them should be between 25 and 35 years of age, others between 36 and 45 years
of age, and the balance over 45 years. This means that the investigator’s choice of
respondent is partly dictated by these ‘controls’.
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Quota sampling has been criticized because it does not satisfy the fundamental
requirement of a sample, that is, it should be random. Consequently, it is not
possible to achieve precision of results on any valid basis.

8.6.3 Choice of Sampling Methods
The choice of particular sampling method (procedure) must be decided according
to various factors such as: nature of study, size of the population, size of the
sample, availability of resources, degree of precision desired, etc. A choice plan is
shown in Fig. 8.3.

Judging the Reliability of a Sample The reliability of a sample can be determined in
the following ways to ensure dependable results:

(i) A number of samples may be taken from the same population and the
results of various samples compared. If there is not much variation in the
results of the different samples, it is a measure of its reliability.

(ii) Sub-sample may be taken from the main sample and studied. If the results
of the sub-samples are similar to those given by the main sample it gives a
measure of its reliability.

(iii) If some mathmatical properties are found in the distribution under study,
the sample result can be compared with expected values obtained on the

Figure 8.3
Guidelines to Choose Sample
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basis of mathmatical relationship and if the difference between them is not
significant, the sample has given dependable results.

In probability distributions where binomial, normal, Poisson or any other
theoretical probability distribution is applicable, sample results can be compared
with the expected values to get an idea about the reliability of the sample.

8.7 SAMPLING DISTRIBUTIONS

In Chapter 3 we have discussed several statistical methods to calculate parameters
such as the mean and standard deviation of the population of interest. These values
were used to describe the characteristics of the population. If a population is very
large and the description of its characteristics is not possible by the census method,
then to arrive at the statistical inference, samples of a given size are drawn repeatedly
from the population and a particular ‘statistic’ is computed for each sample. The
computed value of a particular statistic will differ from sample to sample. In other
words, if the same statistic is computed for each of the samples, the value is likely
to vary from sample to sample. Thus, theoretically it would be possible to construct
a frequency table showing the values assumed by the statistic and the frequency of
their occurrence. This distribution of values of a statistic is called a sampling distribution,
because the values are the outcome of a process of sampling. Since the values of
statistic are the result of several simple random samples, therefore these are random
variables.

Suppose all possible random samples of size n are drawn from a population of
size N, and the ‘mean’ values computed. This process will generate a set of NCn =
N!/n! (N – n)! sample means, which can be arranged in the form of a distribution.
This distribution would have its mean denoted by µ x  and standard deviation is
denoted by σ x  (also called standard error). We may follow this procedure to compute
any other statistic from all possible samples of given size drawn from a population.

The concept of sampling distribution can be related to the various probability
distributions. Probability distributions are the theoretical distributions of random
variables that are used to describe characteristics of populations or processes under
certain specified conditions. That is, probability distributions are helpful in determining
the probabilities of outcomes of random variables when populations or processes
that generate these outcomes satisfy certain conditions. For example, if a population
has a normal distribution, then the phenomenon that describes the normal probability
distribution provides a useful description of the distribution of population values.
Thus when mean values obtained from samples are distributed normally, it implies
that this distribution is useful for describing the characteristics (or properties) of
sampling distribution. Consequently, these properties, which are also the properties
of sampling distribution, help to frame rules for making statistical inferences about
a population on the basis of a single sample drawn from it, that is, without even
repeating the sampling process. The sampling distribution of a sample statistic also
helps in describing the extent of error associated with an estimate of the value of
population parameters.

8.7.1 Standard Error of Statistic
Since sampling distribution describes how values of a sample statistic, say mean, is
scattered around its own mean µ x , therefore its standard deviation xσ  is called the
standard error to distinguish it from the standard deviation σ of  a population. The
population standard deviation describes the variation among values of the members
of the population, whereas the standard deviation of sampling distribution measures
the variability among values of the sample statistic (such as mean values, proportion
values) due to sampling errors. Thus knowledge of sampling distribution of a
sample statistic enables us to determine the probability of sampling error of the
given magnitude. Consequently standard deviation of sampling distribution of a
sample statistic measures sampling error and is also known as standard error of
statistic.

Sampling distribution A
probability distribution
consisting of all possible
values of a sample statistic.
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The standard error of statistic measures not only the amount of chance error
in the sampling process but also the accuracy desired. One of the most common
inferential procedures is estimation (discussed in Chapter 9). In estimation, the
value of the statistic is used as an estimate of the value of the population parameter.

8.7.2 Distinction between Population, Sample Distributions, and Sampling Distributions

In the previous sections, we introduced sampling methods to drawn samples of the
same size repeatedly from a population, and compute for each sample the statistic
of interest. Hence from the distribution of population we can derive a sampling
distribution of statistic of interest. This distribution has its own mean and standard
deviation (also called standard error). Such distributions describe the relative frequency
of occurrence of values of a sample statistic and hence help to estimate universal
parameters.

Population distribution is the distribution of values of its elements members and has
mean denoted by µ, variance σ2 and standard deviation σ.

Sample distribution is the distribution of measured values of statistic in random
samples drawn from a given population. Each sample distribution is a discrete
distribution [as shown in Fig 8.4(b)] because the value of the sample mean would
vary from sample to sample. This variability serves as the basis for the random
sampling distribution. In Fig. 8.4(b) only five such samples are shown, however,
there could be several such cases. In such distributions the arithmetic mean represents
the average of all possible sample means or the ‘mean of means’ denoted by x ; the
standard deviation which measures the variability among all possible values of the
sample values, is considered as a good approximation of the population’s standard
deviations σ. To estimate σ of the population to greater accuracy the formula

s = 
Σ −

−

2( )
1

x x
n

 is used instead of s = 
Σ − 2( )x x

n

Figure 8.4
Random Sampling Distribution of
Sample Mean
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where n is the size of sample. The new value n – 1 in the denominator results into
higher value of s than the observed value s of the sample. Here n – 1 is also known
as degree of freedom. The number of degrees of freedom, df = n – 1 indicate the
number of values that are free to vary in a random sample.

Sampling distribution is the distribution of all possible values of a statistic from all
the distinct possible samples of equal size drawn from a population or a process
as shown in Fig. 8.4(c). The sampling distribution of the mean values has its own
arithmetic mean denoted by µ x  (mu sub x bar) or x  (mean of mean values) and
standard deviation xσ (sigma sub x bar) or s. The standard deviation of the sampling
distribution indicates how different samples would be distributed. The calculation
of these sampling distribution statistics is based on the following properties:

(i) The arithmetic mean µ x  of sampling distribution of mean values is equal
to the population mean µ regardless of the form of population distribution,
that is, µ x  = µ.

(ii) The sampling distribution has a standard deviation (also called standard error
or sampling error) equal to the population standard deviation divided by the
square root of the sample size, that is, σ x  = nσ .

Remember that a standard deviation is the spread of the values around the
average in a single sample, where as the standard error is the spread of the aver-
ages around the average of averages in a sampling distribution.

(iii) The sampling distribution of sample mean values from normally distributed
populations is the normal distribution for samples of all sizes.

Sampling error provides some idea of the precision of a statistical estimate. A
low sampling error means a relatively less variability or range in the sampling
distribution. Since we never actually see the sampling distribution, calculation of
sampling error is based on the caluculation of the standard deviation of the sample.
Thus greater the sample’s standard deviation, the greater the standard error (and
the sampling error). The standard error is also related to the sample size: greater
the sample size, smaller the standard error

A sample of size n ≥ 30 is generally considered to be a large sample for
statistical analysis whereas a sample of size n < 30 is considered to be a small
sample. It may be noted from the formula of σ x  that its value tends to be smaller
as the size of sample n increases and vice-versa.

When standard deviation σ of population is not known, the standard deviation
s of the sample, which closely approximates σ value, is used to compute standard
error, that is,  σ x  = s n .

C o n c e p t u a l  Q u e s t i o n s  8A

1. Briefly explain
(a) The fundamental reason for sampling
(b) Some of the reasons why a sample is chosen instead

of testing the entire population
2. What is the relationship between the population mean,

the mean of a sample, and the mean of the distribution
of the sample mean?

3. Is it possible to develop a sampling distribution for
other statistics besides sample mean? Explain.

4. How does the standard error of mean measure sampling
error? Is the amount of sampling error in the sample
mean affected by the amount of variability in the universe?
Explain.

5. If only one sample is selected in a sampling problem,

how is it possible to have an entire distribution of the
sample mean?

6. What is sampling? Explain the importance in solving
business problems. Critically examine the well-known
methods of probability sampling and non-probability
sampling. [Delhi Univ., MBA, 1998]

7. Point out the differences between a sample survey and
a census survey. Under what conditions are these
undertaken? Explain the law which forms the basis of
sampling. [Delhi Univ., MBA, 1999]

8. Explain with the help of an example, the concept of
sampling distribution of a sample statistic and point
out its role in managerial decision-making.

[Delhi Univ., MBA, 2000]
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9. Why does the sampling distribution of mean follow a
normal distribution for a large sample size even though
the population may not be normally distributed?

10. Explain the concept of standard error. Discuss the role
of standard error in large sample theory.

11. What do you mean by sampling distribution of a statistic
and its standard error? Give the expressions for the
standard error of the sample mean.

12. Bring out the importance of sampling distribution and
the concept of standard error in statistical application.

13. Explain the principles of ‘Inertia of Large Numbers’
and ‘Statistical Regularity’.

14. Enumerate the various methods of sampling and describe
two of them mentioning the situations where each one
is to be used.

15. Distinguish between sampling and non-sampling errors.

What are their sources? How can these errors be
controlled?

16. (a) What is the distinction between a sampling
distribution and a probability distribution?
(b) What is the distinction between a standard deviation
and a standard error?

17. Is the standard deviation of sampling distribution of
mean the same as the standard deviation of the
population? Explain.

18. Explain the terms ‘population’ and ‘sample’. Explain,
why is it sometimes necessary and often desirable to
collect information about the population by conducting
a sample survey instead of complete enumeration?

19. What are the main steps involved in a sample survey.
Discuss different sources of error in such surveys and
point out how these errors can be controlled.

8.8 SAMPLING DISTRIBUTION OF SAMPLE MEAN

In general, the sampling distribution of sample means depending on the distribution
of the population or process from which samples are drawn. If a population or
process is normally distributed, then sampling distribution of sample means is also
normally distributed regardless of the sample size. Even if the population or
process in not distributed normally, the sampling distribution of sample mean
tends to be distributed normally as the sample size is sufficiently large.

8.8.1 Sampling Distribution of Mean When Population has Non-Normal Distribution

If population is not normally distributed, then we make use of the central limit
theorem to describe the random nature of the sample mean for large samples
without knowledge of the population distribution. The Central Limit Theorem
states that

• When the random samples of observations are drawn from a non-normal
population with finite mean µ and standard deviation σ, and as the sample
size n is increased, the sampling distribution of sample mean x  is approximately
normally distributed, with mean and standard deviation as:

xµ = µ and xσ =
x

σ

Regardless of its shape, the sampling distribution of sample mean x  always has a mean
identical to the sampled population, i.e. xµ = µ and standard deviation xσ  = / xσ .
This implies that the spread of the distribution of sample means is considerably less than the spread
of the sampled population.

The central limit theorem is useful in statistical inference. When the sample
size is sufficiently large, estimations such as ‘average’ or ‘proportion’ that are used
to make inferences about population parameters are expected to have sampling
distribution that is approximately normal. The behaviour of these estimations can
be described in repeated sampling and are used to evaluate the probability of
observing certain sample results using the normal distribution as follows:

Standard normal random variable, z = 
Estimator – Mean

Standard deviation

As stated in the central limit theorem that the approximation to normal distribution
is valid as long as the sample size is sufficiently ‘large’ – but how large? There is
no clear understanding about the size of n. However, following guidelines are
helpful in deciding an appropriate value of n:

Central limit theorem A
result that enables the
use of normal probability
distribution to
approximate the sampling
distribution of x  and p .



C H A P T E R  8 SAMPLING AND SAMPLING DISTRIBUTIONS 289

(i) If the sampled population is normal, then the sampling distribution of
mean x  will also be normal, regardless of the size of sample.

(ii) If the sampled population is approximately symmetric, then the sampling
distribution of mean x  becomes approximately normal for relatively small
values of n.

  (iii) If the sampled population is skewed, the sample size n must be larger, with
at least 30 before the sampling distribution of mean x  becomes approximately
normal

Thus the standard normal variate, z = ( x  – µ)/(σ/ n ) approximate the standard
normal distribution, where µ and σ are the population mean and standard deviation,
respectively.

8.8.2 Sampling Distribution of Mean When Population has Normal Distribution

Population Standard Deviation σ is Known As mentioned earlier that no matter what
the population distribution is, for any given sample of size n taken from a population
with mean µ and standard deviation σ, the sampling distribution of a sample
statistic, such as mean and standard deviation are defined respectively by

• Mean of the distribution of sample means µ x  or E( x ) = µ
or expected value of the mean

• Standard deviation (or error) of the distribution of σ x =
n

σ

sample means or standard error of the mean

If all possible samples of size n are drawn with replacement from a population
having normal distribution with mean µ and standard deviation σ, then it can be
shown that the sampling distribution of mean x  and standard error σ x  will also
be normally distributed irrespective of the size of the sample. This result is true
because any linear combination of normal random variables is also a normal random
variable. In particular, if the sampling distribution of x  is normal, the standard
error of the mean σ x  can be used in conjunction with normal distribution to
determine the probabilities of various values of sample mean. For this purpose, the
value of sample mean x  is first converted into a value z on the standard normal
distribution to know how any single mean value deviates from the mean x  of
sample mean values, by using the formula

z = x

x

x − µ
σ

 = 
/

x
n

− µ
σ

since xσ  measures the dispersion (standard deviation) of values of sample means
in the sampling distribution of the means, it can be said that

• x ± xσ covers about the middle 68 per cent of the total possible sample
means

• x ± 1.96 xσ covers about the middle 95 per cent of the total possible sample
means

The procedure for making statistical inference using sampling distribution
about the population mean µ based on mean x  of sample means is summarized as
follows:

• If the population standard deviation σ value is known and either
(a) population distribution is normal, or
(b) population distribution is not normal, but the sample size n is large

(n ≥ 30), then the sampling distribution of mean xµ  = µ and standard
deviation xσ  = / nσ , is very close to the standard normal distribution
given by

z = x

x

x − µ
σ

 = 
/

x
n

− µ
σ
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• If the population is finite with N elements whose mean is µ and varience.
is σ2and the samples of fixed size n are drawn without replacement, then the
standard deviation (also called standard error) of sampling distribution of
mean x  can be modified to adjust the continued change in the size of the
population N due to the several draws of samples of size n as follows:

xσ =
N
N 1

n
n

−σ
−

The term (N )/(N 1)n− −  is called the finite population multiplier or finite correction
factor. In general, this factor has little effect on reducing the amount of sampling
error when the size of the sample is less than 5 per cent of the population size. But
if N is large relative to the sample size n, (N )/(N 1)n− −  is approximately equal
to 1.

Population Standard Deviation σ is Not Known While calculating standard error xσ of
normally distributed sampling distribution, so far we have assumed that the population
standard deviation σ is known. However, if σ is not known, the value of the normal
variate z cannot be calculated for a specific sample. In such a case, the standard
deviation of population σ must be estimated using the sample standard deviation
σ. Thus the standard error of the sampling distribution of mean x  becomes

xσ =
s
n

Since the value of σ x  varies according to each sample standard deviation,
therefore instead of using the conversion formula

z =
/

x
n

− µ
σ

we use following formula, called ‘Student’s t-distribution’

t =
/

x
s n

− µ

where s = Σ − −2( ) /( 1)x x n .

In contrast to the normal distribution with mean µ = 0
and standard deviation σ = 1, the t-distribution is a family of
symmetrical distributions centred around the mean µ = 0.
The shape of the distribution depends on two statistics: x  and
s. However, the value of s varies with sample size n. The higher
the sample size n, s will be a more accurate estimate of population
standard deviation σ and vice-versa. Figure 8.5. illustrates a
comparison of t-distribution with that of the standard normal
distribution

Degrees of Freedom The devisor (n–1) in the formula for the sample variance s2 is
called number of degress of freedom (df) associated with s2. The number of degrees
of freedom refers to the number of unrestricted chances for variation in the measurement
being made, i.e. number of independent squared deviations in s2 that are available
for estimating σ2. In other words, it refers to the number of values that are free
to vary in a random sample. The shape of t-distribution varies with degrees of
freedom. Obviously more is the sample size n, higher is the degrees of freedom.

Example 8.1: The mean length of life of a certain cutting tool is 41.5 hours with
a standard deviation of 2.5 hours. What is the probability that a simple random
sample of size 50 drawn from this population will have a mean between 40.5 hours
and 42 hours? [Delhi Univ., MBA, 2003]

Solution: We are given the following information
µ = 41.5 hours, σ = 2.5 hours, and n = 50

Figure 8.5
Comparison of t-Distributions with
Standard Normal Distribution

Degrees of
freedom The number of
unrestricted chances for
variation in the
measurement being made.

Finite population
correction factor  The
term (N )/(N 1)n− −  is
multiplied with for σ x  and
σ p  a finite population is
being sampled. In general,
ignore the finite population
correction factor whenever
n/N ≤ 0.05.
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It is required to find the probability that the mean length of life, x , of the cutting
tool lies between 40.5 hours and 42 hours, that is, P(40.5 ≤ x  ≤ 42).

Based upon the given information, the statistics of the
sampling distribution are computed as:

xµ  = µ = 41.5

and σ x  = 
n

σ
 = 

2.5
50

 = 2.5
7.0711

 = 0.3536

The population distribution is unknown, but sample
size n = 50 is large enough to apply the central limit theorem.
Hence, the normal distribution can be used to find the
required probability as shown by the shaded area in Fig. 8.6.

P(40.5 ≤ x  ≤ 42) = P 21

x x

xx
z

 − µ− µ ≤ ≤ σ σ 

= P
40.5 41.5 42 41.5

0.3536 0.3536
z

− − ≤ ≤  
= P[– 2.8281 ≤ z ≤ 1.4140]
= P[z ≥ – 2.8281] + P[z ≤ 1.4140]
= 0.4977 + 0.4207 = 0.9184

Thus 0.9184 is the probability of the tool of having a mean life between the
required hours.

Example 8.2: A continuous manufacturing process produces items whose weights
are normally distributed with a mean weight of 800 gms and a standard deviation
of 300 gms. A random sample of 16 items is to be drawn from the process.

(a) What is the probability that the arithmetic mean of the sample exceeds 900 gms?
Interpret the results.

(b) Find the values of the sample arithmetic mean within which the middle 95 per cent
of all sample means will fall.

Solution: (a) We are given the following information
            µ = 800 g, σ = 300 g, and n = 16
Since population is normally distributed, the distribution

of sample mean is normal with mean and standard deviation
equal to

xµ  = µ = 800

and xσ  = 
n

σ
 = 

300
16

 = 300
4

 = 75

The required probability, P( x > 900) is represented by
the shaded area in Fig. 8.7 of a normal curve. Hence

P( x > 900) =P
900 800

75x

x
z

 − µ −
> = σ 

= P[z > 1.33]
=0.5000 – 0.4082 = 0.0918

Hence, 9.18 per cent of all possible samples of size
n = 16 will have a sample mean value greater than 900 g.

(b) Since z = 1.96 for the middle 95 per cent area
under the normal curve as shown in Fig. 8.8, therefore
using the formula for z to solve for the values of x  in terms
of the known values are as follows:

x1 = xµ  – z xσ
= 800 – 1.96(75) = 653 g

and x2 = xµ  + z xσ
= 800 + 1.96(75) = 947 g

Figure 8.6
Normal curve

Figure 8.7
Normal curve

Figure 8.8
Normal curve
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Example 8.3: An oil refinary has backup monitors to keep track of the refinary flows
continuously and to prevent machine malfunctions from disrupting the process. One
particular monitor has an average life of 4300 haurs and a standard deviation of 730
haurs. In addition to the primary monitor, the refinary has set up two standby units,
which are duplicates of the primary one. In the case of malfunction of one of the monitors,
another will automatically take over in its place. The operating life of each monitor is
independent of the other.

(a) What is the probability that a given set of monitors will last at least 13,000 hours?
(b) At most 12,630 hours?

Solution: Given, µ = 4300 hours, σ = 730 hours, n = 3. Based upon the given information
the statistics of the sampling distribution are computed as:

Mean, xµ = µ = 4300

and Standard deviation, xσ =
x

σ
=

730
3

= 730
1.732

= 421.48

(a) For a set of monitors to last 13,000 hours, they must each last 13,000/3 = 4333.33
hours on average. The required probability is caluculated as follow:

P( x ≥ 4.333.33) = P
 − µ −≥ σ 

4333.33 4300
421.48x

x

= P [ z ≥ 0.08] = 0.5 – 0.0319 = 0.4681
(b) For the set to last at most 12,630 hours, the average life can not exceed 12,630/3

= 4210 hours. The required probability is calculated as follows:

P( x  ≤ 4210) = P
 − µ −

≤ σ 

4210 4300
421.48x

x

= P [ z ≤ – 0.213] = 0.5 – 0.0832 = 0.4168

Example 8.4: Big Bazar, a chain of 130 shoping malls has been bought out by another
larger nationwide supermarket chain. Before the deal is finalized, the larger chain wants
to have some assurance that Big Bazar will be a consistent money maker. The larger
chain has decided to look at the financial records of 25 of the Big Bazar outlets. Big
Bazar claims that each outlet’s profits have an apporximately normal distribution with
the same mean and a standard deviation of Rs 40 million. If the Big Bazar management
is correct, then what is the probability that the sample mean for 25 outlets will fall within
Rs 30 million of the actual mean?

Solution: Given N = 130, n = 25, σ = 40. Based upon the given information the statistics
of the sampling distribution are compated as:

xσ = N
N 1

n
n

σ −
−

 = 
−
−

40 130 25
130 125

= 
40 105
5 129

 = 8 × 0.902 = 13.72

The probability that the sample mean for 25 stores will fall within Rs 30 million is
given by

P(µ – 30 ≤ x  ≤ µ + 30) = P
 − µ≤ ≤ σ 

– 30 30
13.72 13.72x

x

= P (– 2.18 ≤ z ≤ 2.18)
= 0.4854 + 0.4854 = 0.9708
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Example 8.5: Chief Executive officer (CEO) of a life insurance company wants to
undertake a survey of the huge number of insurance policies that the company has
underwritten. The company makes a yearly profit on each policy that is distributed
with mean Rs 8000 and standard deviation Rs 300. It is desired that the survey
must be large enough to reduce the standard error to no more than 1.5 per cent
of the population mean. How large should sample be?

Solution: Given µ = Rs 8000, and σ = Rs 300. The aim is to find sample size n be
large enough so that

Standard error of estimate, xσ =
n

σ
≤ 1.5 per cent of Rs 8000

or
300

x
≤  0.015 × 8000 = 120

300 ≤ 120 n  or n  ≥ 25, or n ≥ 625
Thus, a sample size of at least 625 insurance policies is needed.

Example 8.6: Safal, a tea manufacturing company is interested in determining the
consumption rate of tea per household in Delhi. The management believes that yearly
consumption per household is normally distributed with an unknown mean µ and
standard deviation of 1.50 kg

(a) If a sample of 25 household is taken to record their consumption of tea for one
year, what is the probability that the sample mean is within 500 gms of the population
mean?

(b) How large a sample must be in order to be 98 per cent certain that the sample
mean is within 500 gms of the population mean?

Solution: Given µ = 500 gms, n = 25 and xσ  = σ/ n  = 1.5 / 25  = 0.25 kg.

(a) Probability that the sample mean is within 500 gms or 0.5 kg of the population
mean is calculated as follows:

P (µ – 0.5 ≤ x  ≤ µ +0.5) = P
 −

≤ ≤ σ σ 

0.5 0.5
/ /

z
n n

= P
− ≤ ≤  

0.5 0.5
0.25 0.25

z = P [– 2 ≤ z ≤ 2]

= 0.4772 + 0.4772 = 0.9544
(b) For 98 per cent confidence, the sample size is calculated as follows:

P (µ – 0.5 ≤ x  ≤ µ +0.5) = P
 −

≤ ≤ 
 

0.5 0.5
1.5/ 1.5/

z
n n

Since z = 2.33 for 98 per cent area under normal curve, therefore

2.33 = 0.5
1.5/ n

  or  2.33 = 0.33 n

n = (2.33/0.33)2 = 49.84
Hence, the management of the company should sample at least 50 households.

Example 8.7: A motorcycle manufacturing company claims that its particular brand
of motorcycle gave an average highway km per litre rating of 90. An independent
agency tested it to verify the claim. Under controlled conditions, the motorcycle
was driven for a distance of 100 km on each of 25 different occasions. The actual
kms per litre achieved during the trip were recorded on each occasion. Over the
25 trials, the average and standard deviation turned out to be 87 and 5 kms per
litre, respectively. It is believed that the distribution of the actual highway km per
litre for this motorcycle is close to a normal distribution.

If the rating of 90 km per litre of the agency is correct, find the probability
that the average kms per litre over a random sample of 25 trials would be 87 or
less.
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Solution: Since the population standard deviation σ is unknown, t-Student’s test
will be applicable to calculate the desired probability P( x ≤ 87) as follows:

P( x ≤ 87) =P
 − µ

≤ 
 /

x
t

s n
 = P

 −
≤ 

 

87 90
5/ 25

t

=P[t ≤ –3]
with degrees of freedom (n – 1) = (25 – 1) = 24.

The desired probability of t ≤ – 3.00 with df = 24 from t-distribution table is
0.0031. Hence, the probability that the average km per litre is less than or equal
to 87 is very small.

8.8.3 Sampling Distribution of Difference Between Two Sample Means

The concept of sampling distribution of sample mean introduced earlier in this
chapter can also be used to compare a population of size N1 having mean µ1 and
standard deviation σ1 with another similar type of population of size N2 having
mean µ2 and standard deviation σ2.

Let x1 and x2  be the mean of sampling distribution of mean of two populations,
respectively. Then the difference between their mean values µ1 and µ2 can be
estimated by generalizing the formula of standard normal variable as follows:

z = 1 2

1 2

1 2( ) ( )x x

x x

x x

−

− − µ − µ

σ
 = 

1 2

1 2 1 2( ) ( )

x x

x x

−

− − µ − µ
σ

where 
1 2x x−µ =

1 2x xµ − µ = µ1 – µ2 (mean of sampling distribution of difference of
 two means)

σ x x1 2− =
1 2

2 2
x xσ + σ  = 

22
21

1 2n n
σσ

+   (Standard error of sampling

                      distribution of two means)

n1, n2 = independent random samples drawn from first and second
population, respectively.

Since random samples are drawn independently from two populations with
replacement, therefore the sampling distribution of the difference of two means

1 2x x−  will be normal provided sample size is sufficiently large.
The standard error of sampling distributions of some other statistic is given

below:

Sampling Standard Remarks
Distribution Error and Mean

• For a large sample size n ≥ 30, the
sampling distribution of median
approaches normal distribution.
This result is true only if the
population is normal or approxi-
mately normal.

• For a large sample size n ≥ 100, the
sampling distribution is close to
normal distribution.

• If population is normaly distributed,
then σs is calculated using
(i), otherwise (ii).

• µ2 and µ4 are second and fourth
moments, where µ2 = σ2 and µ4
= 3σ4.

• Median

• Sample standard
deviation

σMed = 1.2533 
n

σ

µMed = µ

(i) σs = 
2n
σ

(ii) σs = 
2

4 2

24n
µ − µ

µ
(iii) µs = σ
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Example 8.8: Car stereos of manufacturer A have a mean lifetime of 1400 hours with a
standard deviation of 200 hours, while those of manufacturer B have a mean lifetime of
1200 hours with a standard deviation of 100 hours. If a random sample of 125 stereos of
each manufacturer are tested, what is the probability that manufacturer A’s stereos will
have a mean lifetime which is at least (a) 160 hours more than manufacturer B’s stereos
and (b) 250 hours more than the manufacturer B’s stereos? [Delhi Univ., MBA, 1999]
Solution: We are given the following information

Manufacturer A: µ1 = 1400 hours, σ1 = 200 hours, n1 = 125
Manufacturer B: µ2 = 1200 hours, σ2 = 100 hours, n2 = 125

Thus,
1 2x x−µ =

1 2x xµ − µ  = µ1 – µ2 = 1400 – 1200 = 200

1 2x x−σ =
22
21

1 2n n
σσ

+  = 
2 2(200) (100)

125 125
+ = 80 320+ = 400 = 20

(a) Let 1x – 2x  be the difference in mean lifetime of stereo
manufactured by the two manufacturers. Then we are required
to find the probability that this difference is more than or
equal to 160 hours, as shown in Fig. 8.9. That is,

P[( 1x – 2x ) ≥ 160] = P
1 2

1 2 1 2( ) ( )

x x

x x
z

−

 − − µ − µ
≥ 

σ  

= P
160 200

20
z

− ≥  
= P[z ≥ – 2]
= 0.5000 + 0.4772 = 0.9772 (Area under normal curve)

Hence, the probability is very high that the mean lifetime of the stereos of A is 160
hours more than that of B.

(b) Proceeding in the same manner as in part (a) as follows:

P[( 1x  – 2x ) ≥ 250] = P
1 2

1 2 1 2( ) ( )

x x

x x
z

−

 − − µ − µ
≥ 

σ  

= P
250 200

20
z

− ≥  
= P[z ≥ 2.5]

= 0.500 – 0.4938
= 0.0062

(Area under normal curve)
Hence, the probability is very less that the mean lifetime of

the stereos of A is 250 hours more than that of B as shown in
Fig. 8.10.

Example 8.9: The particular brand of ball bearings weighs 0.5 kg with a standard
deviation of 0.02 kg. What is the probability that two lots of 1000 ball bearings each will
differ in weight by more than 2 gms.
Solution: We are given the following information

Lot 1: 
1xµ = 1µ = 0.50kg; σ1 = 0.02 kg and n1 = 100

Lot 2: 
2xµ = 2µ = 0.50kg; σ2 = 0.02 kg and n1 = 100

Thus
1 2x x−µ =

1 2x xµ − µ = 1µ  – µ2 = 0

    
1 2x x−σ =

22
21

1 2n n
σσ

+ =
2 2(0.02) (0.02)

1000 1000
+ = 0.000895

Figure 8.9
Normal curve

Figure 8.10
Normal curve
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A difference of 2 gms in two lots is equivalent to a
difference of 2/100 = 0.002 kg in mean weights. It is possible
if 1 2x x− ≤ 0.002 or 1 2x x− ≥ – 0.002. Then the required
probability that each ball bearing will differ by more than
2 gms is calculated as follows and shown in Fig. 8.11

P − ≤ − ≤  1 20.002 0.002x x

= P
( ) ( ) ( ) ( )

− −

 − − µ − µ − − µ − µ
≤ ≤ 

σ σ  1 2 1 2

1 2 1 2 1 2 1 2

x x x x

x x x x
z

= P
− ≤ ≤  

0.002 0.002
0.000895 0.000895

z

= P [– 2.33 ≤ z ≤ 2.33]
= 2 [0.5000 – 0.4871] = 0.0258

Figure 8.11
Normal curve

S e l f-P r a c t i c e  P r o b l e m s  8A

8.1 A diameter of a component produced on a semi-
automatic machine is known to be distributed normally
with a mean of 10 mm and a standard deviation of
0.1 mm. If a random sample of size 5 is picked up,
what is the probability that the sample mean will be
between 9.95 mm and 10.05 mm?

[Delhi Univ., MBA, 1997]
8.2 The time between two arrivals at a queuing system

is normally distributed with a mean of 2 minutes
and standard deviation 0.25 minute. If a random
sample of 36 is drawn, what is the probability that
the sample mean will be greater than 2.1 minutes?

8.3 The strength of the wire produced by company A
has a mean of 4,500 kg and a standard deviation of
200 kg. Company B has a mean of 4,000 kg and a
standard deviation of 300 kg. If 50 wires of company
A and 100 wires of company B are selected at random
and tested for strength, what is the probability that
the sample mean strength of A will be atleast 600 kg
more than that of B? [Delhi Univ., MBA, 2000]

8.4 For a certain aptitude test, it is known from past
experience that the average score is 1000 and the
standard deviation is 125. If the test is administered
to 100 randomly selected individuals, what is the
probability that the value of the average score for
this sample will lie in the interval 970 and 1030?
Assume that the population distribution is normal.

8.5 A manufacturing process produces ball bearings with
mean 5 cm and standard deviation 0.005 cm. A random
sample of 9 bearings is selected to measure their
average diameter and find it to be 5.004 cm. What is
the probability that the average diameter of 9 randomly
selected bearings would be at least 5.004 cm?

8.6 A population of items has an unknown distribution
but a known mean and standard deviation of 50 and

100, respectively. Based upon a randomly drawn
sample of 81 items drawn from the population, what
is the probability that the sample arithmetic mean
does not exceed 40?

8.7 A marketing research team has determined the
standard error of sampling distribution of mean for
a proposed market research sample size of 100
consumers. However, this standard error is twice the
level that the management of the organization considers
acceptable. What can be done to achieve an acceptable
standard error for mean?

8.8 Assume that the height of 300 soldiers in an army
batallion are normally distributed with mean 68 inches
and standard deviation 3 inches. If 80 samples
consisting of 25 soldiers each are taken, what would
be the expected mean and standard deviation of the
resulting sampling distribution of means if the
sampling is done (a) with replacement and (b) without
replacement?

8.9 How well have equity mutual funds performed in
the past compared with BSE Stock Index? A random
sample of 36 funds averages a 16.9 per cent annual
investment return for 2001–2 with a standard
deviation of 3.6 per cent annual return. The BSE
Stock Index grew at an annual average rate of 16.3
per cent over the same period. Do these data show
that, on the average, the mutual funds out-performed
the BSE Stock Index during this period?

8.10 The average annual starting salary for an MBA is
Rs 3,42,000. Assume that for the population of MBA
(Marketing majors), the average annual starting salary
is µ = 3,40,000 and the standard deviation is σ =
20,000. What is the probability that a simple random
sample of MBA (Marketing majors) will have a sample
mean within ± Rs 2,500 of the population mean for
each sample sizes: 50,100 and 200? What is your
conclusion? [Delhi Univ., MBA, 2003]
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H i n t s  a n d  A n s w e r s

8.1 Given xµ = µ = 10, σ = 0.1 and n = 10. Thus

  σ x= / nσ = 0.1/ 5 = 0.047

 P[9.95 ≤ x  ≤ 10.05]

= P
 − µ− µ

≤ ≤ 
σ σ  1 2

21

x x

xx
z

= P
− − ≤ ≤  

9.95 10 10.05 10
0.047 0.047

z

= P[–1.12 ≤ z ≤ 1.12]
= P[z ≥ – 1.12] + P[z ≤ 1.12]
= 0.3686 + 0.3686 = 0.7372

8.2 Given xµ = µ = 2, σ = 0.25 and n = 36. Thus

σ x =
−σ 3,37,000 3,40,000

/
20,000 / 50

n = 0.25/ 36 = 0.042

P[ x ≥ 2.1] = P  − µ
≥ σ x

x
z = P

− ≥  
2.1 2
0.042

z

= P[z ≥ 2.38] = 0.5000 – 0.4913
= 0.0087

8.3 Given µ1 = 4500, σ1 = 200 and n1 = 50 ; µ2 = 4000, σ2
= 300 and n2 = 100. Then

−µ
1 2x x = µ1 – µ2 = 4500 – 4000 = 500

−σ
1 2x x = 

σσ
+

22
21

1 2n n
= +

40,000 90,000
50 100

= 41.23

P[( −1 2x x ) ≥ 600] = P
−

 − − µ − µ
≥ 

σ  1 2

1 2 1 2( ) ( )

x x

x x
z

= P
− ≥  

600 500
41.23

z

= P(z ≥ 2.43)
= 0.5000 – 0.4925 = 0.0075

8.4 Given µx  = µ = 1000, σ = 125 and n = 100. Thus σ x
= σ/ n  = 125/ 100  = 12.5

P(970 ≤ x  ≤ 1030)

= P  − µ− µ
≤ ≤ σ σ 

21

x x

xx
z

= P
− − ≤ ≤  

970 1000 1030 1000
12.5 12.5

z

= P(–2.4 ≤ z ≤ 2.4)
= P(z ≤ 2.4) + P(z ≥ – 2.4)
= 0.4918 + 0.4918 = 0.9836

8.5 Given µx = µ = 5, σ = 0.005 and n = 9. Thus

  σ x = σ/ n = 0.005/ 9 = 0.0017

P( x  ≥ 5.004) = P  − µ
≥ σ x

x
z

=
− ≥  

5.004 5.000
P

0.0017
z

= P(z ≥ 2.4) = 1 – P(z ≤ 2.4)
= 1 – 0.9918 = 0.0082

8.6 Given µx = µ = 50, σ = 100 and n = 81. Thus

       σ x = σ/ n = 100/ 81 = 11.1

P( x ≤ 40) = P  − µ
≥ σ x

x
z =

− ≤  
40 50

P
11.1

z

= P(z ≤ – 0.90) = 0.5000 – 0.3159 = 0.1841
8.7 Since standard error is inversely proportional to the

square root of the sample size, therefore to reduce the
standard error determined by the market research team,
the sample size should be increased to n = 400 (four
times of n = 100).

8.8 The number of possible samples of size 25 each from a
group of 3000 soldiers with and without replacement
are (3000)25 and 300C25, respectively. These numbers
are much larger than 80—actually drawn samples. Thus
we will get only an experimental sampling distribution
of means rather than true sampling distribution. Hence
mean and standard deviation would be close to those of
the theoretical distribution. That is:

(a) µx = µ = 68 and xσ = σ/ n = 3/ 25 = 0.60

(b) µx = µ = 68 and xσ = 
−σ
−

N
N 1

n
n

= 
−
−

3000 253
3000 125

 = 1.19

8.9 Given µx = µ = 16.9, σ = 3.6 and n = 36. Thus

xσ = σ/ n = 3. 6 / 36  = 0.60

P( x ≥ 16.3) = P
 − µ

≥ σ x

x
z = P

− ≥  
16.3 16.9

0.60
z

= P[z ≥ – 1] = 0.5000 + 0.1587 = 0.6587
8.10 Given µ = 3,40,000; σ = 20,000, n1 = 50, n2 = 100,

and n3 = 200
For n1 = 50:

z1 = − µ
σx

x =
−3,42,000 3,40,000

20,000 / 50
= 0.88

z2 =
−3,37,000 3,40,000

20,000 / 50
= – 0.88

P(– 0.88 ≤ z ≤ 0.88) = 0.3106 × 2 = 0.6212
Similar calculations for n2 = 100 and n2 = 200 give
P(–1.25 ≤ z ≤ 1.25) = 0.3944 × 2 = 0.7888
P(–1.76 ≤ z ≤ 1.76) = 0.4616 × 2 = 0.9282
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8.9 SAMPLING DISTRIBUTION OF SAMPLE PROPORTION

There  are many situations in which each element of the population can be classified into
two mutually exclusive categories such as success or failure, accept or reject, head or tail
of a coin, and so on. These and similar situations provide practical examples of binomial
experiments, if the sampling procedure has been conducted in an appropriate manner.
If a random sample of n elements is selected from the binomial population and x of these
possess the specified characteristic, then the sample proportion p  is the best statistic to
use for statistical inferences about the population proportion parameter p. The sample
proportion can be defined as:

p = 
Elements of sample having characteristic,

Sample size, 
x

n

With the same logic of sampling distribution of mean, the sampling distribution of
sample proportions with mean pµ  and standard deviation (also called standard error) pσ
is given by

µ p = p and pσ  = 
pq
n

 = 
(1 )p p

n
−

If the sample size n is large (n ≥ 30), the sampling distribution of p can be
approximated by a normal distribution. The approximation will be adequate if

np ≥ 5 and n(1 – p) ≥ 5
It may be noted that the sampling distribution of the proportion would actually follow
binomial distribution because population is binomially distributed.

The mean and standard deviation (error) of the sampling distribution of proportion
are valid for a finite population in which sampling is with replacement. However, for
finite population in which sampling is done without replacement, we have

µ p = p and pσ =
N
N 1

pq n
n

−
−

Under the same guidelines as mentioned in previous sections, for a large sample size
n (≥ 30), the sampling distribution of proportion is closely approximated by a normal
distribution with mean and standard deviation as stated above. Hence, to standardize
sample proportion p , the standard normal variable.

z =
p

p

p − µ

σ
=

(1 )/
p p

p p n
−
−

is approximately the standard normal distribution.

8.9.1 Sampling Distribution of the Difference of Two Proportions

Suppose two populations of size N1 and N2 are given. For each sample of size n1 from
first population, compute sample proportion 1p  and standard deviation 

1p
σ . Similarly,

for each sample of size n2 from second population, compute sample proportion 2p  and
standard deviation 

2pσ .

For all combinations of these samples from these populations, we can obtain a sampling
distribution of the difference 1p – 2p  of samples proportions. Such a distribution is
called sampling distribution of difference of two proportions. The mean and standard deviation
of this distribution are given by

1 2p p−µ =
1 2p pµ − µ  = p1 – p2

and
1 2p p−σ =

1 2
2 2
p pσ + σ = 2 21 1

1 2

(1 )(1 ) p pp p
n n

−− +
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If sample size n1 and n2 are large, that is, n1 ≥ 30 and n2 ≥ 30, then the sampling
distribution of difference of proportions is closely approximated by a normal distribution.

Example 8.10: A manufacturer of watches has determined from experience that 3
per cent of the watches he produces are defective. If a random sample of 300 watches
is examined, what is the probability that the proportion defective is between 0.02 and
0.035? [Delhi Univ., MBA, 1990]

Solution: We are given the following information

pµ = p=0.03, 1p =0.02, 2p = 0.035 and n = 300

Thus standard error of proportion is given by

pσ = 
(1 )p p

n
−

 = 
0.03 0.97

300
×

= 0.000097  = 0.0098

For calculating the desired probability, we apply the
following formula

P[0.02 ≤ p  ≤ 0.035] =P
 −− ≤ ≤

σ σ  

21

p p

p pp p
z

=P
− − ≤ ≤  

0.02 0.03 0.035 0.03
0.0098 0.0098

z

= P[–1.02 ≤ z ≤ 0.51]
=P(z ≥ – 1.02) + P(z ≤ 0.51) = 0.3461 + 0.1950 = 0.5411

Hence the probability that the proportion of defectives will lie between 0.02
and 0.035 is 0.5411.

Example 8.11: Few years back, a policy was introduced to give loan to unemployed
engineers to start their own business. Out of 1,00,000 unemployed engineers, 60,000
accept the policy and got the loan. A sample of 100 unemployed engineers is taken at the
time of allotment of loan. What is the probability that sample proportion would have
exceeded 50 per cent acceptance?

Solution: We are given the following information

pµ  = p = 0.60, N = 1,00,000 and n = 100

Thus the standard error of proportion in a finite population of size 1,00,000 is given by

pσ =
( )1 N

N 1
p p n

n
− −

−
 = 

× −
−

0.60 0.40 1,00,000 100
100 1,00,000 1

= 0.0024 0.9990  = 0.0489 × 0.9995 = 0.0488

The probability that sample proportion would have exceeded 50 per cent acceptance
is given by

P(x ≥ 0.50) = P
 − ≥

σ  p

p p
z = P

− ≥  
0.50 0.60

0.0489
z

= P[z ≥ – 2.04] = 0.5000 + 0.4793 = 0.9793

Example 8.12: Ten per cent of machines produced by company A are defective and five
per cent of those produced by company B are defective. A random sample of 250 machines
is taken from company A and a random sample of 300 machines from company B. What
is the probability that the difference in sample proportion is less than or equal to 0.02?

[South Gujrat Univ, MBA; Delhi Univ., MBA, 1999]

Figure 8.12
Normal curve
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Solution: We are given the following information

1 2p p−µ = 
1 2p pµ − µ  = p1 – p2 = 0.10 – 0.05 = 0.05; n1 = 250 and n2 = 300

Thus standard error of the difference in a simple proportions is given by

1 2p p−µ = 2 21 1

1 2

(1 )(1 ) p pp p
n n

−− + = 
0.10 0.90 0.05 0.95

250 300
× ×+

=
0.90 0.0475
250 300

+  = 0.00052 = 0.0228

The desired probability of difference in sample proportions is
given by

P[( 1p – 2p ) ≤ 0.02] = P
1 2

1 2 1 2( ) ( )

p p

p p p p
z

−

 − − − ≤
σ  

= P
0.02 0.05

0.0228
z

− ≤  
= P[z ≤ – 1.32]

=  0.5000 – 0.4066 = 0.0934
Hence the desired probability for the difference in sample
proportions is 0.0934.

Figure 8.13
Normal curve

Self Practice Problems 8B

8.11 Assume that 2 per cent of the items produced in an
assembly line operation are defective, but that the
firm’s production manager is not aware of this
situation. What is the probability that in a lot of 400
such items, 3 per cent or more will be defective?

8.12 If a coin is tossed 20 times and the coin falls on head
after any toss, it is a success. Suppose the probability
of success is 0.5. What is the probability that the
number of successes is less than or equal to 12?

8.13 The quality control department of a paints
manufacturing company, at the time of despatch of
decorative paints, discovered that 30 per cent of the
containers are defective. If a random sample of 500
containers is drawn with replacement from the
population, what is the probability that the sample

proportion will be less than or equal to 25 per cent
defective?

8.14 A manufacturer of screws has found that on an
average 0.04 of the screws produced are defective.
A random sample of 400 screws is examined for the
proportion of defective screws. Find the probability
that the proportion of defective screws in the sample
is between 0.02 and 0.05.

8.15 A manager in the billing section of a mobile phone
company checks on the proportion of customers
who are paying their bills late. Company policy dictates
that this proportion should not exceed 20 per cent.
Suppose that the proportion of all invoices that were
paid late is 20 per cent. In a random sample of 140
invoices, determine the probability that more than
28 per cent invoices were paid late.

H i n t s  a n d  A n s w e r s

8.11 µ p  = np = 400 × 0.02 = 8;

  σp = npq  = × ×400 0.02 0.98  = 2.8

and 3% of 400 = 12 defective items. Thus

P( p  ≥ 12) = P
 −

≥ 
σ  p

p np
z  = P

− ≥  
12 8

2.8
z

= P(z ≥ 1.42) = 0.5000 – 0.4222
= 0.0778

8.12 Given µ p  = np = 20 × 0.50 = 10 ;

           pσ  = npq  = × ×20 0.50 0.50  = 2.24

P( p  ≤ 12) = P
 −
 ≤

σ  p

p np
z  = P

− ≤  
12 10

2.24
z

= P(z ≤ 0.89) = 0.8133
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8.13 Given µ p  = p = 0.30, n = 500;

                       pσ  = 
−(1 )p p

n
 = 

×0.30 0.70
500

 = 0.0205.

P( p  ≤ 0.25) = P
 −
 ≤

σ  p

p p
z  = 

− ≤  
0.25 0.30

0.0205
z

= P[z ≤ – 2.43] = 0.5000 – 0.4927
= 0.0083

8.14 Given µ p  = p = 0.04, n = 400;

                       pσ  = 
−(1 )p p

n
 = 

×0.04 0.96
400

 = 0.009

P [0.02 ≤ p  ≤ 0.05] = P
 −−
 ≤ ≤

σ σ  

21

p p

p pp p
z

= P
− − ≤ ≤  

0.02 0.04 0.05 0.04
0.009 0.009

z

= P[– 2.22 ≤ z ≤ 2.22]
= P[z ≥ – 2.22] + P[z ≤ 2.22]
= 0.4861 + 0.4861 = 0.9722

8.15 Given µ p  = p = 0.20, n = 140;

           pσ  = 
−(1 )p p

n
 = 

×0.20 0.80
140

 = 0.033

P[ p  ≥ 0.28] = P
 −
 ≥

σ  p

p p
z

= P
− ≥  

0.28 0.20
0.033

z  = P[z ≥ 2.42]

= 0.5000 – 0.4918 = 0.0082

F o r m u l a e  U s e d

1. Standard deviation (or standard error) of sampling

distribution of mean, x

• Infinite Population: xσ =
n

σ

• Finite Population: xσ =
N
N 1

n
n

−σ
−

where n < 0.5N ; n, N = size of sample and  population,
respectively.

2. Estimate of xσ  when population standard deviation is
not known

• Infinite Population: xs =
s
n

• Finite Population: xσ =
N
N 1

ns
n

−
−

3. Standard deviation of sampling distribution of sample
means

1 2x x−σ = 1 2 1 2
22
21

1 2

( ) ( )x x

n n

− − µ − µ
σσ +

4. Standard deviation (or standard error) of sampling
distribution of proportion

• Infinite Population: pσ =
(1 )p p

n
−

; q = 1 – p

• Finite Population: pσ =
(1 )p p

n
−

 
N
N 1

n−
−

5. Standard deviation of sampling distribution of sample
proportions

1 2p p−σ = 1 2 1 2

2 21 1

1 2

( ) ( )p p p p
p qp q

n n

− − −

+
;

q1 = 1 – p1; q2 = 1 – p2

C h a p t e r  C o n c e p t s  Q u i z

True or False
1. The sampling distribution provides the basis for statistical regardless of the population distribution. (T/F)

5. A sample size of n ≥ 30 is considered large enough to
apply the central limit theorem. (T/F)

6. Standard error of the mean is the standard deviation of
the sampling distribution of the mean. (T/F)

7. The finite correction factor may be omitted of n < 0.5 N.
(T/F)

8. The principles of the ‘inertia of large number’ and

inference when sample results are analysed. (T/F)
2. The sampling distribution of mean is the probability

density function that describes the distribution of the
possible values of a sample mean. (T/F)

3. The expected value (mean) is equal to the population
mean from which the sample is chosen. (T/F)

4. As the sample size is increased, the sampling distribution
of the mean approaches the normal distribution
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‘statistical regularity’ govern random sampling. (T/F)
9. Every member of the population is tested in a sample

survey. (T/F)
10. Simple random sampling is non-probability sampling

method. (T/F)
11. Expected value (mean) of samples drawn randomly from

a population are always same. (T/F)
12. The standard error becomes stable with an increase in

sample size. (T/F)
13. The principle of ‘inertia of large number’ is a corollary

of the principle of ‘statistical regularity’. (T/F)
14. Cluster sampling is a non-random sampling method.

(T/F)
15. Quota sampling method is used when the population is

widely scattered. (T/F)

Multiple Choice
16. Which of the following is the principle on which theory

of sampling is based?
(a) Statistical regularity (b) Inertia of large numbers
(c) Both (a) and (b) (d) None of the above

17. Which of the following is the non-random method of
selecting samples from a population?
(a) Multistage sampling
(b) Cluster sampling
(c) Quota sampling (d) All of the above

18. The sampling distribution of proportion is approximated
by a normal distribution when
(a) np ≥ 5 (b) pq ≥ 5
(c) both (a) and (b) (d) none of the above

19. The finite correction factor is applied when the sampling
proportion is
(a) greater then 0.05 (b) greater than 0.50
(c) less than 0.50 (d) none of these

20. The sampling distribution of mean is normal provided
(a) population distribution is normal
(b) population distribution is not normal but the sample

size is large (n ≥ 30)
(c) population distribution is approximately the normal

distribution with mean µ and standard deviation
σ/ n

(d) all of the above
21. To reduce the standard error of proportion by 50%,

the sample size in increased by a factor of
(a) 2 (b) 4
(c) 8 (d) none of the above

22. The precision of proportion as an estimator of population
proportion is worse when it is
(a) 0.25 (b) 0.50
(c) 0.75 (d) none of the above

23. The central limit theorem assures that the sampling
distribution of the mean
(a) is always normal
(b) is always normal for large sample sizes
(c) approches normal distribution as sample size

increases
(d) none of the above

24. For a normally distributed population, the sampling
distribution of the mean
(a) is also normally distributed
(b) has a mean equal to the population mean
(c) both (a) and (b)
(d) none of the above

25. A significant difference between the statistic and
parametric value implies that

(a) statistic values used to approximate parameter
(b) sample statistic is representative of the population
(c) the difference is real
(d) none of the above

26. If the population is finite, then standard error of mean
is given by

(a)
σ
n

(b)
σ
n

nN
N

−
− 1

(c)
σ
n n

N
N

−
−
1

(d) σ
n

n1−
N

27. For a sampling distribution of mean the middle 95 per
cent observations under the curve are covered in the
range
(a) x  ± 1.64σ x (b) x  ± 1.96σ x
(c) x  ± 2.34σ x (d) none of the above

28. For a sampling distribution of proportion, the most
probable limits for p are
(a) p  ± 3σ p (b) p ± 3σp

(c) x  ± 3σ x (d) none of the above
29. If the population proportion is 0.5 and standard error

of sample proportion is 0.01, then the required sample
size is
(a) 250 (b) 2500
(c) 3000 (d) 3500

30. The sampling distribution is approximately the t-
distribution with degrees of freedom
(a) n (b) n – 1
(c) n – 2 (d) 2n – 1

31. The application of Centeral Limit Theorem ensures
that the sampling distribution of the mean
(a) is normal
(b) is normal for large sample size
(c) approximate normal as sample size increases
(d) all of these

32. Use of Central Limit Theorem relates to
(a) the shape of the sampling distribution
(b) the sample statistics to estimate population

parameters
(c) large sample size more than 30 observations
(d) all of these

33. There is no need to use finite population multiplier
when
(a) p ≥ 0.05 (b) pq ≤ 0.05
(c) p + q = 1 (d) none of these

34. Sampling distribution of mean and standard deviation
is very close to the standard normal distribution, provided
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(a) population distribution is normal
(b) population distribution is not normal but sample

size is large
(c) both (a) and (b)
(d) either (a) or (b)

35. Which of the following is the probability method of
selecting samples from a population?
(a) Quota sampling (b) Purposive sampling
(c) Judgment sampling (d) none of these

Concepts Quiz Answers

1. T 2. T 3. T 4. T 5. F 6. T 7. T 8. T 9. F
10. F 11. F 12. F 13. T 14. F 15. F 16. (c) 17. (c) 18. (c)
19. (d) 20. (d) 21. (b) 22. (b) 23. (c) 24. (c) 25. (c) 26. (b) 27. (b)
28. (a) 29. (b) 30. (b) 31. (c) 32. (b) 33. (d) 34. (d) 35. (a)

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s

8.16 An auditor takes a random sample of size n = 36
from a population of 1000 accounts receivable. The
mean value of the accounts receivable for the
population is Rs 260 with the population standard
deviation Rs 45. What is the probability that the
sample mean will be less than Rs 250?

8.17 A marketing research analyst selects a random sample
of 100 customers out of the 400 who purchased a
particular item from central store. The 100 customers
spent an average of Rs 250 with a standard deviation
of Rs 70. For a middle 95 per cent customers, determine
the mean purchase amount for all 400 customers.

8.18 In a particular coal mine, 5000 employees on an average
are of 58 years of age with a standard deviation of 8
years. If a random sample of 50 employees is taken,
what is the probability that the sample will have an
average age of less than 60 years?

8.19 A simple random sample of 50 ball bearings taken
from a large number being manufactured has a mean
weight of 1.5 kg per bearing with a standard deviation
of 0.1 kg.
(a) Estimate the value of the standard error of the mean
(b) If the sample  of 50 ball bearings is taken from

a particular production run that includes just 150
bearings as the total population, then estimate
the standard error of the mean and compare it
with the result of part (a).

8.20 A population proportion is 0.40. A simple random
sample of size 200 will be taken and the sample
proportion will be used to estimate the population
proportion, what is the probability that the sample
proportion will be within ±0.03 of the population
proportion?

8.21 A sales manager of a firm believes that 30 per cent
of the firm’s orders come from first time customers.
A simple random sample of 100 orders will be used
to estimate the proportion of first-time customers.
Assume that the sales manager is correct and
proportion is 0.30.
(a) Justify sampling distribution of proportion for

this case
(b) What is probability that the sample proportion

will be between 0.20 and 0.40?
8.22 The diameter of a steel pipe manufactured at a large

factory is expected to be approximately normally
distributed with a mean of 1.30 inches and a standard
deviation of 0.04 inch.
(a) If a random sample of 16 pipes is selected, then

what is the probability that randomly selected
pipe will have a diameter between 1.28 and 1.30
inches?

(b) Between what two values will 60 per cent of the
pipes fall in terms of the diameter?

H i n t s  a n d  A n s w e r s

8.16 Given µx = µ = 260; n = 36;

σx = σ/ n = 45/ 36  = 7.5

P [ x  ≤ 250] = P
 − µ

≤ σ x

x
z  = P

− ≤  
250 260

7.5
z

= P[z ≤ –1.33]
= 0.5000 – 0.4082 = 0.0918

8.17 Given s = 70, n = 100, x = 250, z = 1.96 at 95%
confidence. Thus

xs = 
N
N 1

ns
n

−
−

 = 
400 10070

400 1100
−

−
= 7(0.867) = 11.33

x  ± z xs = 250 ± 1.96(11.33)
= Rs 227.80 to Rs 272.20
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8.18 Given n = 50, N = 5000, µ = 58, and σ = 8

σx =
σ − −

=
− −

N 8 5000 50
N 1 5000 150

n
n

= 1.131 × 0.995 = 1.125

P( x  ≤ 60) = P
 − µ − ≤ = ≤   σ   

58 60
P

1.125x

x
z z

= P[z ≤ – 1.77]
= 0.5000 – 0.4616 = 0.0384

8.19 Given xµ = µ = 1.5, n = 50, N = 150 and s = 0.1.

(a) xs = /s n  = 0.1/ 50  = 0.014 kg

(b) xs =
N
N 1

ns
n

−
−

 = 0.014
150 50
150 1

−
−

 = 0.011 kg.

It is less than the value in part (a) due to finite
correction factor.

8.20 Given pµ  = p  = 0.40, n = 200

pσ = 
(1 )p p

n
−

 = 
0.40 0.60

200
×

 = 0.0346

P (– 0.03 ≤ p  ≤ 0.03) = 2P
p

p p
z

 − ≤
σ  

= 2P
0.03

0.0346
z ≤  

= 2P(z ≤ 0.87)
= 2 × 0.3078 = 0.6156

8.21 Given p = 0.30, n = 100. Thus

                   pσ  = 
(1 )p p

n
−

 = 
0.30 0.70

100
×

 = 0.0458

(a) Since both np = 100 (0.30) = 30 and nq = n(1 – p) =
100 (0.70) = 70 are greater than 5, the normal
distribution is appropriate to use

(b) P(0.20 ≤ p  ≤ 0.40)

= P
0.20 0.30 0.40 0.30

0.0458 0.0458
z

− − ≤ ≤  
= P[–2.18 ≤ z ≤ 2.18]
= 2P(z ≤ 2.18) = 2 × 0.4854 = 0.9708

8.22 Given xµ  = µ = 1.30, σ = 0.04 and n = 16,

                 xσ  = / nσ  = 0.04/ 16  = 0.01

(a) P(1.28 ≤ x  ≤ 1.30) = P 21

x x

xx
z

 − µ− µ
≤ ≤ σ σ 

= P
1.28 1.30 1.30 1.30

0.01 0.01
z

− − ≤ ≤  
= P[2 ≤ z ≤ 0] = 0.5000 – 0.4772
= 0.0228

(b) x  ± z xσ = 1.30 ± 0.84 (0.01) = 1.30 ± 0.0084
= 1.2916 to 1.3084
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Estimation and Confidence Intervals

Lest men suspect your tale
untrue, keep probability in
view.

—John Gay
When in doubt use a bigger
hammer.

—Thomas L. Martin Jr.

After studying this chapter, you should be able to
understand the concept of a confidence interval.
compute the margin of error associated with a sample mean and a proportion.
compute and interpret confidence interval estimates to know the precision of the
estimate of a population mean and proportion.
identify factors that affect the precision of confidence intervals.
determine the sample sizes for different levels of precision.

9.1 INTRODUCTION

In Chapter 8, we have learnt how to use a sample data to draw statistical inference about
the unknown value of a population or process parameter of interest. On many occasions
we do not have enough information to calculate an exact value of a population parameter
(such as µ, σ, and p) and therefore make the best estimate of this value from the corre-
sponding sample statistic (such as x , s, and p ). The need to use the sample statistic to
draw conclusions about the population characteristic is one of the fundamental applica-
tions of statistical inference in business and economics. A few applications are given
below:

• A production manager needs to determine the proportion of items being
manufactured that do not match with quality standards.

• A telephone service company may be interested to know the average length of a
long distance telephone call and its standard deviation.

• A company needs to understand consumer awareness of its product.
• Any service centre needs to determine the average amount of time a customer

spends in queue.
In all such cases, a decision-maker needs to examine the following two concepts that are
useful for drawing statistical inference about an unknown value of population or process
parameters based upon random samples:

(i) Estimation—a sample statistic to estimate most likely value of its population
parameter

305

Estimation The method to
estimate the value of a
population parameter from
the value of the
corresponding sample
statistic.

L E A R N I N G  O B J E C T I V E S
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(ii) Hypothesis testing—a claim or belief about an unknown parameter value
In this chapter we shall discuss methods to estimate unknown value of a population

parameter and then to determine the range of values (confidence interval) likely to contain
the parameter value. There are two types of estimates for the value of population parameter:

(i) Point estimate It is the value of sample statictic that is used to estimate most likely
value of the unknown population parameter

(ii) Confidence interval estimate It is the range of values that is likely to have population
parameter value with a specified level of confidence

For estimating a parameter value, it is important to know, (i) a point estimate, (ii) the
amount of possible error in the point estimate, that is, an interval likely to contain the
parameter value, and (iii) the statement or degree of confidence that the interval contains
the parameter value. The knowledge of such information is called confidence interval or
interval estimation.

The use of confidence interval and test of hypothesis to draw inference about

population parameters µ ,σ and p with the help of sample statistics x , s and p  respectively
is illustrated in Fig 9.1

9.2 POINT ESTIMATION

A sample statistic (such as x , s, or p ) that is calculated using sample data to estimate
most likely value of the corresponding unknown population parameter (such as µ, σ or
p) is termed as point estimator, and the numerical value of the estimator is termed as point
estimate. For example, if we calculate that 10 per cent of the items in a random sample
taken from a day’s production are defective, then the result ‘10 per cent’ is a point
estimate of the percentage of items in the whole lot that are defective. Thus, until the
next sample of items is not drawn and examined, we may proceed on manufacturing
with the assumption that any day’s production contains 10 per cent defective items.

9.2.1 Properties of a Point Estimator

For a statistical point estimate, the sampling distribution of the estimator provides
information about the best estimator. Before any statistical inference is drawn, it is essential
to resolve following two important issues:

(i) Selection of an appropriate statistic to serve as the best estimator of a population
parameter.

(ii) The nature of the sampling distribution of this selected statistic. Since the sample
statistic value varies from sample to sample, the accuracy of a given estimator
also varies from sample to sample. This means that there is no certainty of the
accuracy achieved for the sample one happens to draw. Although in practice

Figure 9.1
Process to Draw Inference about
Population Parameters

Point estimate The value
of sample statistic that
estimate population
parameter.
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only one sample is selected at any given time, we should judge the accuracy of an
estimator based on its average value over all possible samples of equal size. Hence,
we prefer to choose the estimator whose ‘average accuracy’ is close to the value of
population parameter being estimated. The criteria for selecting an estimator
are:
• Unbiasedness
• Consistency
• Efficiency

As different sample statistics can be used as point estimators of different population
parameters, the following general notations will be used in this section:

θ =population parameter (such as µ, σ, p) of interest being estimated

θ =sample statistic (such as x , s, p ) or point estimator of θ
Here, θ (theta) is the Greek letter and θ  is read as ‘theta hat’.

Unbiasedness The value of a statistic measured from a given sample is likely to be above
or below the actual value of population parameter of interest due to sampling error.
Thus it is desirable that the mean of the sampling distribution of sample means taken
from a population is equal to the population mean. If it is true, then the sample statistic
is said to be an unbiased estimator of the population parameter. Hence, the sample statistic
θ  is said to be an unbiased estimator of the population parameter, provided E( θ ) = θ where
E( θ ) = expected value or mean of the sample statistic θ .

In a sampling distribution of sample mean and
sample proportion, we have E( x ) = µ and E( p ) = p
respectively, therefore both x  and p  are unbiased
estimators of the corresponding population parameters
µ and p. In Chapter 8, we used n – 1 rather than n in the
denominator, regardless of the sample size, to calculate
the sample variance s2. This was done to make the sample
variance an unbiased estimator of the population variance
σ2, that is E(s2) = σ2. However, sample standard deviation
s is not an unbiased estimator of σ. But this bias reduces
as sample size increases.

If E( θ ) ≠ θ for the sampling distribution of θ , then θ  is said
to be a biased estimator. Figure 9.2 illustrates this point by showing
sampling distributions of two possible sample statistics, 1θ  and 2θ ,
for estimating a population parameter θ. Even if both 1θ  and 2θ
have the same standard error, the statistic 1θ  yields an estimate

closer to the parameter θ than 2θ , because the parameter θ is

located at the mean of the sampling distribution, where E( 1θ ) = θ.
The distance between the estimate and true value of parameter is
called the error of estimation. The amount of the bias is shown in
Fig. 9.2.

For any point estimator with a normal distribution, it has been proved that
approximately 95 per cent of all point estimates will lie within 2(or more-exactly 1.96)
standard deviations of the mean of that distribution. This implies that for the unbiased
estimators, the difference between the point estimator and the true value of the parameter
will be less than 1.96 standard deviations (or standard error). This quantity is called the
margin of error and which provides a uppor bound for the error of estimation as shown
in Fig. 9.3. In other words,

Margin of error =1.96 × Standard error (SE) of estimator = 1.96 
n

σ

If σ is unknown and sample size n ≥ 30, or large, the sample standard deviation s can be
used to approximate σ.

Figure 9.2
Sampling Distributions for Biased
and Unbiased Estimators

Margin of error The value
added or subtracted from a
point estimate in order to
develop an interval estimate
of a population parameter.

Figure 9.3
Sampling Distribution of an
Unbiased Estimator
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Consistency A point estimator is said to be consistent if its value θ  tends to become
closer to the population parameter θ as the sample size increases. For example, the
standard error of sampling distribution of the mean, xσ  = / nσ , tends to become
smaller as sample size n increases. Thus the sample mean x  is a consistent estimator of
the population mean µ.

Similarly, the sample proportion p  is a consistent estimator of the population
proportion p because pσ  = / nσ .

Efficiency For the same population, out of two unbiased point estimators, the desirable
characteristic of an unbiased estimator is that the spread (as measured by the variance) of
the sumpling distribution should be as small as possible) Such unbiased estimator is said
to be efficient because an individual estimate will fall close to the true value of population
parameter with high probability. It is because of this reason that there is less variation in
the sampling distribution of the statistic. For example, for a simple random sample of
size n, if 1θ  and 2θ  are two unbiased point estimators of the population parameter θ,
then relative efficiency of 2θ  to 1θ  is given by

Relative efficiency = 1

2

( )
( )

σ θ
σ θ

Figure 9.4 shows the sampling distributions of two unbiased
estimators 1θ  and 2θ  which are being considered for estimation
of the population parameter θ. Since standard deviation (or error)
of statistic 2θ  is less than that of 1θ , therefore value of 2θ  is more
likely to provide an estimate that tend to lie closer to the true value
of the parameter θ for a given sample. The statistic 1θ  tends to
produce a larger estimation error both above and below the
parameter θ. Thus, the estimates obtained from statistic 2θ  are
more consistently close to θ than those of 1θ .

9.2.2 Drawback of Point Estimates
The draw back of a point estimate is that no information is available regarding its reliability,
i.e. how close it is to its true population parameter. In fact, the probability that a single
sample statistic actually equals the population parameter is extremely small. For this
reason, point estimates are rarely used alone to estimate population parameters. It is
better to offer a range of values within which the population parameters are expected to
fall so that reliability (probability) of the estimate can be measured. This is the purpose of
interval estimation

9.3 CONFIDENCE INTERVAL ESTIMATION

As pointed out earlier, in most of the cases, a point estimate does not provide information
about ‘how close is the estimate’ to the population parameter unless accompanied by a
statement of possible sampling error involved based on the sampling distribution of the
statistic. It is therefore important to know the precision of an estimate before depending
on it to make a decision. Thus, decision-makers prefer to use an interval estimate (i.e. the
range of values defined around a sample statistic) that is likely to contain the population
parameter value. An interval estimation is a rule for calculating two numerical values,
say a and b that create an interval that contains the population parameter of interest.
This interval is therefore commonly referred to as a confidence coefficient and denoted by
(1 – α). However, it is also important to state ‘how confident’ one should be that the
interval estimate contains the parameter value. Hence an interval estimate of a population
parameter is a confidence interval with a statement of confidence that the interval contains
the parameter value. In other words, a confidence interval estimation is an interval of
values computed from sample data that is likely to contain the true population parameter
value.

Figure 9.4
Sampling Distributions of Two
Unbiased Statistics of Population
Parameter

Interval estimate The
interval calculated from a
sample expected to include
the corresponding
population parameter.
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The confidence interval estimate of a population parameter is obtained by applying
the formula:

Point estimate ± Margin of error
where Margin of error = zc × Standard error of a particular statistic

zc = critical value of standard normal variable that represents
confidence level (probability of being correct) such as 0.90,
0.95, and so on.

9.4 INTERVAL ESTIMATION OF POPULATION MEAN (s KNOWN)

Suppose the population mean µ is unknown and the true population standard deviation
σ is known. Then for a large sample size n(≥ 30), the sample mean x  is the best point
estimator for the population mean µ. Since sampling distribution is approximately normal,
it can be used to compute confidence interval of population mean µ as follows:

x  ± zα/2 xσ or x  ± zα/2 
n

σ

or x  – zα/2 n
σ

 ≤ µ ≤ x  + zα/2 
n

σ

where zα/2 is the z-value representing an area α/2 in the right tail of the standard normal
probability distribution, and (1 – α) is the level of confidence as shown in Fig. 9.5.

Alternative Approch A (1 – α) 100% large sample confidence interval for a population
mean µ can also be find by using the statistic

z =
− µ

σ /
x

n

which has a standard normal distribution.
If zα/2 is the z-value with an area α/2 in the right tail of normal curve, then we can

write

P α α
− µ < < σ /2 /2–
/

x
z z

n
 = 1 – α

or – zα/2 n
σ

< − µx  < α
σ

/ 2z
n

– x  – zα/2 n
σ < – m < – x  + zα/2 

n
σ

so that P α α
σ σ − < µ < +  / 2 / 2x z x z
n n

 = 1 – α

Both lower limit x  – zα/2 ( / )nσ  and upper limit x  + zα/2

( / )nσ  depend on the sample mean x . Thus, in repeated

sampling the interval x  ± zα/2 ( / )nσ  will contain the population

mean µ with probability 1 – α.

The value of z that has ‘tail area’ α/2 to its right and left is called
its critical value and is represented by zα/2 and –zα/2 respectively. The area between –zα/2
and zα/2 is the confidence coefficient (1 – α).

For example, if a 95 per cent level of confidence is desired to estimate the mean, then
95 per cent of the area under the normal curve would be divided equally, leaving an area
equal to 47.5 per cent between each limit and population mean µ as shown in Fig. 9.6.

If n = 100 and σ = 25, then σx  = σ/ n  = 25 100  = 2.5. Using a table of areas for
the standard normal probability distribution, 95 per cent of the values of a normally

Confidence interval The
interval within which the
population parameter is
expected to lie.

Confidence limits The
boundaries (both upper and
lower) of a confidence
interval.

Figure 9.5
Sampling Distribution of Mean x

Confidence level The
confidence associated with
an interval estimate. It is
expressed in terms of
probability that the true
population parameter is
included in the confidence
interval.
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distributed population are within ± 1.96 xσ  or 1.96 (2.5) =
± 4.90 range. Hence 95 per cent of the sample means will be
within ± 4.90 of the population mean µ. In other words,
there is a 0.95 probability that the sample mean will provide
a sampling error equal to | x  – µ | = 4.90 or less. The value
4.90 also provides an upper limit on the sampling error, also
called margin of error. The value 0.95 is called confidence
coefficient and the interval estimate x  ± 4.90 is called a
95 per cent confidence interval.

In general, a 95 per cent confidence interval estimate
implies that if all possible samples of the same size were drawn,
then it would contain the true population mean µ  in the

interval x  ± zα/2 ( )σ / n  and 5 per cent area under the curve
would not contain value of µ. The values for zα/2 for the most commonly-used as well as
the other confidence levels can be seen from standard normal probability table as shown
in Table 9.1.

Table 9.1: Values of Standard Normal Probability

Confidence Acceptable α/2 zα/2
 Level, (1 – α) (%) Error Level, α

90% 0.10 0.050 ±1.64
95% 0.05 0.025 ±1.96
98% 0.02 0.010 ±2.33
99% 0.01 0.005 ±2.58

Example 9.1: The average monthly electricity consumption for a sample of 100 families
is 1250 units. Assuming the standard deviation of electric consumption of all families is
150 units, construct a 95 per cent confidence interval estimate of the actual mean electric
consumption.
Solution: The information given is: x =1250, σ=150, n=100 and confidence level
(1 – α) = 95 per cent. Using the ‘Standard Normal Curve’ we find that the half of 0.95
yields a confidence coefficient zα/2 = 1.96. Thus confidence limits with zα/2 = ± 1.96 for
95 per cent confidence are given by

x  ± zα/2 
σ
n

= 1250 ± 1.96 
150
100

 = 1250 ± 29.40 units

Thus for 95 per cent level of confidence, the population mean µ is likely to fall between
1220.60 units and 1274.40 units, that is, 1220.60 ≤ µ ≤ 1274.40.

Example 9.2: A survey conducted by a shopping mall group showed that a family in a
metro-city spends an average of Rs 500 on cloths every month. Suppose a sample of 81
families resulted in a sample mean of Rs 540 per month and a sample standard deviation
of Rs 150, develop a 95 per cent confidence interval estimator of the mean amount spent
per month by a family
Solution: The information given is: x  = 540, σ = 150, n = 81 and zα/2 = 1.96 for 95
per cent confidence  level, Thus confidence limits with zα/2 = ± 1.96 are given by

x  ± zα/2 σ x = x  ± zα/2 
σ
n

 = 540 ± 1.96 
150

81

= 540 ± 40.67 or Rs 499.33 and Rs 580.67
Hence for 95 per cent level of confidence, the population mean µ is likely to fall between
Rs 499.33 and Rs 580.67, i.e. 499.33 ≤ µ ≤ 580.67.

Example 9.3: The quality control manager at a factory manufacturing light bulbs is
interested to estimate the average life of a large shipment of light bulbs. The standard

Figure 9.6
Sampling Distribution of Mean x

Sampling error The
difference between the value
of an unbiased point
estimator x  or p  and the
value of the population
parameter µ or p.
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deviation is known to be 100 hours. A random sample of 50 light bulbs gave a sample
average life of 350 hours.
(a) Setup  a 95 per cent confidence interval estimate of the true average life of light

bulbs in the shipment.
(b) Does the population of light bulb life have to be normally distributed ? Explain.
Solution: The following information is given:

x = 350, σ = 100, n = 50, and confidence level, (1 – α) = 95 per cent
(a) Using the ‘Standard Normal Curve’, we have zα/2 = ± 1.96 for 95 per cent

confidence level. Thus confidence limits are given by

x  ± zα/2 
σ
n

= 350 ± 1.96 
100

50
 = 350 ± 27.72

Hence for 95 per cent level of confidence the population mean µ is likely to fall between
322.28 hours to 377.72 hours, that is, 322.28 ≤ µ ≤ 377.72.

(b) No, since σ is known and n = 50, from the central limit theorem we may assume
that x  is normally distributed.

9.4.1 Interval Estimation for Difference of Two Means
If all possible samples of large size n1 and n2 are drawn from two different populations,
then sampling distribution of the difference between two means 1 2andx x  is approximately
normal with mean (µ1 – µ2) and standard deviation

−σ
1 2x x =

σσ
+

22
21

1 2n n

For a desired confidence level, the confidence interval limits for the population
mean (µ1 – µ2) are given by

( −1 2x x ) ± zα/2 −σ
1 2x x

Example 9.4: The strength of the wire produced by company A has a mean of 4500 kg
and a standard deviation of 200 kg. Company B has a mean of 4000 kg and a standard
deviation of 300 kg. A sample of 50 wires of company A and 100 wires of company B are
selected at random for testing the strength. Find 99 per cent confidence limits on the
difference in the average strength of the populations of wires produced by the two
companies.
Solution: The following information is given:

Company A: 1x = 4500, σ1 = 200, n1 = 50

Company B: 2x = 4000, σ2 = 300, n2 = 100

Therefore −1 2x x = 4500 – 4000 = 500 and zα/2 = 2.576 and

−σ
1 2x x =

σσ
+

22
21

1 2n n
 = +40,000 90,000

50 100
 = 41.23

The required 99 per cent confidence interval limits are given by

                   ( −1 2x x ) ± zα/2 −σ
1 2x x = 500 ± 2.576 (41.23) = 500 ± 106.20

Hence, the 99 per cent confidence limits on the difference in the average strength of
wires produced by the two companies are likely to fall in the interval 393.80 ≤ µ ≤ 606.20.

9.5 INTERVAL ESTIMATION OF POPULATION MEAN (sssss UNKNOWN)

If the standard deviation σ of a population is not known, then it can be approximated by
the sample standard deviation, s when the sample size, n (≥ 30) is large. So, the interval
estimator of a population mean µ for a large sample n(≥ 30) with confidence coefficient
1 – α is given by
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x  ± zα/2 xs = x  ± zα/2
s
n

When the population standard deviation is not known and the sample size is small,
the procedure of interval estimation of population mean is based on a probability
distribution known as the t-distribution. This distribution is very similar to the normal
distribution. However, the t-distribution has more area in the tails and less in the center
than does normal distribution. The t-distribution depends on a parameter known as
degrees of freedom. As the number of degrees of freedom increases, t-distribution gradually
approaches the normal distribution, and the sample standard deviation s becomes a
better estimate of population standard deviation σ.

The interval estimate of a population mean when the sample size is small (n ≤ 30)
with confidence coefficient (1 – α), is given by

x  ± tα/2 
s
n

or x  – tα/2 
s
n

 ≤ µ ≤ x  + tα/2 
s
n

where tα/2 is the critical value of t-test statistic providing an area α/2 in the right tail of the
t-distribution with n – 1 degrees of freedom, and

s = 
Σ −

−

2( )
1

ix x
n

The critical values of t for the given degrees of freedom can be obtained from the table of
t-distribution (See appendix).

The procedure of the confidence interval estimation of population mean µ when
population standard deviation is unknown and sample size is large or small, is summarized
in Table 9.2.

Table 9.2: Confidence Interval for µµµµµ

Sample size Interval Estimate of
Population Mean µ

Large

• σ is known x  ± zα/2 
n

σ

• σ estimated by s x  ± zα/2 s
n

Small

• σ is known x  ± zα/2 
n

σ

• σ estimated by s x  ±  tα/2 s
n

Example 9.5: A random sample of 50 sales invoices was taken from a large population of
sales invoices. The average value was found to be Rs 2000 with a standard deviation of Rs
540. Find a 90 per cent confidence interval for the true mean value of all the sales.
Solution: The information given is: 1x  = 2000, s = 540, n = 64, and α = 10 per cent.
Therefore

xs =
s
n

 = 
540

64
 = 67.50 and

zα/2 = 1.64 (from Normal table)
The required confidence interval of population mean µ is given by

x  ± zα/2 
s
n

= 2000 ± 1.64 (67.50) = 2000 ± 110.70
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Thus the mean of the sales invoices for the whole population is likely to fall between Rs
1889.30 and Rs 2110.70, that is, 1889.30 ≤ µ ≤ 2110.70.

Example 9.6: The personnel department of an organization would like to estimate the
family dental expenses of its employees to determine the feasibility of providing a dental
insurance plan. A random sample of 10 employees reveals the following family dental
expenses (in thousand Rs) in the previous year: 11, 37, 25, 62, 51, 21, 18, 43, 32, 20.

Set up a 99 per cent confidence interval of the average family dental expenses for the
employees of this organization.
Solution: The calculations for sample mean x  and standard deviation are shown in
Table 9.3.

Table 9.3: Calculation for x  and s

Variable, x (x – x ) = (x – 32) (x – x )2

11 – 21 441
37 05 25
25 – 07 49
62 30 900
51 19 361
21 – 11 121
18 – 14 196
43 11 121
32 00 00
20 – 12 144

320 0 2358

From the data in Table 9.3, the sample mean x  = Σx/n = 320/10 = Rs 32, and the

sample standard deviation s = Σ − −2( ) / 1x x n = 2358/9 = Rs 5.11. Using this

information and tα/2 = 1.833 at df = 9, we have

x  ± tα/2
s
n

= 32 ± 1.833 
5.11

10
= 32 ± 2.962

Hence the mean expenses per family are likely to fall between Rs 29.038 and Rs 34.962,
that is, 29.038 ≤ µ ≤ 34.962.

S e l f-P r a c t i c e  P r o b l e m s  9A

9.1 In an effort to estimate the mean amount spend per
customer for dinner at a city hotel, data were collected
for a sample of 49 customers. Assume a population
standard deviation of Rs 25.
(a) At 95 per cent confidence, what is the margin of

error?
(b) If the sample mean is Rs 124, what is the 95 per cent

confidence interval for the population mean?
9.2 The following data have been collected for a sample

from a normal population: 5, 10, 8, 11, 12, 6, 15, 13,
(a) What is the point estimate of population mean and

standard deviation?
(b) What is the confidence interval for population mean

at 95 per cent confidence interval?
9.3 The quality control department of a wire manufacturing

company periodically selects a sample of wire specimens

in order to test for breaking strengths. Past experience
has shown that the breaking strengths of a certain type
of wire are normally distributed with standard deviation
of 200 kg. A random sample of 64 specimens gave a
mean of 6200 kg. Determine a 95 per cent confidence
interval for the mean breaking strength of the
population to suggest to the quality control supervisor.

9.4 A machine is producing ball bearings with a diameter
of 0.5 inches. It is known that the standard deviation of
the ball bearings is 0.005 inch. A sample of 100 ball
bearings is selected and their average diameter is found
to be 0.48 inch. Determine the 99 per cent confidence
interval.

9.5 Suppose a wholesaler of paints wants to estimate the
actual amount of paint contained in 10 kg cans
purchased from a paint manufacturing company. It is
known from the manufacturer’s specifications that the
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standard deviation of the amount of paint is equal to
0.02 kg. A random sample of 50 cans is selected, and
the average amount of paint per 10 kg can is 0.995 kg
(a) Setup a 99 per cent confidence interval estimate of

the true population average amount of paint
included in a 10 kg can.

(b) Based on your results, do you think that the
wholesaler has a right to complain to the
manufacture? Why?

9.6 Repeated tests on the determination of human blood
composition during a laboratory analysis are known to
be normally distributed. Ten tests on a given sample of
blood yielded the values

1.002, 0.958, 1.014, 1.009, 1.041, 1.058, 1.024, 1.019,
1.020
Find a 99 per cent confidence interval for true
composition of the blood in repeated tests of the sample.

9.7 The HRD department of a company developed an
aptitude test for screening potential employees. The
person who devised the test asserted that the mean
mark attained would be 100. The following results were
obtained with a random sample of applicants: x  = 96,
s = 5.2, and n = 13. Calculate a 95 per cent confidence
interval for the mean mark for all candidates and use it
to see if the mean rank could be 100.

H i n t s  a n d  A n s w e r s

9.1 Given, x  = 124, n = 49, σ = 250, zα/2 = 1.96 at
95 per cent confidence coefficient

(a) Margin of error = zα/2 
σ
n

 = 1.96
25
49

 = 6.99

(b) x  ± zα/2 
σ
n

 = 124 ± 6.99 or 117.01 ≤ µ ≤ 130.99

9.2 (a) x  = Σx/n = 80/8 = 10

(b) s = 
Σ −

−

2( )
( 1)
x x
n

 = 
−

84
(8 1)

 = 3.46

(c) Since sample size n = 8 is small, degrees of freedom
n – 1 = 7. At 7 degrees of freedom and 95 per cent
confidence coefficient, t = 2.365, we have

x  ± tα/2 
s
n

= 10 ± 2.365 
3.46

8

= 10 ± 2.90; 7.10 ≤ µ ≤ 12.90
9.3 Given, x  = 6200, σ = 200, n = 64 and zα/2 = 1.96 at

95 per cent confidence coefficient

x  ± zα/2 
σ
n

= 6200 ± 1.96 
200

64

= 6200 ± 49; 6151 ≤ µ ≤ 6249
9.4 Given x  = 0.498, σ = 0.005, n = 100, zα/2 = 2.58 at

99 per cent confidence coefficient

x  ± zα/2 
σ
n

= 0.498 ± 2.58 
0.005

100

= 0.498 ± 0.0129; 0.4967 ≤ µ ≤ 0.4993
9.5 Given x  = 0.995, σ = 0.02, n = 50 and zα/2 = 2.58 at

99 per cent confidence coefficient

(a) x  ± zα/2 σ
n

= 0.995 ± 2.58 0.02
100

= 0.995 ± 0.0072; 0.9878 ≤ µ ≤ 1.0022
(b) Since the value 1.0 is included in the interval, there is
no need to believe that the average is below 1.0.

9.6 x  = ∑ x
n

 = 10.107
10

 = 1.010, s = 
Σ −

−

2( )
( 1)
x x
n

 = 0.025;

n = 10
tα/2 = 3.250 at df = 9 and 99 per cent confidence
coefficient

x  ± tα/2 
s
n

= 1.010 ± 3.250 
0.025

100

= 1.010 ± 0.025; 0.985 ≤ µ ≤ 1.035
9.7 Given x  = 96, s = 5.2; n = 13; zα/2 = 1.96 at

95 per cent confidence coefficient

x  ± zα/2 
s
n = 96 ± 1.96 

5.2
13

= 96 ± 2.83; 93.17 ≤ µ ≤ 98.83.

9.6 INTERVAL ESTIMATION FOR POPULATION PROPORTION

Recall that when np ≥ 5 and nq = n(1 – p) ≥ 5, the central limit theorem for sample
proportions give us the formula

z = −
/

p p
pq n

When the sample size is large, the sample proportion p  = x/n is the best point estimator
for the population proportion p. Since the sampling distribution of sample proportion
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p  is approximately normal with mean pµ  and standard error /pq n , the confidence

interval for a population proportion at 1 – α confidence coefficient is given by

                            p  ± zα/2 pµ  = p  ± zα/2 /pq n

or p  – zα/2 σ p  ≤ p ≤ p  + zα/2 σ p

where q = 1 – p and zα/2 is the z-value corresponding to an area
of α/2 in the right tail of the standard normal probability
distribution and the quantity zα/2 pσ  is the margin of error (or
error of the estimation). Since p and q are unknown, they are
estimated using the point estimator: p  and q . Thus for a sample

proportion, the standard error denoted by SE ( p ) or σ p  is given by

pσ = /p q n  = −(1 ) /p p n .

Example 9.7: Suppose we want to estimate the proportion of families in a town which
have two or more children. A random sample of 144 families shows that 48 families have
two or more children. Setup a 95 per cent confidence interval estimate of the population
proportion of families having two or more children. [HP Univ., MBA, 1999]

Solution: The sample proportion is: p  = x/n = 48/144 = 1/3. Using the information,

n = 144, p  = 1/3 and zα/2 = 1.96 at 95 per cent confidence coefficient, we have

p  ± zα/2 
(1 )p p

n
−

= 1
3

 ± 1.96 
( ) ( )1 / 3 2 / 3

144
 = 0.333 ± 0.077

Hence the population proportion of families who have two or more children is likely
to be between 25.6 to 41 per cent, that is, 0.256 ≤ p ≤ 0.410.

Example 9.8: An auditor for an insurance company would like to determine the proportion
of claims settled by the company within 2 months of the receipt of the claim. A random
sample of 200 claims is selected, and it is determined that 80 were paid the money within
2 months of the receipt of the claim. Setup a 99 per cent confidence interval estimate of the
population proportion of the claims paid within 2 months.

Solution: The sample proportion is: p  = x/n = 80/200 = 0.40. Using the information,

n = 200, p  = 0.40 and zα/2 = 2.576 at 95 per cent confidence coefficient, we have

p  ± zα/2 
(1 )p p

n
−

= 0.40 ± 2.576 
0.40 0.60

200
×

 = 0.40 ± 0.088

Hence the population proportion of claims settled by the company within 2 months is
likely to be between 30.8 and 48.8 per cent, that is, 0.308 ≤ p ≤ 0.488.

Example 9.9: A shoe manufacturing company is producing 50,000 pairs of shoes daily.
From a sample of 500 pairs, 2 per cent are found to be of substandard quality. Estimate at
95 per cent level of confidence the number of pairs of shoes that are reasonably expected
to be spoiled in the daily production.

Solution: The sample proportion is, p = 0.02, q = 0.98. Using the information,
n = 500, N = 50,000 and zα/2 = 1.96 at 95 per cent confidence, we have

p  ± zα/2 
(1 )p p

n
−

 
N
N 1

n−
−

= 0.02 ± 1.96 
0.02 0.98 50,000 500

500 50,000 1
× −

−
= 0.02 ± 1.96 (0.0063) (0.9949)
= 0.02 ± 0.0122 or 0.0078 and 0.0322

Hence, the expected number of shoes that are expected to be spoiled in the daily
production is given by

50,000 (0.0078 ≤ p ≤ 0.0322) or 390 ≤ p ≤ 1610

Figure 9.7
Sampling Distribution of
Proportion p
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S e l f-P r a c t i c e  P r o b l e m s  9B

9.8 Out of 20,000 customer’s ledger accounts, a sample of
600 accounts was taken to test the accuracy of posting
and balancing wherein 45 mistakes were found. Assign
limits within which the number of defective cases can be
expected at 95 per cent level of confidence.

9.9 In an attempt to control the quality of output for a
manufactured part, a sample of parts is chosen randomly
and examined in order to estimate the population
proportion of parts that are defective. The
manufacturing process operated continuously unless it
must be stopped for inspection or adjustment. In the
latest sample of 90 parts, 15 defectives are found.
Determine a point estimate and interval estimate at
98 per cent confidence of population proportion
defective.

9.10 A survey of 672 audited tax returns showed that 448
resulted in additional payments. Construct a 95 per cent
confidence interval for the true percentage of all audited
tax returns that resulted in additional payments.

9.11 In a survey carried out in a large city, 170 households
out of a random sample of 250 owned at least one pet.

Find the 95 per cent confidence interval for the
percentage of households in the city who own at least
one pet. Does the result support a pet food
manufacturer’s claim that 75 per cent of all households
have atleast one pet?

9.12 A TV channel conducted a survey on political stability
in the country. Out of 814 adults a total of 562 responded
‘yes’ to the question: Do you feel things are going well
in the country these days?
(a) Determine the margin of error at 90 per cent

confidence level.
(b) What is the 90 per cent confidence interval for the

proportion of the adult population that feels things
are going well in the country?

9.13 A ball pen manufacturer makes a lot of 10,000 refills.
The procedure desires some control over these lots so
that no lot will contain an excessive number of defective
refills. He decides to take a random sample of 400 refills
for inspection from a lot of 10,000 and finds 9 defectives.
Obtain a 90 per cent confidence interval for the number
of defectives in the entire lot.

H i n t s  a n d  A n s w e r s

9.8 Given p  = proportion of mistakes, 45/600 = 0.075;
q = 1 – p = 0.925; n = 660 and zα/2 = 1.96 at 95 per cent
confidence

p  ± zα/2 /pq n = 0.075 ± 1.96 
0.075 0.925

660
×

= 0.075 ± 1.96 (0.011)
= 0.075 ± 0.021; 0.053 ≤ p ≤ 0.097

Out of 20,000 cases expected number of defective cases
would be between 20,000 × 0.053 = 1060 and
20,000 × 0.097 = 1940.

9.9 Given p = 15/90 = 0.167, q = 1 – p  = 0.833;
n = 90 and zα/2 = 2.33 at 98 per cent confidence

(a) Point estimate of population proportion = np = 16
approx.

(b) Interval estimate = α± / 2 /p z pq n  = 0.167 ± 2.33

(0.0393) = 0.167 ± 0.092; 0.075 ≤ p ≤ 0.025

9.10 Given p  = 448/672 = 0.666; q  = 1 – p  = 0.334,
n = 672 and zα/2 = 1.96 at 95 per cent confidence

p  ± zα/2 /pq n = 0.666 ± 1.96 
0.666 0.334

672
×

= 0.666 ± 1.96 (0.018)
= 0.666 ± 0.036; 0.63 ≤ p ≤ 0.702

9.11 Given p   = 170/250 = 0.68, q  = 1 – p   = 0.32,

n = 250 and zα/2 = 1.96 at 95 per cent confidence

p  ± zα/2 /pq n = 0.66 ± 1.96 
0.32

0.68
250

×

= 0.66 ± 1.96 (0.029)
= 0.66 ± 0.059; 0.601 ≤ p ≤ 0.719

Since upper limit of confidence interval covers only
71.9 per cent households, it does not support the pet
food manufacturer’s claim.

9.12 Given n = 814; p  = 562/814 = 0.69; q  = 1 – p  = 0.31
and zα/2 = 1.645 at 90 per cent confidence

(a) Margin of error, pσ  = zα/2 /pq n

= 1.645
×0.69 0.31

814
= 1.645(0.0162) = 0.027

(b) p  ± zα/2 /pq n = 0.69 ± 1.645 (0.0162)

= 0.69 ± 0.027;
0.663 ≤ p ≤ 0.717

9.13 Given p = 9/400 = 0.0225, q = 0.9775; n = 400 and
zα2 = 1.645 at 90 per cent confidence

p  ± zα/2 /pq n = 0.0225 ± 1.645
×0.0225 0.9775

400

= 0.0225 ± 1.645 (0.0074)
= 0.0225 ± 0.122; 0.0103 ≤ p ≤ 0.0347
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9.7 ESTIMATING SAMPLE SIZE

For sample statistics to infer about population, it is important to estimate the size of the

sample. Since standard error xσ = / nσ  and /p pq nσ =  of sampling distribution of
sample statistic x  and p  are both inversely proportional to the sample size n, which is
also related to the width of the confidence intervals x  ± zα/2 xσ  and p  ± zα/2 pσ , the
width or range of the confidence interval can be decreased by increasing the sample
size n.

Precision of Confidence Interval The precision with which a confidence interval estimates
the true population parameter is determined by the width of the confidence interval.
Narrow the confidence interval, more precise the estimate and vice-versa. The width of
confidence interval is influenced by

• Specified level of confidence
• Sample size
• Population standard deviation

To gain more precision, or confidence, or both, the sample size needs to be increased
provided there is very less variability in the population itself. For certain reasons, if the
sample size cannot be increased, the investigator can not afford the increased cost of
sampling. So with the same sample size, the only way to maintain the desired level of
precision is to lower the confidence level to an extent so as so predict that the estimate
may become close to the target µ. A trade-off between precision and confidence levels is
illustrated in Fig 9.8(a) and b. Figure 9.8(a) indicates that 50 per cent of the time, the
true population mean µ will fall within the narrow range and the 25 per cent in each tail
representing nonconfidence or the probability of making errors in estimation on either
side. Figure 9.8(b) indicates that 99 per cent of the time it may be expected that the true
mean µ will fall within the much wider range and there is only a 0.005 per cent chance
that there could be an error in this estimation.

The decision regarding the appropriate size of sample depends on (i) Precision level
needed in estimating the characteristics of a population, i.e. what is the margin of error
to make? (ii) Confidence level needed, i.e. how much chance to make error in estimating
a population parameter? (iii) Extent of variability in the population investigated?
(iv) Cost–benefit analysis of increasing the sample size?

For example, an insurance company wants to estimate the proportion of claims
settled within 2 months of the receipt of claim. For this purpose, the company must
decide how much error it is willing to allow in estimating the population proportion of
claims settled in a particular financial year. This means, whether accuracy is required to
be within ± 80 claims, ± 100 claims, and so on. Also, the company needs to determine
in advance the level of confidence for estimating the true population parameter. Hence
for determining the sample size for estimating population mean or proportion, such
requirements must be kept in mind along with information regarding standard deviation.

9.7.1 Sample Size for Estimating Population Mean

When the distribution of sample mean x  is normal, the standard normal variable z is
given as

Figure 9.8
Trade-off between
Precision and
Confidence.
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z =
/

x
n

− µ
σ

or x  – µ = 
n

σ

The value of z can be seen from ‘standard normal table’ for a specified confidence
coefficient 1 – α.

The value of z in the above equation will be positive or
negative, depending on whether the sample mean x  is larger or
smaller than the population mean µ, as shown in Fig. 9.9. This
difference between x  and µ is called the sampling error or margin
of error E. Thus for estimating the population mean µ with a
condition that the error in its estimation should not exceed a
fixed value, say E, we require that the sample mean x  should
fall within the range, µ ± E with a specified probability. Thus
the margin of error acceptable (i.e., maximum tolerable difference
between unknown population mean µ and the sample estimate
at a particular level of confidence) can be written as:

x  – µ = zα/2 n
σ

or E = zα/2 n
σ

Solving for n yields a formula that can be used to determine sample size

n = /2

E

zασ
or n = ασ 

  

2
/2z

E

This formula for sample size n will provide the tolerable margin of error E, at the chosen
confidence level 1 – α (which determines the critical value of z from the normal table)
with known or estimated population standard deviation σ.

Remarks
1.  Another formula to determine the sample size is as follows:

n =
2

2 1
x

s 
+ σ 

2.  If population standard deviation σ is not known, then sample standard deviation s
can be used to determine the sample size n.

Example 9.10: Suppose the sample standard deviation of P/E ratios for stocks listed on
the Mumbai Stock Exchange (BSE) is s = 7.8. Assume that we are interested in estimating
the population mean of P/E ratio for all stocks listed on BSE with 95 per cent confidence.
How many stocks should be included in the sample if we desire a margin of error of 2?
Solution: The information given is: E = 2, s = 7.8, zα/2 = 1.96 at 95 per cent level of
confidence

Using the formula for n and substituting the given values, we have

n = 
2 2

/2
2

( )

E

zα σ
 = 

2 2

2
(1.96) (7.8)

(2)
 = 

3.84 60.84
4

×
 = 59 approx.

Thus a sample size n = 59 should be chosen to estimate the population mean of P/E ratio
for all stocks on the BSE.

Example 9.11: A person wants to buy a machine component in large quantity from a
company. The company’s sales manager is requested to provide data for the mean life of
the component. The manager considers it worth Rs 800 to obtain an estimate that has 19
chances in 20 of being within 0.05 of the correct value. The cost of setting up equipment
to test the component is Rs 500 and the cost of testing a component is Rs 2.50. It is
known from the past records that the standard deviation of the life of the component is
0.80. Will the manager be able to obtain the required estimate? What is the minimum
cost of obtaining the necessary estimate?

Solution: We know that the money required to obtain an estimate is Rs 800; money
required for setting up equipment to test is Rs 500, and the cost of testing a component
is Rs 2.50. Thus

Figure 9.9
Sampling Distribution of Sample
Mean
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800 = 500 + 2.5n or n = (800 – 500)/2.5 = 120 (sample size)
Also given that, sample standard deviation, s = 0.8 and zα/2 = 1.96 at 95 per cent

confidence level. Thus, the confidence interval for population mean µ is:

x  ± / 2 xzα σ = x  ± α / 2
s

z
n

 = x  ± 1.96 
0.8
120

= x  ± 1.96(0.073) = x  ± 0.143
Thus the confidence interval to estimate the population mean µ value is:

x  – 0.143 ≤ µ ≤ x  + 0.143.
Since the difference in estimate is required to be 0.05, new sample size required is

                        E = α / 2
s

z
n

 or 0.05 = 1.96 
0.8

n
, i.e. n = 984 units (approx.)

Thus the new cost for testing the component in the sample of 984 units will be 2.5 × 984
= Rs 7560.

Remark: The general rule used in determining sample size is always to rounded off to
the nearest integer value in order to slightly oversatisfy the desire of estimation.

9.7.2 Sample Size for Estimating Population Proportion

The method for determining a sample size for estimating the population proportion is
similar to that used in the previous section. The procedure begins with z formula for
sample proportions:

z = 
−

/
p p

pq n
, q = 1 – p

Since sample proportion p  will rarely equal the population proportion p, resulting
in an error of estimation, which is written as E = p  – p. We require that the population
proportion p should fall within the range p  ± E, with a specified probability

z =
E

/pq n
or E = zα/2

pq
n

 ; q = 1 – p

E2 = (zα/2)2 
pq
n

,  i.e.  n = 
2

/2
2

( )
E

z pqα

The value of z can be calculated from ‘Standard normal table’ for a specified confidence
coefficient.

This formula for n will provide the desired margin of error E at the chosen confidence
level 1 – α (which determines the critical value of z) with known or estimated population
proportion p.

Example 9.12: A car manufacturing company received a shipment of petrol filters.
These filters are to be sampled to estimate the proportion that is unusable. From past
experience, the proportion of unusable filter is estimated to be 10 per cent. How large a
random sample should be taken to estimate the true proportion of unusable filters to
within 0.07 with 99 per cent confidence.

Solution: The information given is: E=0.07, p=0.10, and zα/2 = 2.576 at 99 per cent
confidence level.

Using the formula for n and substituting the given values, we have

n = 
2

/2
2

( )

E

z pqα  = 
2

2
(2.576) (0.10 0.90)

(0.07)
×

 = 121.88

Therefore a slightly larger sample size of n=122 filters should be taken.
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9.7.4 Sample Size Determination for Finite Population

In Chapter 8, we introduced  the concept of finite population correction factor when samples
are drawn without replacement from a finite population of size N. The use of such a
factor reduces the standard error by a value equal to (N )/(N 1)n− − . For example, for
deciding sample size n for estimating the population mean µ, the desired margin of
error is given by

E = / 2 N
N 1

z n
n

α σ −
−

Similarly, when estimating the proportion, the desired margin of error is given by

pσ  or E = zα/2
N
N 1

pq n
n

−
−

Let n0 be the size for estimating population mean without using correction factor. Then

n0 =
2 2

/ 2
2

( )
E

zα σ

The revised sample size, taking into consideration the size of the population, is given by

n = 0

0

N
(N 1)

n
n + −

Example 9.13: For a population of 1000, what should be the sampling size necessary to
estimate the population mean at 95 per cent confidence with a sampling error of 5 and
the standard deviation equal to 20?
Solution: We have E = 5, σ = 20, zα/2 = 1.96 at 95 per cent confidence level, and N =
1000. Thus

n =
2 2

/ 2
2

( )
E

zα σ
 = 

2 2

2
(1.96) (20)

(5)
 = 61.456

Since the population size is finite, the revised sample size obtained by using the
correction factor

n = 0

0

N
(N 1)

n
n + −

 = 
(61.456) (1000)

61.456 (1000 1)+ −

= 61456
1060.456

 = 57.952

Thus a slightly larger sample size of n = 58 should be
taken.
1. Why is estimation important? What are the advantages

of using interval estimates rather than point estimates
for statistical inference?

2. Is there is any relationship between estimation and
descriptive statistics? Explain.

3. Distinguish between the point estimation and interval
estimation. Explain how an interval estimate is better
than a point estimate.

4. How does sampling without replacement from a finite
population affect the confidence interval estimate and
the sample size necessary?

5. When is the student’s t distribution used in developing
the confidence interval estimate for the mean?

6. For a given sample size, an increase in confidence level
is achieved by widening (or making less precise) the
confidence interval obtained. Explain

7. Explain the concept of ‘margin of error’ in deciding
the size of a sample.

8. Prove that the mean of a simple random sample from
a given population is an unbiased estimator of the
population mean.

9. Under what circumstances can the normal distribution
be used to construct a confidence interval estimate of
the population mean?

10. What are the properties of a good estimator? Explain,
how these properties are essential for estimating the
population characteristic of interest.

11. Distinguish between statistic and parameter and explain
the meaning of confidence interval of a population
parameter.

12. Explain the following terms with an example
(a) Point estimate (b) Interval estimate
(c) Confidence interval (d) Confidence limits
(e) Confidence coefficients or critical values.

C o n c e p t u a l  Q u e s t i o n s  9A
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9.14 Given a population with a standard deviation of 8.6.
What sample size is needed to estimate the mean of
population within ±0.5 with 99 per cent confidence?

[Delhi Univ., MCom, 1999]
9.15 A cigarette manufacturer wishes to use random sampling

to estimate the average nicotine content. The sampling
error should not be more than one milligram above or
below the true mean with a 99 per cent confidence
coefficient. The population standard deviation is 4
milligrams. What sample size should the company use
in order to satisfy these requirements?

9.16 A firm wishes to estimate with a maximum allowable
error of 0.05 and a 95 per cent level of confidence, the
proportion of consumers who prefer its product. How
large a sample will be required in order to make such an
estimate if the preliminary sales reports indicate that
25 per cent of all consumers prefer the firm’s product?

9.17 A agency responsible for electricity distribution would

like to estimate the average electric bills for a particular
month for single-family homes in a large city. Based on
studies conducted in other cities, the standard deviation
is assumed to be Rs 40. The agency would like to
estimate the average bill for that month to within ±Rs 10
of the true average. If 95 per cent confidence is desired,
then what sample size is necessary?

9.18 A private TV channel would like to estimate the
proportion of voters who vote for a particular political
party’s candidate in the next general election for the
Lok Sabha. If he wants to have 95 per cent confidence
that his prediction is within ±0.08 of the population
proportion, then what sample size is needed, considering
sampling error of ±0.03?

9.19 If a decision-maker wants 95 per cent confidence with a
sampling error of 5 and the standard deviation equal to
10 to estimate of the mean µ for a population of 2000,
what sample size would be required?

S e l f-P r a c t i c e  P r o b l e m s  9C

13. Describe the effect of sample size on the margin of
sampling error of point estimate of the proportion
mean. Does this error depends on the sample size in
the same way?

14. In determining the accuracy of an estimator, what
must be known and why is this important?

15. Based on the knowledge about the desirable qualities
of estimators, for what reasons might x  be considered
the best estimator of the ture population mean?

16. Why is the size of a statistic’s standard error important
in its use as an estimator? To which characteristic of
estimator does this relate?

H i n t s  a n d  A n s w e r s

9.14 Given, σ= 8.6, E = ± 0.5 and zα/2 = 2.576 at 99 per cent
confidence

n = 
2 2

/2
2

( )

E

zα σ
 = (2.576)2 

2

2
(8.6)
(0.5)

=
6.635 73.96

0.25
× 

  
 ≅ 1963

9.15 Given σ= 4, E = 1, and zα/2 = 2.576 at 99 per cent
confidence

n = 
2 2

/2
2

( )

E

zα σ
 = 

2 2

2
(2.576) (4)

(2)
 ≅ 107

9.16 Given p= 0.25, E = 0.05, and zα/2 = 1.96 at 95 per cent
confidence

n = 
2

/2
2

( )

E

z pqα  = 
×2

2
(1.96) (0.25 0.75)

(0.05)
 ≅ 407

9.17 Given σ= 40, E = ± 10 and zα/2 = 1.96 at 95 per cent
confidence

n =  
2 2

/2
2

( )

E

zα σ
 = 

2 2(1.96) (40)
100

 ≅ 62

9.18 Given p= 0.08, q = 0.92, E = ± 0.03, zα/2 = 1.96 at
95 per cent confidence

n = 
2

/2
2

( )

E

z pqα

= 
×2

2
(1.96) (0.08 0.92)

(0.03)
 = 315.

9.19 Given σ = 10, E = 5, N = 2000, zα/2 = 1.96 at 95 per cent
confidence

n0 = 
2 2

/2
2

( )

E

zα σ
 = 

2(1.96) 100
25

 = 15.366

Using the correction factor, we have

n = 0

0

N
(N 1)

n
n + −

= 
15.366 (2000)

15.366 (2000 1)+ −

= 
30732.80
2014.366

 ≅ 16
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F o r m u l a e  U s e d

1. 100 (1 – α)% confidence interval to estimate µ

x  – zα/2 n
σ

 ≤ µ ≤ x  + zα/2 n
σ

2. Confidence interval to estimate population mean µ:
small sample size (n ≤ 30) and population standard
deviation σ is unknown

(a) µ = x  ± tσ/2 xσ , when xσ  = 
s
n

• x  – tσ/2, n – 1
 s

n
 ≤ µ ≤ x  + tσ/2, n – 1

 s
n

where   s = 2( ) /( 1)x x nΣ − − ; df = n – 1

3. Confidence interval to estimate µ: large sample size
(n > 30) and population standard deviation σ is known

• µ = x  ± zα/2 xσ , where xσ  = 
n

σ

• x  – zα/2 n
σ

 ≤ µ ≤ x  ± zα/2 
n

σ

4. Confidence interval to estimate µ using finite correction

factor:         x  – zα/2 
N
N 1

s n
n

−
−

5. Confidence interval to estimate population proportion
large sample size n ≥ 30

p = p  ± zα/2 
pq
n

6. Confidence interval to estimate the difference between
the means of two normally distributed populations
• When standard deviations are known

( 1 2x x− ) ± zα/2

22
21

1 2n n
σσ

+

• When standard deviations are not known

( 1 2x x− ) ± zα/2

22
21

1 2

ss
n n

+

7. Sample size when estimating:
• Population mean,  µ

n = 
2 2

/2
2

(z )

E
α σ

• Population proportion, p

n = 
2

/2
2

( )

E

z pqα ; q = 1 – p

8. Sample size when estimating finite population mean, µ
with size N

n = 0

0

N
(N 1)

n
n + −

, where n0 = 
2 2

/2
2

( )

E

zα σ

True or False
8. The width of a confidence interval is twice the margin of

the sampling error. (T/F)
9. The level of confidence represents the probability with

which population parameter is expected to fall within a
given interval estimate. (T/F)

10. The degrees of freedom used in t-distribution estimation
are equal to the sample size. (T/F)

11. There is a different critical value for each level of confidence.
12. The population is assumed to be normally distributed

before using t-distribution for interval estimation. (T/F)
13. The shape of the t-distribution tends to become flatter as

sample size increases. (T/F)
14. If a random variable x is normally distributed, the statistic

( x  – µ)/(s/ n ) has a t-distribution with n – 1 degrees of
freedom. (T/F)

15. The t-distribution has more area in the tails and less in the
center than does the normal distribution. (T/F)

C h a p t e r  C o n c e p t s  Q u i z

1. Interval estimates for the parameters µ and p are based
on a random sample of observations from the population
or process of interest. (T/F)

2. The confirmatory analysis is used to assess the insights
resulting from exploratory analysis. (T/F)

3. While estimating a parameter, it is not important to
provide the amount of possible error in the point estimate.

(T/F)
4. The sampling distribution of x  is not necessarily normal

with unknown mean and standard error. (T/F)
5. The error in the point estimate is known as margin of

sampling error associated with a given level of confidence.
(T/F)

6. Confidence limits are the range of values used to estimate
the shape of the population distribution. (T/F)

7. Student’s t-distribution is always used when the standard
deviation of the population in not known. (T/F)
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Multiple Choice
26. If E(θn) < θ, the estimator is called:

(a) unbiased (b) positively biased
(c) negatively biased (d) none of these

27. Maximum likelyhood estimator µ in normal population
with
(a) sample variance (b) sample mean
(c) sample median (d) none of these

28. Sample mean x  of a sample size n from N(µ, 1) is
distributed as:
(a) N (0, 1) (b) N (nµ, 1/n)
(c) N (µ, 1/n) (d) none of these

29. The standard deviation of the sampling distribution of a
statistic is referred as
(a) sampling error (b) standard error
(c) mean error (d) none of these

30. Maximum likelihood estimator of µ of normal distribution
is:
(a) x /n (b) x
(c) n x (d) none of these

31. The degrees of freedom used in a t-distribution are equal
to
(a) sample size n (b) sample size n – 1
(c) sample size n + 1 (d) (a) or (b) but not (c)

32. As the width of a confidence interval increases, the
confidence level associated with the interval
(a) tend to increase (b) tend of decrease
(c) remains same (d) none of these

33. In which probability distribution, 100 per cent of the
population mean lies within ±3 standard deviations
(a) Binomial (b) Poisson
(c) Normal (d) Exponential

34. If a sample statistic either underestimates or overestimates
population , then it is called
(a) consistent (b) unbiased
(c) efficient (d) none of these

35. If a normally distributed population has standard
deviation, σ = 1, then the total width of the 95 per cent
confidence interval for the population mean is
(a) 1.28 (b) 1.64
(c) 1.96 (d) None of these

Concepts Quiz Answers

1. T 2. T 3. T 4. T 5. F 6. T 7. T 8. T 9. F
10. F 11. F 12. F 13. T 14. F 15. F 16. (c) 17. (c) 18. (c)
19. (d) 20. (d) 21. (b) 22. (b) 23. (c) 24. (c) 25. (c) 26. (b) 27. (b)
28. (a) 29. (b) 30. (b) 31. (b) 32. (a) 33. (c) 34. (d) 35. (d)

16. When the value of population standard deviation σ is
unknown, the values of t in the t-distribution are:
(a) more variable than for z (b) less variable than for z
(c) equal to z (d) none of these

17. Which of the following is a necessary condition for using
a t-distribution?
(a) small sample size
(b) unknown population standard deviation
(c) both (a) and (b)
(d) infinite population

18. The interval estimate of a population mean with large
sample size and known standard deviation, is given by:
(a) x  ± zα/2 xσ (b) x  ± zα/2 xs

(c) x  ± tα/2 xσ (d) x  ± tα/2 xs

19. Which part of the area under the normal curve is
represented by the coefficient zα/2?
(a) left tail (b) right tail
(c) both tails (d) none of these

20. If x  = 85, σ = 8, and n = 64, then standard error of
sample mean is equal to:
(a) 1 (b) 1.96
(c) 2.576 (d) none of these

21. If  x  = 25, σ = 5, and n = 25, the margin of sampling
error at 95 per cent confidence is:
(a) 1 (b) 1.96
(c) 2.576 (d) none of these

22. Sampling distribution is usually the distribution of:
(a) parameter (b) statistic
(c) mean (c) variance

23. The criteria for the best estimator are
(a) consistency and efficiency
(b) unbiasedness and sufficiency
(c) consistency and sufficiency
(d) all of the above

24. An unbiased estimator is necessarily
(a) consistent (b) not consistent
(c) efficient (d) none of these

25. nθ  is consistent estimator of θ if n → ∞:

(a) var ( nθ ) → θ (b) var ( nθ ) = θ

(c) var ( nθ ) = ∞ (d) var ( nθ ) → 0

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s

9.20 A hospital wants an estimate of the mean time that a
doctor spends with each patient in the OPD. How large
a sample should be taken if the desired margin of error

is 2 minutes at a 95 per cent level of confidence, assuming
a population standard deviation of 8 minutes?
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9.21 A bank is interested in estimating the proportion of
credit cardholders who carry a non-zero balance at the
end of the month and incur an interest charge. Assume
that the desired margin of error is 0.03 at 99 per cent
confidence. How large a sample should if it be is
anticipated that roughly 80% of the cardholders carry a
non-zero balance at the end of the month?

9.22 In a survey, 220 people out of 400, when asked to
identify their major source of news information, stated
that their major source was television news.
(a) Construct a 95 per cent confidence internal for the

proportion of people in the population who consider
television their major source of news information.

(b) How large a sample would be necessary to estimate
the population proportion with a margin of error of
0.05 at 95 per cent confidence.

9.23 The weight of cement in packed bags in distributed
normally with a standard deviation of 0.2 kg. A sample
of 35 bags is picked up at random and the mean weight
of cement in these bags is only 49.7 kg
(a) Find out the 90 per cent confidence interval for the

mean weight of the cement bags
(b) How large should a sample be so that mean weight

of cement in filled bags can be estimated with margin
of error ±0.05 kg of the true value at 90 per cent
confidence level.

9.24 In an auditing firm, the auditors in their annual audit
audited 100 entries out of a ledger containing 1000
entries. It showed that the stated total amount received
exceeded the correct amount receivable by Rs 120.
Determine the 95 per cent confidence limit of the
amount by which the reported total receivables in the
whole ledger exceed the correct amount. Assume
standard deviation as Rs 6 in the population of the book-
keeping error.

9.25 A life insurance company has 1500 policies averaging Rs
2,00,000 on lives at age 40. From experience, it is found
that of 1,00,000 alive at the age of 30, 99,000 alive at age
31. Find the highest and lowest amount of money that
company will have to pay out during the year.

9.26 An automobile association wants to solicit the assistance
of some of its many thousands of members. The
association wants the members selected to keep detailed
records on the cost of maintaining and running their
automobiles over a period of years.

Assume that the automobile association has the
following requirements: of 95 per cent confidence
coefficient, a standard deviation of mean within Rs 50
of the true mean, the sample chosen in an earlier study
had a standard deviation of Rs 400.
(a) How many persons should be asked to keep cost

records?
(b) With the records of the number of persons

recommended by you in part (a), suppose the
standard deviation of these costs was computed to
be 300, was the sample size recommended in part
(a) too large, too small, or exactly correct?

9.27 A leading detergent manufacturer believes that about
30 per cent of all housewives use his product, but he
intends to conduct a survey to check whether or not he
is justified in his belief.

(a) What must be the size of the sample to enable the
manufacturer to estimate the true percentage to
within 2 per cent.

(b) After the sample is taken, the manufacturer
discovers that the estimated population percentage
is 28 per cent. Will a large sample be necessary?

9.28 A TV channel wishes to estimate within a margin of
error of 5 per cent, the percentage of viewers in a specific
area that prefer a given programme with 95 per cent
level of confidence. The TV channel has no information
concerning the likely percentage of viewers preferring
the programme. Determine the approximate sample
size to help the TV channel to attain its objective.

9.29 Machines are used to pack sugar into packets supposedly
containing 1.20 kg each. On testing a large number of
packets over a long period of time, it was found that the
mean weight of the packets was 1.24 kg and the standard
deviation was 0.04 kg. A particular machine is selected
to check the total weight of each of the 25 packets filled
consecutively by the machine. Calculate the limits within
which the weight of the packets should lie assuming
that the machine is not be classified as faulty.

9.30 A manufacturer of a synthetic fibre takes periodic
samples to estimate the mean breaking strength of the
fibre. For each periodic sample, an experiment is devised
in which the breaking strength (in kgs) are observed for
16 randomly selected samples from the production
process. The strengths of the current samples are: 20.8,
20.6, 21.0, 20.9, 19.9, 20.2, 19.8, 19.6, 20.9, 21.1, 20.4,
19.7, 19.6, 20.3, 16.6, and 20.7. Determine 95 per cent
confidence interval for the average breaking strength
of the fibre, assuming that breaking strength is
adequately approximated by a normal distribution.

9.31 A vendor claims that no more than 8 per cent of parts
shipped to a manufacturer fails to meet specifications.
The manufacturer selects at random 200 parts from a
large batch just received from the vendor and finds 19
defective parts. Determine the extent to which the
current sample contradicts the vendor’s claim.

9.32 A cable operator needs to estimate the percentage of
households in a city which would take cable connection
if it was made available. Based on responses in other
cities, the percentage certainty is somewhere between
10 and 20 per cent. What sample size should be selected
if the promoter wants the estimate to be correct within
two percentage points and with 99 per cent confidence?

9.33 Mr Mohan is interested in purchasing a Maruti-800 used
car, selected 64 sale ads and found that the average
price of a car in this sample was Rs 1,62,500. He knows
that the standard deviation of used-car prices is Rs
30,750.
Determine an interval estimate for the average price of
a car so that he can be 68.3 per cent certain that the
population mean lies within this interval.

9.34 The department of drug control recently raided
premises of drug dealers in the city. Out of 12,000 drug
dealers only 720 have been caught. The mean rupee
value of drugs found on these 700 dealers is Rs
1,12,50,000. The standard deviation of the rupee value
of drugs is Rs 18,45,000. Construct a 90 per cent
confidence interval for the mean rupee value of drugs
possessed by these drug dealers.
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9.35 For a year and half, sales have been falling constently in
all 300 franchises of a fast-food chain all over the
country. It has been discovered that 30 per cent of a
sample of 35 indicate clean signs of mis-management.
Construct 98 per cent confidence interval for this
proportion.

9.36 Given a sample mean of 8, a population standard
deviation of 2.6 and a sample size  of 32, find the

confidence level associated with the interval (17.613,
8.386).

9.37 An agriculture research scientist discovered that a certain
strain of corn will always produce between 80 and 140
bushels per acre. For a confidence level of 90 per cent,
how many 1-acre samples must be taken in order to
estimate the average production per acre to within ±5
bushels per acre.

H i n t s  a n d  A n s w e r s

9.20 GivenE = 2, zα/2 = 1.96 at 95 per cent confidence and
σ = 8

n = 
2 2

/2
2

( )

E

zα σ
 = (1.96)2 2

2
(8)
(2)

 ≅ 62

9.21 GivenE = 0.03, zα/2 = 2.576 at 99 per cent confidence;
p = 0.80, 8 = 1– p = 0.20

n = 
2

/2
2

( )

E

z pqα  = 
2

2
(2.576) (0.80) (0.20)

(0.03)

= 
1.0617
0.0009

 = 1180

9.22 Givenp = 220/400 = 0.55, q = 0.45, zα/2 = 1.96 at
95 per cent confidence, E = 0.05

(a) p  ± zα/2
pq
n

= 0.55 ± 1.96 
0.55 0.45

400
×

= 0.55 ± 0.049; 0.501 ≤ p ≤ 0.599

(b) n = 
2

/2
2

( )

E

z pqα = 
2

2
(1.96) (0.55) (0.45)

(0.05)

= 
0.9507
0.0025

 = 381

9.23 Given x  = 49.7, σ = 0.20, n = 35, E = 0.05,
zα/2 = 1.645 at 90 per cent confidence

(a) x  ± zα/2 xσ = x  ± zα/2 
n

σ
 = 49.7 ± 1.645 

0.20
35

= 49.7 ± 0.0556; 49.644 ≤ µ ≤ 49.755

(b) n = 
2 2

/2
2

( )

E

zα σ
 = 

2 2

2
(1.645) (0.20)

(0.05)
 = 

2.706 0.04
0.0025

×

       = 44 bags

9.24 Given x  = 120/100 = 1.20, σ = 6, n = 100, N = 1000,
zα/2 = 1.645 at 90 per cent confidence
Expected number of entries exceeded

= N /2x z
nα

σ +  

= 1000 1.20 1.645
n

σ +  
 = 2187

9.25 Given p= chance that a person aged 30 would not alive
upto an age 31

= 1 – 
99,000

1,00,000
 = 

1
100

; q = 1 – p = 
99

100

Expected number of deaths in 1500 policies

= 1500 × 1
100

 = 15

Standard error = npq  = 
1 99

1500
100 100

   ×       
  = 3.85

Interval estimate of actual number of deaths at
99.97 per cent is:

p ± zα/2 npq  = 15 ± 3 (3.85); 3.45 to 26.55

Thus expected amount (both lower and upper limit) of
money to be paid by the company will be:

or 2,00,000(3.45) to 2,00,000(26.55)
or Rs 6,90,000 to Rs 53,10,000

9.26 (a) Given σ = 400, n = 246 and zα/2 = 1.96 at
95 per cent confidence

x  ± zα/2 
n

σ  = x  ± 1.96 
400
246

 = x  ± 49.987

or x  ± 50

(b) x  ± 1.96 
300

n
= x  ± 50 or 1.96 

300
n

 = 50 or n

= 139 which is too less than n
= 246 in part (a).

9.27 Given p = 0.30, q = 0.70, E = 0.02; zα/2 = 1.96 at
95 per cent confidence

(a) n = 
2

/2
2

( )

E

z pqα  = 
2

2
(1.96) (0.30) (0.70)

(0.02)
 = 202

(b) Since p = 0.28 < 0.30, no increase in sample is
required

9.28 Let p= 0.50 and q = 0.50; zα/2 = 1.645 at 90 per cent
confidence, E = 0.05

n = 
2

/2
2

( )

E

z pqα  = 
2

2
(1.645) (0.50) (0.50)

(0.05)
 = 271

9.29 As sample size n = 25 (< 30) is small, t-distribution is
used to calculate confidence interval.
Given s = 0.04, n = 25, df = n – 1 = 24, tα/2 = 2.064 at
95 per cent confidence and degrees of freedom,
df = 24. Thus, limits are
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x  ± tα/2 
s
n

= 1.24 ± 2.064 
0.04

25

= 1.24 ± 0.0165; 1.2235 ≤ µ ≤ 1.2565

9.30 From the given data, we have x  = ∑x/n = 20.381, s =
0.523, n = 16; tα/2 = 2.131 at 95 per cent confidence
and degrees of freedom = 15

x  ± tα/2 
s
n

= 20.381 ± 2.131 
0.523

16

= 20.381 ± 0.278; 20.103 ≤ 20.659
9.31 Given p = 19/400 = 0.0475, q = 0.9525, n = 400,

zα/2 = 1.34 at 92 per cent confidence

p  ± zα/2 
pq
n

 = 0.0475 ± 1.34 
0.0475 0.9525

400
×

= 0.0475 ± 0.0144; 0.0331 ≤ p ≤ 0.0619
that is, 3.31 per cent to 6.19 per cent may fail to meet
specifications.

9.32 Given p= 0.20, q = 0.80, E = 0.02, zα/2 = 2.58 at
99 per cent confidence

n = 
2

/2
2

( )

E

z pqα  = 
2

2
(2.58) (0.20) (0.80)

(0.02)
 = 2663

9.33 Given x  = 1,62,500, σ = 30,750 and n = 64. So

xσ  = / nσ  = 30,750/ 64  = 3843.75 for 68.3 per

cent confidence interval

x  ± xσ = 1,62,500 ± 3843.75

= (Rs 1,58,656.25, Rs 1,66,343.75)

9.34 N = 12,000, n = 720, x  = 1,12,50,000, s = 18,45,000;
n/N = 720/12000 = 0.06 > 0.05

   xσ  = 
N
N 1

s n
n

−
−

= 18,45,000 12000 720
12000 1720

−
−

= 2,10,701.82

9.35 Given N = 300, n = 35, n/N = 35/300 = 0.117, p  = 0.30

pσ  = 
N
N 1

pq n
n

−
−

 =
0.30 0.70 300 35

35 300 1
× −

−
       = 0.077 × 0.941 = 0.072

98 per cent confidence interval: p  ± 2.33 pσ

= 0.30 ± 2.33 × 0.072 = (0.132 to 0.468)
9.36 Given x  = 32, σ = 2.6 and n = 32. So

8.386 7.613
2
−

 = 
σ σ2.6

or 0.386 =
32

z
n

or z =
0.386 32

2.6
 = 0.84

P ( )0.84z ≤ = 2(0.2995) = 0.5990. It is a 60 per cent
interval.

9.37 Given 6σ = 140 – 80, or σ = 10; So

5 = 1.64
n

σ  = 1.64 10
n
×

or n =
21.64 10

5
× 

  
 = 10.75 ≅ 11



10C h a p t e r

Hypothesis Testing

If there is an opportunity to
make a mistake, sooner or
later the mistake will be
made.

—Edmond C Berekely

After studying this chapter, you should be able to
explain why hypothesis testing is important
know how to establish null and alternative hypotheses about a population
parameter
develop hypothesis testing methodology for accepting or rejecting null hypothesis.
use the test statistic z, t, and F to test the validly of a claim or assertion about
the true value of any population parameter.
understand Type I and Type II errors and its implications in making a decision.
compute and interpret p-values
interpret the confidence level, the signifience level, and the power of a test

10.1 INTRODUCTION

Inferential statistics is concerned with estimating the true value of population parameters
using sample statistics. Chapter 9 contains three techniques of inferential statistics, namely,
a (i) point estimate, (ii) confidence interval that is likely to contain the true parameter value, and
(iii) degree of confidence associated with a parameter value which lies within an interval values.
This information helps decision-makers in determining an interval estimate of a population
parameter value with the help of sample statistic along with certain level of confidence of
the interval containing the parameter value. Such an estimate is helpful for drawing
statistical inference about the characteristic (or feature) of the population of interest.

Another way of estimating the true value of population parameters is to test the
validity of the claim (assertion or statement) made about this true value using sample
statistics.

10.2 HYPOTHESIS AND HYPOTHESIS TESTING

A statistical hypothesis is a claim (assertion, statement, belief or assumption) about an
unknown population parameter value. For example (i) a judge assumes that a person
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charged with a crime is innocent and subject this assumption (hypothesis) to a verification
by reviewing the evidence and hearing testimoney before reaching to a verdict (ii) a
phamaceutical company claims the efficacy of a medicine against a disease that 95 per cent
of all persons suffering from the said disease get cured (iii) an investment company
claims that the average return across all its investments is 20 per cent, and so on. To test
such claims or assertions statistically, sample data are collected and analysed. On the
basis of sample findings the hypothesized value of the population parameter is either
accepted or rejected. The process that enables a decision maker to test the validity (or significance)
of his claim by analysing the difference between the value of sample statistic and the corresponding
hypothesized population parameter value, is called hypothesis testing.

10.2.1 Formats of Hypothesis

As stated earlied, a hypothesis is a statement to be tested about the true value of population
parameter using sample statistics. A hypothesis whether there exists any significant
difference between two or more populations with respect to any of their common parameter
can also be tested. To examine whether any difference exists or not, a hypothesis can be
stated in the form of if-then statement. Consider, for instance, the nature of following
statements:

• If inflation rate has decreased, then wholesale price index will also decrease.
• If employees are healthy, then they will take sick leave less frequently.

If terms such as ‘positive,’ ‘negative,’ ‘more than,’ ‘less than,’ etc are used to make a
statement, then such a hypothesis is called directional hypothesis because it indicates the
direction of the relationship between two or more populations under study with respect
two a parameter value as illustrated below:

• Side effects were experienced by less than 20 per cent of people who take a
particular medicine.

• Greater the stress experienced in the job,  lower the job satisfaction to employees.
The nondirectional hypothesis indicates a relationship (or difference), but offer no

indication of the direction of relationships (or differences). In other words, though it
may be obvious that there would be a significant relationship between two populations
with respect to a parameter, we may not be able to say whether the relationship would be
positive or negative. Similarly, even if we consider that two populations differ with respect
to a parameter, it will not be easy to say which population will be more or less. Following
examples illustrate non-directional hypotheses.

• There is a relationship between age and job satisfaction.
• There is a difference between average pulse rates of men and women.

10.3 THE RATIONALE FOR HYPOTHESIS TESTING

The inferential statistics is concerned with estimating the unknown population parameter
by using sample statistics. If a claim or assumption is made about the specific value of
population parameter, then it is expected that the corresponding sample statistic is close
to the hypothesized parameter value. It is possible only if hypothesized parameter value
is correct and the sample statistic turns out to be a good estimator of the parameter. This
approach to test a hypothesis is called a test statistic.

Since sample statistics are random variables, therefore their sampling distributions
show the tendency of variation. Consequently we do not expect the sample statistic value
to be equal to the hypothesized parameter value. The difference, if any, is due to chance
and/or sampling error. But if the value of the sample statistic differs significantly from
the hypothesized parameter value, then the question arises whether the hypothesized
parameter value is correct or not. The greater the difference between the value of the
sample statistic and hypothesized parameter, the more doubt is there about the correctness
of the hypothesis.

In statistical analysis, difference between the value of the sample statistic and
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hypothesized parameter  is specified in terms of the given level of probability whether
the particular level of difference is significant or not when the hypothesized parameter
value is correct. The probability that a particular level of deviation occurs by chance can
be calculated from the known sampling distribution of the test statistic.

The probability level at which the decision-maker concludes that observed difference
between the value of the test statistic and hypothesized parameter value cannot be due to
chance is called the level of significance of the test.

10.4 GENERAL PROCEDURE FOR HYPOTHESIS TESTING

As mentioned before, to test the validity of the claim or assumption about the population
parameter, a sample is drawn from the population and analysed. The results of the
analysis are used to decide whether the claim is true or not. The steps of general procedure
for any hypothesis testing are summarized below:

Step 1: State the Null Hypothesis (H0) and Alternative Hypothesis (H1)
The null hypothesis H0 (read as H0 nsub-zero) represents the claim or statement made
about the value or range of values of the population parameter. The capital letter H
stands for hypothesis and the subscript ‘zero’ implies ‘no difference’ between sample statistic
and the parameter value. Thus hypothesis testing requires that the null hypothesis be
considered true (status quo or no difference) until it is proved false on the basis of results
observed from the sample data. The null hypothesis is always expressed in the form of
mathematical statement which includes the sign (≤, = ≥) making a claim regarding the
specific value of the population parameter. That is:

H0 : µ (≤, =, ≥) µ0
where µ is population mean and µ0 represents a hypothesized value of µ. Only one sign
out of ≤, = and ≥ will appear at a time when stating the null hypothesis

An alternative hypothesis, H1, is the counter claim (statement) made against the
value of the particular population parameter. That is, an alternative hypothesis must be
true when the null hypothesis is found to be false. In other words, the alternative hypothesis
states that specific population parameter value is not equal to the value stated in the null
hypothesis and is written as:

H1: µ ≠ µ0

Consequently H1: µ < µ0 or H1: µ > µ0
Each of the following statements is an example of a null hypothesis and alternative

hypothesis:

• H0 : µ = µ0; H1 : µ ≠ µ0
• H0 : µ ≤ µ0; H1 : µ > µ0
• H0 : µ ≥ µ0; H1 : µ < µ0

(a) Directional hypothesis
• H0 : There is no difference between the average pulse rates of men and women

H1 : Men have lower average pulse rates than women do

• H0 : There is no relationship between exercise intensity and the resulting aerobic
benefit

H1 : Increasing exercise intensity increases the resulting aerobic benefit

• H0 : The defendent is innocent
H1 : The defendent is guilty

(b) Non-Directional hypothesis
• H0 : Men and Women have same verbal abilities

H1 : Men and women have different verbal abilities

• H0 : The average monthly salary for management graduates with a 4-year experience
is Rs 75,000.

H1 : The average monthly salary is not Rs 75,000.

Null hypothesis: The
hypothesis which is initially
assumed to be true,
although it may in fact be
either true or false based on
the sample data.

Alternative
hypothesis: The hypothesis
concluded to be true if the
null hypothesis is rejected.
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• H0 : Older workers are more loyal to a company
H1 : Older workers may not be loyal to a company

Step 2: State the Level of Significance, ααααα (alpha)
The level of significance, usually denoted by α (alpha), is specified before the samples are
drawn, so that the results obtained should not influence the choice of the decision-
maker. It is specified in terms of the probability of null hypothesis H0 being wrong. In
other words, the level of significance defines the likelihood of rejecting a null hypothesis
when it is true, i.e. it is the risk a decision-maker takes of rejecting the null hypothesis when it is
really true. The guide provided by the staistical theory is that this probability must be
‘small’. Traditionally α = 0.05 is selected for consumer research projects,
α = 0.01 for quality assurance and α = 0.10 for political polling.

Step 3: Establish Critical or Rejection Region
The area under the sampling distribution curve of the test statistic is divided into two
mutually exclusive regions(areas) as shown in Fig. 10.1. These regions are called the
acceptance region and the rejection (or critical) region.

The acceptance region is a range of values of the sample statistic spread around the
null hypothesized population parameter. If values of the sample statistic fall within the limits
of acceptance region, the null hypothesis is accepted, otherwise it is rejected.

The rejection region is the range of sample statistic values within which if values of the
sample statistic falls (i.e. outside the limits of the acceptance region), then null hypothesis
is rejected.

The value of the sample statistic that separates the regions of acceptance and rejection
is called critical value.

The size of the rejection region is directly related to the level of precision to make
decisions about a population parameter. Decision rules concerning null hypothesis are
as follows:

• If prob (H0 is true) ≤ α, then reject  H0

• If prob (H0 is true) > α, then accept H0
In other words, if probability of H0 being true is less than or equal to the significance
level, α then reject H0, otherwise accept H0, i.e. the level of significance α is used as the cut-
off point which separates the area of acceptance from the area of rejection.

Step 4: Select the Suitable Test of Significance or Test Statistic
The tests of significance or test statistic are classified into two categories: parametric and
nonparametric tests. Parametric tests are more powerful because their data are derived
from interval and ratio measurements. Nonparametric tests are used to test hypotheses
with nominal and ordinal data. Parametric techniques are the tests of choice provided
certain assumptions are met. Assumptions for  parametric tests are as follows:

(i) The selection of any element (or member) from the population should not affect
the chance for any other to be included in the sample to be drawn from the
population.

(ii) The samples should be drawn from normally distributed propulations.
(iii) Populations under study should have equal variances.

Figure 10.1
Areas of Acceptance and Rejection of
H0 (Two-Tailed Test)

Rejection region: The
range of values that will
lead to the rejection of a
null hypothesis.

Critical value: A table value
with which a test statistic is
compared to determine
whether a null hypothesis
should be rejected or not.
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Nonparametric tests have few assumptions and do not specify normally distributed
populations or homogeneity of variance.
Selection of a test. For choosing a particular test of significance following three factors
are considered:

(a) Whether the test involves one sample, two samples, or k samples?
(b) Whether two or more samples used are independent or related?
(c) Is the measurement scale nominal, ordinal, interval, or ratio?

Further, it is also important to know: (i) sample size, (ii) the number of samples, and
their size, (iii) whether data have been weighted. Such questions help in selecting an
appropriate test statistic.

One- sample tests are used for single sample and to test the hypothesis that it comes
from a specified population. The following questions need to be answered before using
one sample tests:

• Is there a difference between observed frequencies and the expected frequencies
based on a statistical theory?

• Is there a difference between observed and expected proportions?
• Is it reasonable to conclude that a sample is drawn from a population with some

specified distribution (normal, Poisson, and so on)?
• Is there a significant difference betweeen some measures of central tendency and

its population parameter?
The value of test statistic is calculated from the distribution of sample statistic by

using the following formula

Test statistic = 
Value of sample statistic Value of hypothesized population parameter

Standard error of the sample statistic
−

The choice of a probability distribution of a sample statistic is guided by the sample
size n and the value of population standard deviation σ as shown in Table 10.1 and
Fig 10.2.

Table 10.1: Choice of Probability Distribution

Sample Size n Population Standard Deviation σ

Known Unknown

• n > 30 Normal distribution Normal distribution
• n ≤ 30, population Normal distribution t-distribution
 being assumed normal

Figure 10.2
Choice of the Test Statistic
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Step 5: Formulate a Decision Rule to Accept Null Hypothesis

Compare the calculated value of the test statistic with the critical value (also called standard
table value of test statistic). The decision rules for null hypothesis are as follows:

• Accept H0 if the test statistic value falls within the area of acceptance.

• Reject otherwise

In other words, if the calculated absolute value of a test statistic is less than or equal to its
critical (or table) value, then accept the null hypothesis, otherwise reject it.

10.5 DIRECTION OF THE HYPOTHESIS TEST

The location of rejection region (or area) under the sampling distribution curve
determines the direction of the hypothesis test, i.e. either lower tailed or upper tailed of
the sampling distribution of relevant sample statistic being tested. It indicates the range
of sample statistic values that would lead to a rejection of the null hypothesis. Figure
10.1, 10.3(a) and 10.3(b) illustrate the acceptance region and rejection region about a
null hypothesized population mean, µ value for three different ways of formulating the
null hypothesis..

(i) Null hypothesis and alternative hypothesis stated as

H0 : µ = µ0 and H1 : µ ≠ µ0

imply that the sample statistic values which are either significantly smaller than
or greater than the null hypothesized population mean, µ0 value will lead to
rejection of the null hypothesis. Hence, it is necessary to keep the rejection
region at ‘both tails’ of the sampling distribution of the sample statistic. This
type of test is called two-tailed test or non-directional test as shown in Fig. 10.1. If
the significance level for the test is α per cent,  then rejection region equal to α/
2 per cent is kept in each tail of the sampling distribution.

(ii) Null hypothesis and alternative hypothesis stated as

H0 : µ ≤ µ0 and H1 : µ > µ0 (Right-tailed test)

or H0 : µ ≥ µ0 and H1 : µ < µ0 (Left-tailed test)

imply that the value of sample statistic is either ‘higher than (or above)’ or ‘lower
than (or below)’ than the hypothesized population mean, µ0 value. This lead to
the rejection of null hypothesis for significant deviation from the specified value
µ0 in one direction (or tail) of the sampling distribution. Thus, the entire rejection
region corresponding to the level of significance, α per cent, lies only in one tail
of the sampling distribution of the sample statistic, as shown in Fig. 10.3(a)
and (b). This type of test is called one-tailed test or directional test.

Fig. 10.3: (a) H0 : µ  ≥  µ0; H1 : µ < µ0 , Left-tailed Test Fig. 10.3: (b) H0 : µ  ≤  µ0; H1 : µ > µ0, Right-tailed Test,

One-tailed test: The test of
a null hypothesis which can
only be rejected when the
sample test statistic value is in
one extreme end of the
sampling distribution.
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10.6 ERRORS IN HYPOTHESIS TESTING

Ideally the hypothesis testing procedure should lead to the acceptance of the null
hypothesis H0 when it is true, and the rejection of H0 when it is not. However, the
correct decision is not always possible. Since the decision to reject or accept a hypothesis
is based on sample data, there is a possibility of an incorrect decision or error. A decision-
maker may commit two types of errors while testing a null hypothesis. The two types of
errors that can be made in any hypothesis testing are shown in Table 10.2.

Table 10.2: Errors in Hypothesis Testing

Decision State of Nature

H0  is True H0 is False

Accept H0 Correct decision Type II error (β)
with confidence (1 – α)

Reject H0 Type I error (α) Correct decision (1 – β)

Type I Error This is the probability of rejecting the null hypothesis when it is true and some
alternative hypothesis is wrong. The probability of making a Type I error is denoted by
the symbol α. It is represented by the area under the sampling distribution curve over
the region of rejection.

The probability of making a Type I error, is referred to as the level of significance.
The probability level of this error is decided by the decision-maker before the hypothesis
test is performed and is based on his tolerence in terms of risk of rejecting the true
null hypothesis. The risk of making Type I error depends on the cost and/or goodwill
loss. The complement (1–α) of the probability of Type I error measures the probability
level of not rejecting a true null hypothesis. It is also referred to as confidence level.
Type II Error This is the probability of accepting the null hypothesis when it is false and some
alternative hypothesis is true. The probability of making a Type II is denoted by the
symbol β.

The probability of Type II error varies with the actual values of the population
parameter being tested when null hypothesis H0 is false. The probability of commiting a
Type II error depends on five factors: (i) the actual value of the population parameter,
being tested, (ii) the level of significance selected, (iii) type of test (one or two tailed test)
used to evaluate the null hypothesis, (iv) the sample standard deviation (also called
standard error) and (v) the size of sample.

A summary of certain critical values at various significance levels for test statistic z is
given in Table 10.3.

Table 10.3: Summary of Certain Critical Values for Sample Statistic z

Rejection Level of Significance, α per cent
Region

α = 0.10 α = 0.05 0.01 α = 0.005

One-tailed region ± 1.285 ± 1.645 ± 2.33 ± 2.58
Two-tailed region ± 1.645  ± 1.96 ± 2.58 ± 2.81

10.6.1 Power of a Statistical Test

Another way of evaluating the goodness of a statistical test is to look at the complement of
Type II error, which is stated as:

1 – β = P(reject H0 when H1 is true)
The camplement 1 – β of β, i.e. the probability of Type-II error, is called the power of

a statistical test because it measures the probability of rejecting H0 when it is true.
For example, suppose null and alternative hypotheses are stated as.

H0: µ = 80 and H1: µ = 80

Hypothesis testing: The
process of testing a statement
or belief about a population
parameter by the use of
information collected from a
sample(s).

Type I error: The probability
of rejecting a true null
hypothesis.

Level of significance: The
probability of rejecting a true
null hypothesis due to
sampling error.

Type II error: The
probability of accepting a false
null hypothesis.

Power of a test: The ability
(probability) of a test to
reject the null hypothesis
when it is false.
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Often, when the null hypothesis is false, another alternative value of the population
mean, µ is unknown. So for each of the possible values of the population mean µ, the
probability of committing Type II error for several possible values of µ  is required to be
calculated.

Suppose a sample of size n = 50 is drawn from the given population to compute the
probability of committing a Type II error for a specific alternative value of the population
mean, µ.  Let sample mean so obtained be x  = 71 with a standard deviation, s = 21. For
significance level, α = 0.05 and a two-tailed test, the  table value of z0.05 = ±1.96. But the
deserved value from sample data is

z =
x

x − µ
σ

 = 71 80
21 / 50

−  = – 3.03

Since zcal = – 3.03 value falls in the rejection region, the null hypothesis H0 is
rejected. The rejection of null hypothesis, leads to either make a correct decision or
commit a Type II error. If the population mean is actually 75 instead of 80, then the
probability of commiting a Type II error is determined by computing a critical region
for the mean cx . This value is used as the cutoff point between the area of acceptance and
the area of rejection. If for any sample mean so obtained is less than (or greater than for
right-tail rejection region), cx , then the null hypothesis is rejected. Solving for the
critical value of mean gives

zc = c

x

x − µ
σ

 or ± 1.96 = 
80

21 / 50
cx −

cx = 80 ±5.82 or 74.18 to 85.82

If µ = 75, then probability of accepting the false null hypothesis H0 : µ = 80 when
critical value is falling in the range cx  = 74.18 to 85.82 is calculated as follows:

z1 =
74.18 75
21 / 50

−
 = – 0.276

The area under normal curve for z1 = – 0.276 is 0.1064.

z2 =
85.82 75

21 50
−

 = 3.643

The area under normal curve for z2 = 3.643 is 0.4995
Thus the probability of committing a Type II error (β) falls in the region:

β = P(74.18 < cx < 85.82) = 0.1064 + 0.4995 = 0.6059
The total probability 0.6059 of committing a Type II error (β) is the area to the right of

cx  = 74.18 in the distribution. Hence the power of the test is 1 – β = 1 – 0.6059
= 0.3941 as shown in Fig. 10.4(b).

Figure 10.4 (a)
Sampling distribution with
H0 : µ = 80

Figure 10.4 (b)
Sampling distribution with
H0 : µ = 75
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To keep α or β low depends on which type of error is more costly. However, if both
types of errors are costly, then to keep both α and β low, then inferences can be made
more reliable by reducing the variability of observations. It is preferred to have large
sample size and a low α value.

Few relations between two errors α and β, the power of a test 1 – β, and the sample
size n are stated below:
(i) If α (the sum of the two tail areas in the curve) is increased, the shadded area

corresponding to β gets smaller, and vice versa.
(ii) The β value can be increased for a fixed α, by increasing the sample size n.
Special Case: Suppose hypotheses are defined as:

H0 : µ = 80 and H1 : µ < 80
Given n = 50, s = 21 and x = 71. For α = 0.05 and left-tailed test, the table value

z0.05 = –1.645. The observed z value from sample data is

z =
x

x − µ
σ

 = 
71 80
21 / 50

−
 = – 3.03

The critical value of the sample mean cx  for a given population mean µ = 80 is given by:

zc =
c

x

x − µ
σ  or –1.645 = 

80
21 / 50

cx −

cx = 75.115

Fig. 10.5 (a) shows that the distribution of values that contains critical value of mean
cx  = 75.115 and below which H0 will be rejected. Fig 10.5(b) shows the distribution of

values when the alternative population mean value µ = 78 is true. If H0 is false, it is not
possible to reject null hypothesis H0 whenever sample mean is in the acceptance region,
x  ≥ 75.151. Thus critical value is computed by extending it and solved for the area to
the right of cx  as follows:

z1 = c

x

x − µ
σ

 = 
−75.115 78

21 / 50
 = – 0.971

This value of z yields an area of 0.3340 under the normal curve. Thus the probability
= 0.3340+0.5000 = 0.8340 of committing a Type II error is all the area to right of

cx  = 75.115.

Remark In general, if alternative value of population mean µ is relatively more than its
hypothesized value, then probability of committing a Type II error is smaller compared
to the case when the alternative value is close to the hypothesized value. The probability
of committing a Type II error decreases as alternative values are greater than the
hypothesized mean of the population.

Figure 10.5 (a)
Sampling distribution with

H0 : µ = 80

Figure 10.5 (b)
Sampling distribution with

H0 : µ = 78
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C o n c e p t u a l  Q u e s t i o n s  10A

1. Discuss the difference in purpose between the estimation
of parameters and the testing of statistical hypothesis.

2. Describe the various steps involved in testing of hypothesis.
What is the role of standard error in testing of hypothesis?

[Delhi Univ., M.Com, 1999]
3. What do you understand by null hypothesis and level of

significance? Explain with the help of one example.
[HP Univ., MBA, 1996]

4. What is a test statistic? How is it used in hypothesis testing?
5. Define the term ‘level of significance’. How is it related to

the probability of committing a Type I error?
(a)  Explain the general steps needed to carry out a test of

any hypothesis.
(b) Explain clearly the procedure of testing hypothesis.

Also point out the assumptions in hypothesis testing
in large samples. [Kurukshetra Univ., MPWL, 1997]

6. This is always a trade-off between Type I and Type II
errors. Discuss. [Delhi Univ., MCom, 1999]

7. When should a one-tailed alternative hypothesis be used?
Under what circumstances is each type of test used?

8. Explain the general procedure for determining a critical
value needed to perform a test of a hypothesis.

9. What is meant by the terms hypothesis and a test of a
hypothesis?

10. Define the standard error of a statistic. How it is helpful in
testing of hypothesis and decision-making?

11. Define the terms ‘decision rule’ and ‘critical value’. What is
the relationship between these terms?

12. (a) How is power related to the probability of making a
Type II error?

(b) What is the power of a hypothesis test? Why is it
important.

(c) How can the power of a hypothesis test be increased
without increasing the sample size?

13. Write short notes on the following:
(a) Acceptance and rejection regions
(b) Type I and Type II errors
(c) Null and alternative hypotheses
(d) One-tailed and two-tailed tests

14. When planning a hypothesis test, what should be done  if
probabilities of both Type I and Type II are to be small

10.7 HYPOTHESIS TESTING FOR POPULATION PARAMETERS WITH LARGE

SAMPLES

Hypothesis testing involving large samples (n>30) is based on the assumption that the
population from which the sample is drawn has a normal distribution. Consequently the
sampling distribution of mean x  is also normal. Even if the population does not have a
normal distribution, the sampling distribution of mean x  is assumed to be normal due
to the central limit theorem because the sample size is large.

10.7.1 Hypothesis Testing for Single Population Mean

Two-tailed Test Let µ0 be the hypothesized value of the population mean to be tested. For
this the null and alternative hypotheses for two-tailed test are defined as:

H0 : µ = µ0 or µ – µ0 = 0
and H1 : µ ≠ µ0

If standard deviation σ of the population is known, then based on the central limit theorem,
the sampling distribution of mean x  would follow the standard normal distribution for
a large sample size. The z-test statistic is given by

Test-statistic: z =
x

x − µ
σ  = /

x
n

− µ
σ

In this formula, the numerator x  – µ, measures how far (in an absolute sense) the
observed sample mean x  is from the hypothesized mean µ. The denominator xσ  is the
standard error of the mean, so the z-test statistic represents how many standard errors x  is
from µ.

If the population standard deviation σ is not known, then a sample standard deviation s is
used to estimate σ. The value of the z-test statistic is given by

z = /
x
s n

− µ

The two rejection areas in two-tailed test are determined so that half the level of
significance, α/2 appears in each tail of the distribution of mean. Hence za/2 represents
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the standardized normal variate corresponding α/2 in both the tails of normal curve as
shown in Fig 10.1. The decision rule based on sample mean for the two-tailed test takes
the form:

• Reject H0 if zcal ≤ – zα/2 or zcal ≥ zα/2
• Accept H0 if – zα/2 < z < zα/2

where zα/2 is the table value (also called CV, critical value) of z at a chosen level of significance
α.
Left-tailed Test Large sample (n > 30) hypothesis testing about a population mean for a
left-tailed test is of the form

H0 : µ ≥ µ0 and H1 : µ < µ0

Test statistic: z = 
− µ

σ x

x
 = 

/
x

n
− µ

σ
Decision rule: • Reject H0 if zcal ≤ – zα (Table value of z at α)

• Accept H0 if zα/2 z > –zα
Right-tailed Test Large sample (n > 30) hypothesis testing about a population mean for a
right-tailed test is of the form

H0 : µ≤ µ0 and H1 : µ > µ0  (Right-tailed test)

Test statistic: z = 
x

x − µ
σ

 = 
/

x
n

− µ
σ

Decision rule: • Reject H0 if zcal ≥ zα (Table value of z at α)
• Accept H0 if zcal < zα

10.7.2 Relationship between Interval Estimation and Hypothesis Testing

Consider following statements of null and alternative hypothesis:
• H0 : µ = µ0 and H1 : µ ≠ µ0 (Two-tailed test)
• H0 : µ ≤ µ0 and H1  : µ > µ0 (Right-tailed test)
• H0 : µ ≥ µ0 and H1  : µ < µ0 (Left-tailed test)
The following are the confidence intervals in all above three cases where hypothesized

value µ0 of population mean, µ is likely to fall. Accordingly, the decision to accept or
reject the null hypothesis will be taken.

Two-tailed test Two critical values CV1 and CV2 one for each tail of the sampling distribution
is computed as follows:

(a) Known σ  (b) Unknown σ

Normal population : Any sample Any population : Large sample
size, n size, n

Any population : Large sample
size n

CV1 = µ0 – zα/2 xσ CV1 = µ0 – zα/2 xs

CV2 = µ0 + zα/2 xσ CV2 = µ0 + zα/2 xs

where xσ  = σ/ n xs  = s/ n

Decision rule: • Reject H0 when x  ≤ CV1 or x  ≥ CV2.
• Accept H0 when CV1 < x  < CV2

Left-tailed test The critical value for left tail of the sampling distribution is computed as
follows:

Two-tailed test: The test of
a null hypothesis which can
be rejected when the sample
statistic is in either extreme
end of the sampling
distribution.
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(a)  Known σ  (b) Unknown σ

Normal population : Any sample Any population : Large sample
size, n size, n

Any population : Large sample
size, n

CV = µ0 – zα xσ CV = µ0 – zα xs

Decision rule: • Reject H0 when  x  ≤ CV

• Accept H0 when x > CV

Right-tailed test The critical value for right tail of the sampling distribution is computed
as follows:

(a) Known σ  (b) Unknown σ

Normal population : Any sample Any population : Large sample
size, n size, n

Any population : Large sample
size, n

CV = µ0 + zα xσ CV = µ0 + zα xs

Decision rule : • Reject H0 when  x  ≥ CV

• Accept H0 when x  < CV

Example 10.1: Individual filing of income tax returns prior to 30 June had an average
refund of Rs 1200. Consider the population of ‘last minute’ filers who file their returns
during the last week of June. For a random sample of 400 individuals who filed a return
between 25 and 30 June, the sample mean refund was Rs 1054 and the sample standard
deviation was Rs 1600. Using 5 per cent level of significance, test the belief that the
individuals who wait until the last week of June to file their returns to get a higher
refund than early the filers.
Solution: Since population standard deviation is not given, the standard error must be
estimated with xs . Let us take the null hypothesis H0 that the individuals who wait until
the last week of June to file their returns get a higher return than the early filers, that is,

H0 : µ ≥ 1200 and H1 : µ < 1200 (Left-tailed test)

Given, n = 400, s = 1600, x  = 1054, α = 5%. Thus using the z-test statistic

z = 
/

x
s n

− µ
 = 

1054 1200
1600/ 400

−
 = – 

146
80  = –1.825

Since the calculated value zcal = – 1.825 is less than its critical value zα = –1.645 at
α = 0.05 level of significance, the null hypothesis, H0 is rejected, as shown in Fig. 10.6.
Hence, we conclude that individuals who wait until the last week of June are likely to
receive a refund of less than Rs 1200.

Alternative approach: CV = µ0 – zα xσ  = 1200 – 1.645× (1600 / 400)
= 1200 – 131.6 = 1068.4

Since x (= 1054) < CV(= 1068.4), the null hypothesis H0 is rejected

Figure 10.6
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Example 10.2: A packaging device is set to fill detergent powder packets with a mean
weight of 5 kg, with a standard deviation of 0.21 kg. The weight of packets can be assumed
to be normally distributed. The weight of packets is known to drift upwards over a
period of time due to machine fault, which is not tolerable. A random sample of 100
packets is taken and weighed. This sample has a mean weight of 5.03 kg. Can we conclude
that the mean weight produced by the machine has increased? Use a 5 per cent level of
significance.
Solution: Let us take the null hypothesis H0 that mean weight has increased, that is,

H0 : µ ≥ 5 and H1 : µ < 5

Given n=100, x =5.03 kg, σ=0.21 kg and α=5 per cent. Thus using the z-test statistic

z = 
/

x
n

− µ
σ

 = 
5.03 5

0.21 100
−

 = 
0.03

0.021
 = 1.428

Since calculated value zcal = 1.428 is less than its critical value zα = 1.645 at
α = 0.05, the null hypothes, H0 is accepted as shown in Fig. 10.4. Hence we conclude
that mean weight is likely to be more than 5 kg.

Alternative approach: CV = µ0 + zα xσ  = 5+1.645× (0.21 / 100)
= 5 + 0.034 = 5.034

Since x (= 5.03) < CV(= 5.034), H0 is accepted.

Example 10.3: The mean life time of a sample of 400 fluorescent light bulbs produced
by a company is found to be 1600 hours with a standard deviation of 150 hours. Test the
hypothesis that the mean life time of the bulbs produced in general is higher than the
mean life of 1570 hours at α = 0.01 level of significance.
Solution: Let us take the null hypothesis that mean life time of bulbs is not more than
1570 hours, that is

H0 : µ ≤ 1570 and H1 : µ > 1570 (Right-tailed test)
Given n = 400, x =1600 hours, s = 150 hrs and α = 0.01. Thus using the z-test statistic.

z = 
x

x − µ
σ

 = 
/

x
s n

− µ
 = 

1600 1570
150/ 400

−
 = 

30
7 5.

 = 4

Since the calculated value zcal = 4 is more than its critical value zα = ± 2.33, the H0
is rejected. Hence, we conclude that the mean lifetime of bulbs produced by the company
may be higher than 1570 hours.

Alternatively approach: CV = µ0 + zα xs  = 1570 + 2.33× (150 / 400)
= 1570 + 17.475 = 1587.475

Since x (= 1600) > CV(= 1587.47), the null hypothesis H0 is rejected.

Example 10.4: A continuous manufacturing process of steel rods is said to be in ‘state of
control’ and produces acceptable rods if the mean diameter of all rods procuced is 2
inches. Although the process standard deviation exhibits stability over time with standard
deviation, σ = 0.01 inch. The process mean may vary due to operator error or problems
of process adjustment. Periodically, random samples of 100 rods are selected to determine
whether the process is producing acceptable rods. If the result of a test indicates that the
process is out of control, it is stopped and the source of trouble is sought. Otherwise, it

Figure 10.7
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is allowed to continue operating. A random sample of 100 rods is selected resulting in a
mean of 2.1 inches. Test the hypothesis to determine whether the process be continued.
Solution: Since rods that are either too narrow or too wide are unacceptable, the low
values and high values of the sample mean lead to the rejection of the null hypothesis.
Consider the null hypothesis H0, that the process may be allowed to continue when
diameter is 2 inches. Consequencly, rejection region is on both tails of the sampling
distribution. The null and alternative hypotheses are stated as follows:

H0 : µ = 2 inches, (continue process)
H1 : µ ≠ 2 inches, (stop the process)

Given n = 100, x  = 2.1, σ = 0.01, α = 0.01. Using the z-test statistic

z = 
x

x − µ
σ

 = 
/

x
n

− µ
σ

 = 
2.1 2

0.01 / 100
−

 = 0.1
0.001

 = 100

Since zcal=100 value is more than its critical value zα/2 = 2.58 at α = 0.01, the null
hypothesis, H0 is rejected. Thus stop the process in order to determine the source of
trouble.

Alternative approach: CV1 = µ0 – zα/2 xσ  = µ0 – zα/2 ( / )nσ

= 2 – 2.58× (0.01 / 100)  = 2 – 0.003 = 1.997

CV2 = µ0 + zα/2 xσ  = 2 + 2.58× (0.01 / 100)

= 2+0.003 = 2.003

Since x (= 2.1) ≥ CV2(= 2.003), the null hypothesis is rejected.

Example 10.5: An ambulance service claims that it takes, on the average 8.9 minutes to
reach its destination in emergency calls. To check on this claim, the agency which licenses
ambulance services has then timed on 50 emergency calls, getting a mean of 9.3 minutes
with a standard deviation of 1.8 minutes. Does this constitute evidence that the figure
claimed is too low at the 1 per cent significance level?
Solution: Let us consider the null hypothesis H0 that ‘the claim is same as observed’ and
alternative hypothesis is ‘claim is different than observed’. These two hypotheses are
written as:

H0 : µ = 8.9 and H1 : µ ≠ 8.9

Given n = 50, x  = 9.3, and s = 1.8. Using the z-test statistic, we get

z = 
x

x
s
− µ

 = 
/

x
s n

− µ
 = 

9.3 8.9
1.8 / 50

−
 = 

0.4
0.254

 = 1.574

Since zcal = 1.574 in less than its critical value zα/2 = ±2.58, at α = 0.01, the null
hypothesis is accepted. Thus, there is no difference between the average time observed
and claimed.

10.7.3 p – Value Approach to Test Hypothesis of Single Population Mean

The p-value is another approach for hypothesis testing of population mean based on a
large sample. This is often referred to as the observed significance level, that is, the smallest
significance level α for which null hypothesis H0 can be rejected. It is the actual risk of
committing Type I error when the null hypothesis, H0 is rejected based on the observed
value of the test statistic. The p-value measures the strength of evidence against H0, i.e. a
p-value is a way to express the likelyhood that H0 is not ture. In other words, p-value is the
probability of observing a sample value as extreme as or more extreme than, the value of test
statistic, given that the null hypothesis H0 is true. The advantage of this approach is that the
p-value can be compared directly to the level of significance α.

The decision rules for accepting or rejecting a null hypothesis based on the p-value
are as follows:
(i) For a left-tailed test, the p-value is the area to the left of the calculated value of the test

statistic. For instance, if zcal = – 1.76, then the area to the left of it is 0.5000 – 0.4608
= 0.0392 or the p-value is 3.92 per cent

p-value: The probability of
getting the sample statistic or
a more extreme value, when
null hypothesis is true.
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(ii) For right-tailed test, the p-value is the area to the right of the calculated value of the
test statistic. For instance, if zcal = +2.00, then the area to the right of it is 0.5000 –
0.4772 = 0.0228, or the p value is 2.28 per cent.

Thus the decision rules for left-tailed test and right-tailed test are as under.
• Reject H0 if p-value ≤ α
• Accept H0 if p-value > α

(iii) For a two-tailed test, the p-value is twice the tail area. If the calculated value of the
test statistic falls in the left tail (or right tail), then the area to the left (or right) of the
calculated value is multiplied by 2.

Example 10.6: An auto company decided to introduce a new six cylinder car whose
mean petrol consumption is claimed to be lower than that of the existing auto engine. It
was found that the mean petrol consumption for 50 cars was 10 km per litre with a
standard deviation of 3.5 km per litre. Test for the company at 5 per cent level of
significance, the claim that in the new car petrol consumption is 9.5 km per litre on the
average. [HP Univ., MBA, 1989]
Solution: Let us assume the null hypothesis H0 that there is no significant difference
between the company’s claim and the sample average value, that is,

H0 : µ = 9.5 km/litre and H1 : µ ≠ 9.5 km/litre

Given x  = 10, n = 50, s = 3.5, and zα/2 = 1.96 at α = 0.05 level of significance.
Thus using the z-test statistic

z =
x

x − µ
σ

 = 
/

x
s n

− µ
 = 

10 9.5
3.5/ 50

−
 = 1.010

Since zcal = 1.010 is less than its critical value zα/2 = 1.96 at α = 0.05 level of
significance, the null hypothesis is accepted. Hence we can conclude that the new car’s
petrol consumption is 9.5 km/litre.

The p - value approach The null hypothesis accepted H0 because zcal = 1.010 lies in the
acceptance region. The probability of finding zcal = 1.010 or more is 0.3437 (from normal
table). The p-value is the area to the right as well as left of the calculated value of z-test
statistic (for two-tailed test). Since zcal = 1.010, then the area to its right is 0.5000
– 0.3437 = 0.1563 as shown in Fig. 10.8.

Since it is the two-tailed test, p-value becomes 2(0.1563)=0.3126. Since 0.3126 >
α=0.05, null hypothesis H0 is accepted.

10.7.4 Hypothesis Testing for Difference between Two Population Means

If we have two independent populations each having its mean and standard deviation as:

Population Mean Standard Deviation

1 µ1 σ1
2 µ2 σ2

then we can extend the hypothesis testing concepts developed in the previous section to
test whether there is any significant difference between the means of these populations.

Let two independent random samples of large size n1 and n2 be drawn from the first
and second population, respectively. Let the sample means so calculated be 1x  and 2x .

Figure 10.8
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The z-test statistic used to determine the difference between the population means
(µ1 – µ2) is based on the difference between the sample means ( 1x – 2x ) because sampling
distribution of 1x – 2x  has the property E( 1x  – 2x ) = (µ1 – µ2). This test statistic will follow
the standard normal distribution for a large sample due to the central limit theorem. The
z-test statistic is

Test statistic: z = 
1 2

1 2 1 2( ) ( )

x x

x x

−

− − µ − µ
σ

 = 1 2 1 2
22
21

1 2

( ) ( )x x

n n

− − µ − µ
σσ +

where
1 2x x−σ = standard error of the statistic ( 1 2x x− )

1 2x x− = difference between two sample means, that is, sample statistic
µ1 – µ2 = difference between population means, that is, hypothesized

population parameter
If σ2

1 = σ2
2, the above formula algebrically reduces to:

z =
( ) ( )1 2 1 2

1 2

1 1
x x

n n

− − µ − µ

σ +

If the standard deviations σ1 and σ2 of each of the populations are not known, then we
may estimate the standard error of sampling distribution of the sample statistic 1 2x x−
by substituting the sample standard deviations s1 and s2 as estimates of the population
standard deviations. Under this condition, the standard error of 1 2x x−  is estimated as:

sx x1 2− =
22
21

1 2

ss
n n

+

The standard error of the difference between standard deviation of sampling distribution is
given by

1 2σ − σσ =
22
21

1 22 2n n
σσ

+

The null and alternative hypothesis are stated as:
Null hypothesis : H0 : µ1 – µ2 = d0
Alternative hypothesis :

One-tailed Test Two-tailed Test

H1 : (µ1 – µ2) > d0 H1 : (µ1 – µ2) ≠ d0
H1 : (µ1 – µ2) < d0

where d0 is some specified difference that is desired to be tested. If there is no difference
between µ1 and µ2, i.e. µ1 = µ2, then d0 = 0.

Decision rule: Reject H0 at a specified level of significance α when

One-tailed test Two-tailed test

• zcal > zα • zcal > zα/2 or zcal < – zα/2
[or z < –za when
H1 : µ1 – µ2 < d0

• When p-value < α

Example 10.7: A firm believes that the tyres produced by process A on an average last
longer than tyres produced by process B. To test this belief, random samples of tyres
produced by the two processes were tested and the results are:

Process Sample Size Average Lifetime Standard Deviation
(in km) (in km)

A 50 22,400 1000
B 50 21,800 1000



C H A P T E R  10 HYPOTHESIS TESTING 343

Is there evidence at a 5 per cent level of significance that the firm is correct in its
belief ?
Solution: Let us take the null hypothesis that there is no significant difference in the
average life of tyres produced by processes A and B, that is,

H0 : µ1 = µ2 or µ1 – µ2 = 0 and H1 : µ1 ≠ µ2

Given, 1x =22,400 km, 2x = 21,800 km, σ1 = σ2 = 1000 km, and n1 = n2 = 50. Thus
using the z-test statistic

z =
1 2

1 2 1 2( ) ( )

x x

x x

−

− − µ − µ
σ

 = 
1 2

1 2

x x

x x

−

−
σ

 = 1 2
22
21

1 2

x x

n n

−
σσ +

=
2 2

22,400 21,800

(1000) (1000)
50 50

−

+
 = 

600
20,000 20,000+

 = 
600
200

 = 3

Since the calculated value zcal =3 is more than its critical value zα/2 = ±1.645 at
α = 0.05 level of significance, therefore H0 is rejected. Hence we can conclude that the
tyres produced by process A last longer than those produced by process B.

The p – value approach:
p-value = P(z > 3.00) + P(z < –3.00) = 2 P(z > 3.00)

= 2(0.5000 – 0.4987) = 0.0026
Since p-value of 0.026 is less than specified significance level α = 0.05, H0 is rejected.

Example 10.8: An experiment was conducted to compare the mean time in days required
to recover from a common cold for person given daily dose of 4 mg of vitamin C versus
those who were not given a vitamin supplement. Suppose that 35 adults were randomly
selected for each treatment category and that the mean recovery times and standard
deviations for the two groups were as follows:

Vitamin C No Vitamin Supplement

Sample size 35 35
Sample mean 5.8 6.9
Sample standard
deviation 1.2 2.9

Test the hypothesis that the use of vitamine C reduces the mean time required to recover
from a common cold and its complications, at the level of significance α = 0.05.
Solution: Let us take the null hypothesis that the use of vitamin C reduces the mean time
required to recover from the common cold, that is

H0 : (µ1 – µ2) ≤ 0 and H1 : (µ1 – µ2) > 0

Given n1 = 35, 1x  = 5.8, s1 = 1.2 and n2 = 35, 2x  = 6.9, s2 = 2.9. The level of
significance, α=0.05. Substituting these values into the formula for z-test statistic, we get

z =
( ) ( )

1 2

1 2 1 2

x x

x x

−

− − µ − µ
σ

 = 1 2
22
21

1 2

x x

ss
n n

−

+

=
2 2

5.8 6.9

(1.2) (2.9)
35 35

−

+
 = 

1.1
0.041 0.240

−
+

 = 1.1
0.530

−  = – 2.605

Using a one-tailed test with significance level α = 0.05, the critical value  is
zα = 1.645. Since zcal < zα (= 1.645), the null hypothesis H0 is rejected. Hence we can
conclude that the use of vitamic C does not reduce the mean time required to recover
from the common cold.

Example 10.9: The Educational Testing Service conduced a study to investigate difference
between the scores of female and male students on the Mathematics Aptitude Test. The
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study identified a random sample of 562 female and 852 male students who had achieved
the same high score on the mathematics portion of the test. That is, the female and male
students viewed as having similar high ability in mathematics. The verbal scores for the
two samples are given below:

Female Male

Sample mean 547 525
Sample stundard
deviation 83 78

Do the data support the conclusion that given populations of female and male students
with similar high ability in mathematics, the female students will have a significantly
high verbal ability? Test at α = 0.05 significance level. What is your conclusion?

[Delhi Univ., MBA, 2003]
Solution: Let us take the null hypothesis that the female students have high level verbal
ability, that is,

H0 : (µ1 – µ2) ≥ 0 and H1 : (µ1 – µ2) < 0
Given, for female students: n1 = 562, 1x  = 547, s1 = 83, for male students: n2 = 852,

2x  = 525, s2 = 78, and α = 0.05.
Substituting these values into the z-test statistic, we get

z =
( ) ( )1 2 1 2

22
21

1 2

x x

ss
n n

− − µ − µ

+
 = 

( ) ( )22

547 525

7883
562 852

−

+

=
22

12.258 7.140+
 = 

22
19.398

 = 22
4.404

 = 4.995

Using a one-tailed test with α=0.05 significance level, the critical value of z-test
statistic is zα = ± 1.645. Since zcal = 4.995 is more than the critical value zα = 1.645, null
hypothesis, H0 is rejected. Hence, we conclude that there is no sufficient evidence to
declare that difference between verbal ability of female and male students is significant

Example 10.10: In a sample of 1000, the mean is 17.5 and the standard deviation is 2.5.
In another sample of 800, the mean is 18 and the standard deviation is 2.7. Assuming
that the samples are independent, discuss whether the two samples could have come
from a population which have the same standard deviation.

[Saurashtra Univ., BCom, 1997]
Solution: Let us take the hypothesis that there is no significant difference in the standard
deviations of the two samples, that is, H0 : σ1 = σ2 and H1 : σ1 ≠ σ2.

Given, σ1 = 2.5, n1 = 1000 and σ2 = 2.7, n2 = 800. Thus we have

Standard error, 
1 2σ − σσ =

22
21

1 12 2n n
σσ

+

=
2 2(2.5) (2.7)

2000 1600
+  = 

6.25 7.29
2000 1600

+  = 0.0876

Applying the z-test statistic, we have

z =
1 2

1 2

σ − σ

σ − σ
σ

 = 
2.7 2.5
0.0876

−
 = 0.2

0.0876
 = 2.283

Since the zcal = 2.283 is more than its critical value z = 1.96 at α = 5 per cent, the
null hypothesis H0 is rejected. Hence we conclude that the two samples have not come
from a population which has the same standard deviation.

Example 10.11: The mean production of wheat from a sample of 100 fields is 200 lbs
per acre with a standard deviation of 10 lbs. Another sample of 150 fields gives the mean
at 220 lbs per acre with a standard deviation of 12 lbs. Assuming the standard deviation
of the universe as 11 lbs, find at 1 per cent level of significance, whether the two results
are consistent. [Punjab Univ., MCom, Mangalore MBA, 1996]
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Solution: Let us take the hypothesis that the two results are consistent, that is
H0 : σ1 = σ2 and H1 : σ1 ≠ σ2.

Given σ1 = σ2 = 11, n1=100, n2=150. Thus

σσ
1

– σ
2

=
2

1 2

1 1
2 n n

 σ + 
 

 = 
2(11) 1 1

2 100 150
 +  

 = 1.004

Applying the z-test statistic we have

z =
1 2

1 2

σ − σ

σ − σ
σ

 = 10 12
1.004

−  = – 2
1.004

 = – 1.992

Since the zcal = – 1.992 is more than its critical value z = – 2.58 at α = 0.01, the null
hypothesis is accepted. Hence we conclude that the two results are likely to be consistent.

S e l f-P r a c t i c e  P r o b l e m s  10A

10.1 The mean breaking strength of the cables supplied by
a manufacturer is 1800 with a standard deviation of
100. By a new technique in the manufacturing process
it is claimed that the breaking strength of the cables has
increased. In order to test this claim a sample of 50
cables is tested. It is found that the mean breaking
strength is 1850. Can we support the claim at a 0.01
level of significance?

10.2 A sample of 100 households in a village was taken and
the average income was found to be Rs 628 per month
with a standard deviation of Rs 60 per month. Find the
standard error of mean and determine 99 per cent
confidence limits within which the income of all the people
in this village are expected to lie. Also test the claim that
the average income was Rs 640 per month.

10.3 A random sample of boots worn by 40 combat soldiers
in a desert region showed an average life of 1.08 years
with a standard deviation of 0.05. Under the standard
conditions, the boots are known to have an average life
of 1.28 years. Is there reason to assert at a level of
significance of 0.05 that use in the desert causes the
mean life of such boots to decrease?

10.4 An ambulance service claims that it takes, on an average,
8.9 minutes to reach its destination in emergency calls.
To check on this claim, the agency which licenses
ambulance services had them timed on 50 emergency
calls, getting a mean of 9.3 minutes with a standard
deviation of 1.8 minutes. At the level of significance of
0.05, does this constitute evidence that the figure claimed
is too low?

10.5 A sample of 100 tyres is taken from a lot. The mean life
of the tyres is found to be 39,350 km with a standard
deviation of 3260 km. Could the sample come from a
population with mean life of 40,000 km? Establish
99 per cent confidence limits within which the mean life
of the tyres is expected to lie.

[Delhi Univ., BA(H) Eco., 1996]
10.6 A simple sample of the heights of 6400 Englishmen

has a mean of 67.85 inches and a standard deviation of
2.56 inches, while a simple sample of heights of 1600

Austrians has a mean of 68.55 inches and a standard
deviation of 2.52 inches. Do the data indicate that the
Austrians are on the average taller than the Englishmen?
Give reasons for your answer.

[MD Univ., MCom, 1998; Kumaon Univ., MBA, 1999]
10.7 A man buys 50 electric bulbs of ‘Philips’ and 50 electric

bulbs of ‘HMT’. He finds that ‘Philips’ bulbs gave an
average life of 1500 hours with a standard deviation of
60 hours and ‘HMT’ bulbs gave an average life of 1512
hours with a standard deviation of 80 hours. Is there a
significant difference in the mean life of the two makes
of bulbs?

[MD Univ., MCom, 1998; Kumaon Univ., MBA, 1999]
10.8 Consider the following hypothesis:

H0 : µ = 15 and H1 : µ ≠ 15
A sample of 50 provided a sample mean of 14.2 and
standard deviation of 5. Compute the p-value, and
conclude about H0 at the evel of significance 0.02.

10.9 A product is manufactured in two ways. A pilot test on
64 items from each method indicates that the products
of method 1 have a sample mean tensile strength of
106 lbs and a standard deviation of 12 lbs, whereas in
method 2 the corresponding values of mean and
standard deviation are 100 lbs and 10 lbs, respectively.
Greater tensile strength in the product is preferable.
Use an appropriate large sample test of 5 per cent level
of significance to test whether or not method 1 is better
for processing the product. State clearly the null
hypothesis. [Delhi Univ., MBA, 2003]

10.10 Two types of new cars produced in India are tested for
petrol mileage. One group consisting of 36 cars
averaged 14 kms per litre. While the other group
consisting of 72 cars averaged 12.5 kms per litre.
(a) What test-statistic is appropriate if σ1

2 = 1.5 and
 σ2

2 = 2.0?
(b) Test whether there exists a significant difference in

the petrol consumption of these two types of cars.
(use α = 0.01) [Roorkee Univ., MBA, 2000]
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H i n t s  a n d  A n s w e r s

10.1 Let H0 : µ = 1800 and H1 : µ ≠ 1800 (Two-tailed test)

Given x  = 1850, n = 50, σ = 100, zα = ± 2.58 at
α = 0.01 level of significance

z = 
/

x
n

− µ
σ

 = 
1850 1800
100 / 50

−
 = 3.54

Since zcal (= 3.54) > zα (= 2.58), reject H0. The breaking
strength of the cables of 1800 does not support the
claim.

10.2 Given n = 100, σ = 50 ; σ x  = 
σ
n

 = 
50
100

 = 5.

Confidence interval at 99% is: x  ± zα σ x  = 628 ± 2.58
(5) = 628 ± 12.9; 615.1 ≤ µ ≤ 640.9
Since hypothesized population mean µ = 640 lies in the
this interval, H0 is accepted.

10.3 Let H0 : µ = 1.28 and H1 : µ < 1.28 (One-tailed test)

Given n = 40, x  = 1.08, s = 0.05, zα = ± 1.645 at
α = 0.05 level of significance

z = 
x
s n

− µ
 = 

1.08 1.28
0.05 / 40

−
 = – 28.57

Since zcal (= – 28.57) < zα/2 = – 1.64, H0 is rejected.
Mean life of the boots is less than 1.28 and affected by
use in the desert.

10.4 Let H0 : µ = 8.9 and H1 : µ ≠ 8.9 (Two-tail test)
Given n = 50, x  = 9.3, s = 1.8, zα/2 = ± 1.96 at
α = 0.05 level of significance

z = 
/

x
s n

− µ
 = 

9.3 8.9
1.8 / 50

−
 = 1.574

Since zcal (= 1.574) < zα/2 (= 1.96) , H0 is accepted, that
is, claim is valid.

10.5 Let H0 : µ = 40,000 and H1 : µ ≠ 40,000 (Two-tail test)
Given n = 100, x  = 39,350, s = 3,260, and zα/2 =
± 2.58 at α = 0.01  level of significance

z = 
/

x
s n

− µ
 = 

39,350 40,000
3260 / 100

−
 = –1.994

Since zcal (= –1.994) > zα/2 (= – 2.58), H0 is accepted.
Thus the difference in the mean life of the tyres could
be due to sampling error.

10.6 Let H0 : µ1 = µ2 and H1 : µ1 > µ2; µ1 and µ2 = mean
height of Austrians and Englishmen, respectively.

Given, Austrian : n1 = 1600, 1x  = 68.55, s1 = 2.52 and
Englishmen; n2 = 6400, 2x  = 67.85, s2 = 2.56

z = 
−

−
σ

1 2

1 2

x x

x x
 = 

−

+

1 2

22
21

1 2

x x

ss
n n

= 
−

+
2 2

68.55 67.85

(2.52) (2.56)
1600 6400

 = 9.9

Since zcal = 9.9 > zα (= 2.58) for right tail test, H0 is
rejected.  Austrian’s are on the average taller than the
Englishmen.

10.7 Let H0 : µ1 = µ2 and H1 : µ1 ≠ µ2; µ1 and µ2 = mean life
of Philips and HMT electric bulbs, respectively

Given, Philips : n1 = 50, 1x  = 1500, s1 = 60 and HMT:
n2 = 50, 2x  = 1512, s2 = 80

z = 
−

+

1 2

22
21

1 2

x x

ss
n n

 = 
−

+
2 2

1500 1512

(60) (80)
50 50

= –
12

14.14
 = – 0.848

Since zcal (= – 0.848) > zα/2 (= – 2.58) at α = 0.01 level
of significance, H0 is accepted. Mean life of the two
makes is almost the same, difference (if any) is due to
sampling error.

10.8 Given n = 50, x  = 14.2, s = 5, and α = 0.02

z = 
/

x
s n

− µ
 = 

14.2 15
5 / 50

−
 = – 1.13

Table value of z = 1.13 is 0.3708. Thus p-value =
2 (0.5000 – 0.3708) = 0.2584. Since p-value > α,
H0 is accepted.

10.9 Let H0 : µ1 = µ2 and H1 : µ1 > µ2 ; µ1 and µ2 = mean life
of items produced by Method 1 and 2, respectively.

Given, Method 1: n1 = 64, 1x  = 106, s1 = 12 ; Method
2: n2 = 64, 2x  = 100, s2 = 10

z = 1 2

22
21

1 2

x x

ss
n n

−

+
 = 

−

+
2 2

106 100

(12) (10)
64 64

 = 3.07

Since zcal (= 3.07) > zα (= 1.645) for a right-tailed test,
H0 is rejected. Method 1 is better than Method 2.

10.10 Let H0 : µ1 = µ2 and H1 : µ1 ≠ µ2 ; µ1 and µ2 = mean
petrol mileage of two types of new cars, respectively

Given n1 = 36, x1 = 14, σ2
1 = 1.5 and n2 = 72,

x2  = 12.5, σ2
2 = 2.0

z = 1 2

22
21

1 2

x x

n n

−
σσ +

 = 
−

+

14 12.5
1.5 2
36 72

 = 1.5
0.2623

= 5.703

Since zcal (= 5.703) > zα/2 (= 2.58) at α = 0.01 level of
significance, H0 is rejected. There is a significant
difference in petrol consumption of the two types of
new cars.
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10.8 HYPOTHESIS TESTING FOR SINGLE POPULATION PROPORTION

Sometimes instead of testing a hypothesis pertaining to a population mean, a population
proportion (a fraction, ratio or percentage) p of values that indicates the part of the
population or sample having a particular attribute of interest is considered. For this, a
random sample of size n is selected to compute the proportion of elements having a
particular attribute of interest (also called success) in it as follows:

p =
Number of successes in the sample

Sample size
 = x

n
The value of this statistic is compared with a hypothesized population proportion p0

so as to arrive at a conclusion about the hypothesis.
The three forms of null hypothesis and alternative hypothesis pertaining to the

hypothesized population proportion p are as follows:

Null hypothesis Alternative hypothesis

• H0 : p = p0 H1 : p ≠ p0 (Two-tailed test)
• H0 : p ≥ p0 H1 : p < p0 (Left-tailed test)
• H0 : p ≤ p0 H1 : p > p0 (Right-tailed test)

To conduct a test of a hypothesis, it is assumed that the sampling distribution of a
proportion follows a standardized normal distribution. Then, using the value of the
sample proportion p  and its standard deviation pσ , we compute a value for the z-test
statistic as follows:

Test statistic z = 0

p

p p−
σ

 = 0

0 0(1 )
p p

p p
n

−
−

The comparison of the z-test statistic value to its critical (table) value at a given level
of significance enables us to test the null hypothesis about a population proportion
based on the difference between the sample proportion p  and the hypothesized population
proportion.

Decision rule: Reject H0 when

One-tailed test Two-tailed test

• zcal > zα or zcal < –zα • zcal > zα/2 or zcal < –zα/2
 when H1 : p < p0

• p-value < α

10.8.1 Hypothesis Testing for Difference Between Two Population Proportions

Let two independent populations each having proportion and standard deviation of an
attribute be as follows:

Population Proportion Standard Deviation

1 p1 σp1
2 p2 σp2

The hypothesis testing concepts developed in the previous section can be extended
to test whether there is any difference between the proportions of these populations. The
null hypothesis that there is no difference between two population proportions is stated
as:

H0 : p1 = p2 or p1 – p2 = 0 and H1 : p1 ≠ p2

The sampling distribution of difference in sample proportions p  – p 2 is based on the
assumption that the difference between two population proportions, p1 – p2 is normally
distributed. The standard deviation (or error) of sampling distribution of p1 – p2 is given by
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1 2p p−σ = 2 21 1

1 2

(1 )(1 ) p pp p
n n

−− + ; q1 = 1 – p1 and q2 = 1 – p2

where the difference p 1 – p 2 between sample proportions of two independent simple
random samples is the point estimator of the difference between two population
proportions. Obviously expected value, E( p 1 – p 2) = p1 – p2.

Thus the z-test statistic for the difference between two population proportions is
stated as:

z =
1 2

1 2 1 2( ) ( )

p p

p p p p

−

− − −
σ

 = 
1 2

1 2

p p

p p

−

−
σ

Invariably, the standard error 
1 2p p−σ  of difference between sample proportions is not

known. Thus when a null hypothesis states that there is no difference between the
population proportions, we combine two sample proportions 1p  and 2p  to get one
unbiased estimate of population proportion as follows:

Pooled estimate p = 1 1 2 2

1 2

n p n p
n n

+
+

The z-test statistic is then restated as:

z =
1 2

1 2

p p

p p
s −

−
; 

1 2p ps − = 
1 2

1 1
(1 )p p

n n
 

− + 
 

Example 10.12: An auditor claims that 10 per cent of customers’ ledger accounts are
carrying mistakes of posting and balancing. A random sample of 600 was taken to test the
accuracy of posting and balancing and 45 mistakes were found. Are these sample results
consistent with the claim of the auditor? Use 5 per cent level of significance.
Solution: Let us take the null hypothesis that the claim of the auditor is valid, that is,

H0 : p=0.10 and H1 : p ≠ 0.10 (Two-tailed test)

Given p  = 45/600 = 0.075, n = 600, and α = 5 per cent. Thus using the z-test statistic

z = 0

p

p p−
σ

 = 
0.075 0.10
0.10 0.90

600

−
×

 = – 0.025
0.0122

 = – 2.049

Since zcal (= – 2.049) is less than its critical (table) value zα (= – 1.96) at α = 0.05
level of significance, null hypothesis, H0 is rejected. Hence, we conclude that the claim
of the auditor is not valid.

Example 10.13: A manufacturer claims that at least 95 per cent of the equipments which
he supplied to a factory conformed to the specification. An examination of the sample of
200 pieces of equipment revealed that 18 were faulty. Test the claim of the manufacturer.
Solution: Let us take the null hypothesis that at least 95 per cent of the equipments
supplied conformed to the specification, that is,

H0 : p ≥ 0.95 and H1 : p < 0.95 (Left-tailed test)

Given p  = per cent of pieces conforming the specification = 1 – (18/100) = 0.91
n = 200 and level of significance α = 05. Thus using the z-test statistic,

z = 0

p

p p−
σ

= 
0.91 0.95
0.95 0.05

200

−
×

 = – 0.04
0.015

 = – 2.67

Since zcal (= – 2.67) is less than its critical value zα (= – 1.645) at α = 0.05 level of
significance, the null hypothesis, H0 is rejected. Hence we conclude that the proportion
of equipments conforming to specifications is not 95 per cent.

Example 10.14: A company is considering two different television advertisements for
promotion of a new product. Management believes that advertisement A is more effective
than advertisement B. Two test market areas with virtually identical consumer characteristics
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are selected: advertisement A is used in one area and advertisement B in the other area.
In a random sample of 60 customers who saw advertisement A, 18 had tried the product.
In a random sample of 100 customers who saw advertisement B, 22 had tried the product.
Does this indicate that advertisement A is more effective than advertisement B, if a
5 per cent level of significance is used? [Delhi Univ., MFC 1996; MBA, 2000]
Solution: Let us take the null hypothesis that both advertisements are equally effective,
that is,

H0 : p1 = p2 and H1 : p1 > p2  (Right-tailed test)
where p1 and p2 = proportion of customers who saw advertisement A and advertisement
B respectively.

Given n1 = 60, 1p  = 18/60 = 0.30; n2 = 100, 2p  = 22/100 = 0.22 and level of
significance α = 0.05. Thus using the z-test statistic.

z =
1 2

1 2 1 2( ) ( )

p p

p p p p
s −

− − −
 = 

1 2

1 2

p p

p p
s −

−
; p1 = p2

where s p p1 2− =
1 2

1 1
(1 )p p

n n
 

− + 
 

; q = 1 – p

=
1 1

0.25 0.75
60 100

 × +  
 = 

160
0.1875

600
 
  

 = 0.0707;

p = 1 1 2 2

1 2

n p n p
n n

+
+

 = 
( ) ( )60 18 /60 100 22 /100

60 100
+
+

= 
18 22

160
+

 = 40
160

 = 0.25

Substituting values in z-test statistic, we have

z =
0.30 0.22

0.0707
−

 = 0.08
0.0707

 = 1.131

Since zcal =1.131 is less than its critical value zα = 1.645 at α = 0.05 level of
significance, the null hypothesis, H0 is accepted. Hence we conclude that there is no
significant difference in the effectiveness of the two advertisements.

Example 10.15: In a simple random sample of 600 men taken from a big city, 400 are
found to be smokers. In another simple random sample of 900 men taken from another
city 450 are smokers. Do the data indicate that there is a significant difference in the
habit of smoking in the two cities?   [Raj Univ., MCom, 1998; Punjab Univ., MCom, 1996]
Solution: Let us take the null hypothesis that there is no significant difference in the
habit of smoking in the two cities, that is,

H0 : p1 = p2 and H1 : p1 ≠ p2  (Two-tailed test)
where p1 and p2 = proportion of men found to be smokers in the two cities.

Given, n1 = 600, 1p  = 400/600 = 0.667; n2 = 900, 2p  = 450/900 = 0.50 and level
of significance α = 0.05. Thus using the z-test statistic

z = 
1 2

1 2 1 2( ) ( )

p p

p p p p
s −

− − −
 = 

1 2

1 2

p p

p p
s −

−
; p1 = p2

where
1 2p ps − =

1 2

1 1
(1 )p p

n n
 

− + 
 

; q = 1 – p

= 1 1
0.567 0.433

600 900
 × +  

 = 0.245 (0.002)  = 0.026;

p = 1 1 2 2

1 2

n p n p
n n

+
+

 = 
600 (400/600) 900 (450/900)

600 900
+
+

= 400 450
1500

+  = 850
1500

 = 0.567



350 BUSINESS S TAT I S T I C S

Substituting values in z-test statistic, we have

z = 
0.667 0.500

0.026
−

 = 0 167
0 026

.

.
 = 6.423

Since zcal = 6.423 is greater than its critical value zα/2 = 2.58, at α/2 = 0.025 level of
significance, the null hypothesis, H0 is rejected. Hence we conclude that there is a
significant difference in the habit of smoking in two cities.

10.9 HYPOTHESIS TESTING FOR A BINOMIAL PROPORTION

The sampling of traits or attributes is considered as drawing of samples from a population
whose elements have a particular trait of interest. For example, in the study of attribute
such ‘good or acceptable’ pieces of items manufactured by company, a sample of suitable
size may be taken from a given lot of items to classify them as good or not.

Instead of examining the hypothesis regarding proportion of elements having the same
trait (called sucess) in a sample as discussed in the previous section, we could examine the
number of successes in a sample. The z-test statistic for determining the magnitude of the
difference between the number of successes in a sample and the hypothesized (expected)
number of successes in the population is given by

z =
Sample estimate – Expected value

Standard error of estimate
 = 

x np
npq
−

Recalling from previous discussion that although sampling distribution of the number
of successes in the sample follows a binomial distribution having its mean µ = np and standard
deviation npq , the normal distribution provides a good approximation to the binomial

distribution provided the sample size is large, that is, both np ≥ 5 and n (1 – p) ≥ 5.

Example 10.16: Suppose the production manager implements a newly developed sealing
system for boxes. He takes a random sample of 200 boxes from the daily output and finds
that 12 need rework. He is interested to determine whether the new sealing system has
increased defective packages below 10 per cent. Use 1 per cent level of significance
Solution: Let us state the null and alternative hypotheses as follows:

H0 : p ≥ 0.10 and H1 : p < 0.10 (Left-tailed test)

Given n = 200, p = 0.10, and level of significance α = 0.01. Applying the z-test statistic

z =
x np

npq
−

 = 
12 200 (0.10)
200 (0.10) (0.90)

−
 = 

12 20
18
−

 = – 1.885

Since zcal (–1.885) is more than its critical value zα = – 2.33 for one-tailed test at α =
0.01 level of significance, the null hypothesis, H0 is accepted. Hence we conclude that
the proportion of defective packages with the new sealing system is more than 10 per cent.

Example 10.17: In 324 throws of a six-faced dice, odd points appeared 180 times.
Would you say that the dice is fair at 5 per cent level of significance?

[MD Univ., MCom, 1997]
Solution: Let us take the hypothesis that the dice is fair, that is,

H0 : p = 162/324 = 0.5 and H1 : p ≠ 0.5 (Two-tailed test)
Given n = 324, p = q = 0.5 (i.e., 162 odd or even points out of 324 throws). Applying

the z-test statistic:

z =
x np

npq
−

 = 
180 162

324 0.5 0.5
−

× ×
 = 

18
9

 = 2

Since zcal = 2 is more than its critical value zα/2 = 1.96 at α/2 = 0.025 significance level,
the null hypothesis H0 is rejected. Hence we conclude that the dice is not fair.
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Example 10.18: Of those women who are diagnosed to have early-stage breast cancer,
one-third eventually die of the disease. Suppose an NGO launch a screening programme
to  provide for the early detection of breast cancer and to increase the survival rate of
those diagnosed to have the disease. A random sample of 200 women was selected from
among those who were periodically screened and who were diagnosed to have the disease.
If 164 women in the sample of 200 survive the disease, can screening programme be
considered effective? Test using α=0.01 level of significance and explain the conclusions
from your test.
Solution: Let us take the null hypothesis that the screening programme was effective,
that is,

H0: p = 1 – (1/3) = 2/3 and H1: p > 2/3
Given n = 200, p = 2/3, q = 1/3 and α = 0.05. Applying the z-test statistic,

z =
x np

npq
−

 = 164 200 (2 / 3)
200 (2 / 3)(1 / 3)

− ×
×

 = 164 133.34
44.45
−

= 30.66
6.66

 = 4.60

Since zcal = 4.60 is greater than its critical value zα = 2.33 at α = 0.01 significance
level, the null hypothesis, H0 is rejected. Hence we conclude that the screening programme
was not effective.

S e l f-P r a c t i c e  P r o b l e m s  10B

10.11 A company manufacturing a certain type of breakfast
cereal claims that 60 per cent of all housewives prefer
that type to any other. A random sample of 300
housewives contains 165 who do prefer that type. At
5 per cent level of significance, test the claim of the
company.

10.12 An auditor claims that 10 per cent of a company’s
invoices are incorrect. To test this claim a random sample
of 200 invoices is checked and 24 are found to be
incorrect. At 1 per cent significance level, test whether
the auditor’s claim is supported by the sample evidence.

10.13 A sales clerk in the department store claims that
60 per cent of the shoppers entering the store leave
without making a purchase. A random sample of 50
shoppers showed that 35 of them left without buying
anything. Are these sample results consistent with the
claim of the sales clerk? Use a significance level of 0.05.

[Delhi Univ., MBA, 1998, 2001]
10.14 A dice is thrown 49,152 times and of these 25,145

yielded either 4, 5, or 6. Is this consistent with the
hypothesis that the dice must be unbiased?

10.15 A coin is tossed 100 times under identical conditions
independently yielding 30 heads and 70 tails. Test at
1 per cent level of significance whether or not the coin is
unbiased. State clearly the null hypothesis and the
alternative hypothesis.

10.16 Before an increase in excise duty on tea, 400 people
out of a sample of 500 persons were found to be tea
drinkers. After an increase in the duty, 400 persons were
known to be tea drinkers in a sample of 600 people. Do
you think that there has been a significant decrease in
the consumption of tea after the increase in the excise
duty? [Delhi Univ., MCom, 1998; MBA, 2000]

10.17 In a random sample of 1000 persons from UP 510
were found to be consumers of cigarattes. In another
sample of 800 persons from Rajasthan, 480 were found
to be consumers of cigarattes. Do the data reveal a
significant difference between UP and Rajasthan so far
as the proportion of consumers of cigarattes in
concerned? [MC Univ., M.Com, 1996]

10.18 In a random sample of 500 persons belonging to urban
areas, 200 are found to be using public transport. In
another sample of 400 persons belonging to rural area
200 area found to be using public transport. Do the
data reveal a significant difference between urban and
rural areas so far as the proportion of commuters of
public transport is concerned (use 1 per cent level of
significance).  [Bharathidasan Univ., MCom, 1998]

10.19 A machine puts out 10 defective units in a sample of
200 units. After the machine is overhauled it puts out 4
defective units in a sample of 100 units. Has the machine
been improved? [Madras Univ.,  MCom, 1996]

10.20 500 units from a factory are inspected and 12 are found
to be defective, 800 units from another factory are
inspected and 12 are found to be defective. Can it be
concluded that at 5 per cent level of significance
production at the second factory is better than in first
factory? [Kurukshetra Univ., MBA, 1996; Delhi Univ.,

MBA, 2002]
10.21 In a hospital 480 female and 520 male babies were

born in a week. Do these figures confirm the hypothesis
that females and males are born in equal number?

[Madras Univ., MCom, 1997]
10.22 A wholesaler of eggs claims that only 4 per cent of the

eggs supplied by him are defective. A random sample
of 600 eggs contained 36 defectives. Test the claim of
the wholesaler. [IGNOU, 1997]
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H i n t s  a n d  A n s w e r s

10.11 Let H0 : p = 60 per cent and H1 : p < 60 per cent
(One tailed test)

Given, sample proportion, p  = 165/300 = 0.55;
n = 300 and zα = 1.645 at α = 5 per cent

z = 0p p
pq
n

−
 = 

0.55 0.60
0.60 0.40

300

−
×

 = – 1.77

Since zcal (= – 1.77) is less than its critical value
zα = – 1.645, the H0 is rejected. Percentage preferring
the breakfast cereal is lower than 60 per cent.

10.12 Let H0 : p = 10 per cent and H1 : p ≠ 10 per cent
(Two-tailed test)

Given, sample proportion, p  = 24/200 = 0.12;
n = 200 and zα/2 = 2.58 at α = 1 per cent

z = 0p p
pq
n

−
 = 

0.12 0.10
0.10 0.90

200

−
×

 = 0.943

Since zcal (=  0.943) is less than its critical value
zα/2 =  2.58, the H0 is accepted. Thus the percentage
of incorrect invoices is consistent with the auditor’s
claim of 10 per cent.

10.13 Let H0 : p = 60 per cent and H1 : p ≠ 60 per cent
(Two-tailed test)

Given, sample proportion, p  = 35/60 = 0.70; n =
50 and zα/2 = 1.96 at α = 5 per cent

z = 0p p
pq
n

−
 = 

0.70 0.60
0.60 0.40

50

−
×

 = 1.44

Since zcal (= 1.44) is less than its critical value
zα/2 =  1.96, the H0 is accepted. Claim of the sales
clerk is valid.

10.14 Let H0 : p = 50 per cent and H1 : p ≠ 50 per cent
(Two-tailed test)
Given, sample proportion of success p = 25,145/
49,152 = 0.512; n = 49,152

z = 0p p
pq
n

−
 = 

0.512 0.50
0.50 0.50

49,152

−
×

 = 
0.012
0.002

 = 6.0

Since zcal (= 6.0) is more than its critical value zα/2
= 2.58 at a = 0.01, the H0 is rejected, Dice is biased.

10.15 Let H0 : p = 50 per cent and H1 : p ≠ 50 per cent
(Two-tailed test)
Given, n = 100, sample proportion of success
p  = 30/100 = 0.30 and zα/2 = 2.58 at α = 0.01

z = 0p p
pq
n

−
 = 

0.30 0.50
0.50 0.50

100

−
×

 = –
0.20
0.05

 = – 4

Since zcal (= – 4) is less than its critical value zα/2 =
– 2.58, the H0 is rejected.

10.16 Let H0 : p = 400/500 = 0.80 and H1 : p < 0.80
(One-tailed test)

Given n1 = 500, n2 = 600, 1p  = 400/500 = 0.80,

2p  = 400/600 = 0.667 and zα = 2.33 at α = 0.01

p = 1 1 2 2

1 2

n p n p
n n

+
+

 = 
400 400
500 600

+
+

 = 0.727;

q = 1 – 0.727 = 0.273

1 2p ps − =
1 2

1 1
p q

n n

 
+   

=
1 1

0.727 0.273
500 600

 × +  
  = 0.027

z =
1 2

1 2

p p

p p
s −

−
 = 

0.80 0.667
0.027

−
 = 4.93

Since zcal (= 4.93) is more than its critical value zα =
2.33, the H0 is rejected. Decrease in the consumption
of tea after the increase in the excise duty is significant.

10.17 Let H0 : p1 = p2 and H1 : p1 ≠ p2 (Two-tailed test)

Given,UP: n1 = 1000, 1p  = 510/1000 = 0.51;

Rajasthan: n2 = 800, 2p  = 480/800 = 0.60

p = 1 1 2 2

1 2

n p n p
n n

+
+

 = 
510 480

1000 800
+
+

 = 0.55;

q = 1 – 0.55 = 0.45

1 2p ps − =
1 2

1 1
pq

n n

 
+   

 = 
1 1

0.55 0.45
1000 800

 × +  
 = 0.024.

z =
1 2

1 2

p p

p p
s −

−
 = 

0.51 0.60
0.024

−
 = – 3.75

Since zcal (= – 3.75) is less than its critical value zα/2
= – 2.58, the H0 is rejected. The proportion of
consumers of cigarettes in the two states is significant.

10.18 Let H0 : p1 = p2 and H1 : p1 ≠ p2 (Two-tailed test)

Given, Urban area: n1 = 500, 1p  = 200/500 = 0.40;
Rural area: n2 = 200, 2p  =200/400 = 0.50

p = 1 1 2 2

1 2

n p n p
n n

+
+

 = 
200 200
500 400

+
+

 = 0.44 ;

q = 1 – p = 0.55

1 2p ps − =
1 2

1 1
p q

n n
 

+ 
 

 = 
1 1

0.44 0.55
500 400

 × +  
 = 0.033

z =
1 2

1 2

p p

p p
s −

−
 = 

0.40 0.50
0.033

−
 = – 3.03

Since zcal = – 3.03 is less than its critical value zα/2 =
– 2.58, the H0 is rejected. Proportion of commuters of
public transport in urban and rural areas is significant.
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10.19 Let H0 : p1 ≤ p2 and H1 : p1 > p2 (One-tailed test)

Given,Before overhaul: n1 = 200, 1p  = 10/200 = 0.05;
After overhaul: n2 = 100 , 2p  = 4/100 = 0.04

p = 1 1 2 2

1 2

n p n p
n n

+
+

 = 
10 4

200 100
+
+

 = 0.047;

q = 1 – p = 0.953

1 2p ps − =
1 1

0.047 0.953
200 100

 × +  
 = 0.026;

z = 
1 2

1 2

p p

p p
s −

−
 = 

0.05 0.04
0.026

−
 = 0.385

Since zcal (= 0.385) is less than its critical value
zα = 1.645 at α = 0.05, the H0 is accepted.

10.20 Let H0 : p1 ≤ p2 and H1 : p1 > p2 (One-tailed test)

Given n1 = 500, 1p  = 12/500 = 0.024, n2 = 800,

2p  = 12/800 = 0.015

p = 1 1 2 2

1 2

n p n p
n n

+
+

 = 
12 12

500 800
+
+

 = 0.018;

q = 1 – p = 0.982

1 2p ps − =
1 2

1 1
p q

n n
 

+ 
 

= 
1 1

0.018 0.912
500 800

 × +  
 = 0.0076

z =
1 2

1 2

p p

p p
s −

−
 = 

0.024 0.015
0.0076

−
 = 1.184

Since zcal = 1.184 is less than its critical value
zα = 1.645 at α = 0.05, the H0 is accepted. Production
in second factory is better than in the first factory.

10.21 LetH0 : p1 = p2 and H1 : p1 ≠ p2  (Two-tailed test)
Given n = 480 + 520 = 1000, p = q = 0.5.

z = 
1 2

1 2

p p

p p

−

−
σ

 = 1 2p p
npq
−

 = 
( )( )

520 480
1000 0.5 0.5

−

= 
40

15.81
 = 2.53

Since, zcal = 2.53 is greater than its critical value
zα/2 = 1.96 at α/2 = 0.025, the H0 is rejected.

10.22 Let H0 : p = 4 per cent and H1 : p ≠ 4 per cent
(Two-tailed test)

Given n = 600, p = 36/600 = 0.06

Confidence limits: p  ± zα
pq
n

= 0.06 ± 1.96 (0.04 × 0.96)/600
= 0.06 ± 0.016; 0.44 ≤ p ≤ 0.076

Since probability 0.04 of the claim does not fall into
the confidence limit, the claim is rejected.

10.10 HYPOTHESIS TESTING FOR POPULATION MEAN WITH SMALL SAMPLES

When the sample size is small (i.e., less than 30), the central limit theorem does not
assure us to assume that the sampling distribution of a statistic such as mean x , proportion
p , is normal. Consequently when testing a hypothesis with small samples, we must

assume that the samples come from a normally or approximately normally distributed
population. Under these conditions, the sampling distribution of sample statistic such
as x  and p  is normal but the critical values of x  or p  depend on whether or not the
population standard deviation σ is known. When the value of the population standard
deviation σ is not known, its value is estimated by computing the standard deviation of
sample s and the standard error of the mean is calculated by using the formula, xσ = /s n .
When we do this, the resulting sampling distribution may not be normal even if sampling
is done from a  normally distributed population. In all such cases the sampling
distribution turns out to be the Student’s t-distribution.

Sir William Gosset of Ireland in early 1900, under his pen name ‘Student’, developed
a method for hypothesis testing popularly known as the ‘t-test’. It is said that Gosset was
employed by Guinness Breway in Dublin, Ireland which did not permit him to publish
his research findings under his own name, so he published his research findings in
1905 under the pen name ‘Student’.

10.10.1 Properties of Student’s t - Distribution

If small samples of size n (≤ 30) are drawn from normal population with mean µ and for
each sample we compute the sample statistic of interest, then probability density function
of the t-distribution with degrees of freedom ν (a Greek letter nu) is given by

t-test: A hypothesis test for
comparing two independent
population means using the
means of two small samples.
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y = 0

2 2
1

1

n
y

t
n

 
+  − 

 = 0
( 1)

2 2
1

y

t
ν +

 
+  ν 

; – ∞ ≤ t ≤ ∞

where y0 is a constant depending on sample size n such that the total area under the
curve is unity and ν = n – 1.
(i) As t appears in even power in probability density function, the t-distribution is

symmetrical about the line t = 0 like the normal distribution.
(ii) The shape of the t-distribution depends on the sample size n. As n increases, the

variability of t decreases. In other words, for large values of degrees of freedom, the
t-distribution tends to a standard normal distribution. This implies that for different
degrees of freedom, the shape of the t-distribution also differs, as shown in
Fig. 10.9. Eventually when n is infinitely large, the t and z distributions are identical.

(iii) The t-distribution is less peaked than normal distribution at the centre and higher
in the tails.

(iv) The t-distribution has greater dispersion than standard normal distribution with
heavier tails, i.e. the t-curve does not approach x-axis as quickly as z does. This is
because the t-statistic involves two random variables x  and s, where as z-statistic
involves only the sample mean x . The variance of t-distribution is defined only
when ν ≥ 3 and is given by var (t) = ν/(ν – 2).

(v) The value of y attains it maximum value at t = 0 so that the mode coincides with the
mean. The limiting value of t-distribution when ν → ∞ is given by  y = y0 e

t− 2 2/ . It
follows that t is normally distributed for a large sample size,

(vi) The degrees of freedom refers to the number of independent squared deviations in
s2 that are available for estimating σ2.

Uses of t - Distribution

There are various uses of t-distribution. A few of them are as follows:
(i) Hypothesis testing for the population mean.

(ii) Hypothesis testing for the difference between two populations means with
independent samples.

(iii) Hypothesis testing for the difference between two populations means with
dependent samples.

(iv) Hypothesis testing for an observed coefficient of correlation including partial
and rank correlations.

(v) Hypothesis testing for an observed regression coefficient.

10.10.2 Hypothesis Testing for Single Population Mean

The test statistic for determining the difference between the sample mean x  and population
mean µ is given by

t =
x

x
s
− µ

 = 
/

x
s n

− µ
; s = 

2( )
1

x x
n

Σ −
−

Figure 10.9
Comparison of t-Distribution with
Standard Normal Distribution
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where s is an unbiased estimation of unknown population standard deviation σ. This test
statistic has a t-distribution with n – 1 degrees of freedom.

Confidence Interval The confidence interval estimate of the population mean µ when
unknown population standard deviation σ is estimated by sample standard deviation s, is
given by:

• Two-tailed test : x  ± tα 
s
n

; α = level of significance

• One-tailed test : x  ± tα/2 
s
n

; α = level of significance

where t-test statistic value is based on a t-distribution with n – 1 degrees of freedom and
1 – α is the confidence coefficient.

• Null hypothesis, H0: µ = µ0
• Alternative hypothesis:

One-tailed test Two-tailed test
H1: µ > µ0 or µ < µ0 H1: µ ≠ µ0

Decision Rule: Rejected H0 at the given degrees of freedom n–1 and level of significance
when

One-tailed test Two-tailed test

• tcal > tα  or tcal < – tα tcal > tα/2 or tcal < – tα/2
for H1: µ < µ0

• Reject H0 when p-value < α

Example 10.19: The average breaking strength of steel rods is specified to be 18.5
thousand kg. For this a sample of 14 rods was tested. The mean and standard deviation
obtained were 17.85 and 1.955, respectively. Test the significance of the deviation.
Solution: Let us take the null hypothesis that there is no significant deviation in the
breaking strength of the rods, that is,

H0 : µ = 18.5 and H1 : µ ≠ 18.5 (Two-tailed test)

Given, n = 14, x  = 17.85, s = 1.955, df = n – 1 = 13, and α = 0.05 level of
significance. The critical value of t at df = 13 and α/2 = 0.025 is  tα/2 = 2.16.

Using the z-test statistic,

t = 
x

s
n

− µ
 = 

17.85 18.5
1.955

14

−
 = – 

0.65
0.522

 = – 1.24

Since tcal (= – 1.24) value is more than its critical value tα/2 = – 2.16 at α/2 = 0.025
and df = 13, the null hypothesis H0 is accepted. Hence we conclude that there is no
significant deviation of sample mean from the population mean.

Example 10.20: An automobile tyre manufacturer claims that the average life of a
particular grade of tyre is more than 20,000 km when used under normal conditions. A
random sample of 16 tyres was tested and a mean and standard deviation of 22,000 km
and 5000 km, respectively were computed. Assuming the life of the tyres in km to be
approximately normally distributed, decide whether the manufacturer’s claim is valid.
Solution: Let us take the null hypothesis that the manufacturer’s claim is valid, that is,

H0 : µ ≥ 20,000 and H1 : µ < 20,000 (Left-tailed test)

Given, n = 16, x  = 22,000, s = 5000, df = 15 and α = 0.05 level of significance. The
critical value of t at df = 15 and α = 0.05 is tα = 1.753. Using the z-test statistic,

t = 
/

x
s n

− µ
 = 

22,000 20,000
5000 / 16

−
 = 

2000
1250

 = 1.60
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Since tcal (= 1.60) value is less than its critical value tα = 1.753, α = 0.05 and df = 15
at the null hypothesis H0 is accepted. Hence we conclude that the manufacturer’s claim
is valid.

Example 10.21: A fertilizer mixing machine is set to give 12 kg of nitrate for every
100 kg of fertilizer. Ten bages of 100 kg each are examined. The percentage of nitrate so
obtained is: 11, 14, 13, 12, 13, 12, 13, 14, 11, and 12. Is there reason to believe that the
machine is defective?
Solution: Let us take the null hypothesis that the machine produces 12 kg of nitrate for
every 100 kg of fertilizer, and is not defective, that is,

H0 : µ = 12 and H1 : µ ≠ 12 (Two-tailed test)
Given n = 10, df = 9, and α = 0.05, critical value tα/2 = 2.262 at df = 9 and α/2 = 0.025.
Assuming that the weight of nitrate in bags is normally distributed and its standard

deviation is unknown. The sample mean x  and standard deviation s values are calculated
as shown in Table 10.4.

Table 10.4: Calculations of Sample Mean x  and Standard Deviation s

Variable Deviation, d2

x d = x – 12

11 – 1 1
14 2 4
13 1 1
12 0 0
13 1 1
12 0 0
13 1 1
14 2 4
11 – 1 1
12 0 0

125 5 13

x  = x
n

Σ  = 125
10

 = 12.5  and s = 
2( )

1
x x
n

Σ −
−

 = 
2 2( )
1 ( 1)

d d
n n n
Σ Σ−

− −

= 
213 (5)

9 10 (9)
−  = 1.08

Using the z-test statistic, we have

t =
x

s
n

− µ
 = 

12.5 12
1.08

10

−
 = 0.50

0.341
 = 1.466

Since tcal (= 1.466) value is less than its critical value tα/2 = 2.262, at α/2 = 0.025 and
df = 9, the null hypothesis H0 is accepted. Hence we conclude that the manufacturer’s
claim is valid, that is, the machine is not defective.

Example 10.22: A random sample of size 16 has the sample mean 53. The sum of the
squares of deviation taken from the mean value is 150. Can this sample be regarded as
taken from the population having 56 as its mean? Obtain 95 per cent and 99 per cent
confidence limits of the sample mean.
Solution: Let us take the null hypothesis that the population mean is 56, i.e.

H0 : µ = 56 and H1 : µ ≠ 56 (Two-tailed test)

Given, n = 16, df = n – 1 = 15, x  = 53; s = 
2( )

( 1)
x x
n

Σ −
−

 = 
150
15

 = 3.162
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• 95 per cent confidence limit

x  ± t0.05 
s
n

= 53 ± 2.13 
3.162

16
 = 53 ± 2.13 (0.790) = 53 ± 1.683

• 99 per cent confidence limit

x  ± t0.01 
s
n

= 53 ± 2.95 
3.162

16
 = 53 ± 2.33

10.10.3 Hypothesis Testing for Difference of Two Population Means (Independent
10.10.2 Samples)

For comparing the mean values of two normally distributed populations, we draw
independent random samples of sizes n1 and n2 from the two populations. If µ1 and µ2
are the mean values of two populations, then our aim is to estimate the value of the
difference µ1 – µ2 between mean values of the two populations.

Since sample mean 1x  and 2x  are the best point estimators to draw inferences
regarding µ1 and µ2 respectively, therefore the difference between the sample means of
the two independent simple random samples, 1 2x x−  is the best point estimator of the
difference µ1 – µ2.

The sampling distribution of 1 2x x− has the following properties:

• Expected value : E( 1 2x x− ) = E( 1x ) – E( 2x ) = µ1 – µ2

This implies that the sample statistic ( 1 2x x− ) is an unbiased point estimator of µ1 – µ2.

• Variance : Var ( 1 2x x− ) = Var ( 1x ) + Var ( 2x ) = 
22
21

1 2n n
σσ +

If the population standard deviations σ1 and σ2 are known, then the large sample
interval estimation can also be used for the small sample case. But if these are unknown,
then these are estimated by the sample standard deviations s1 and s2. It is needed if
sampling distribution is not normal even if sampling is done from two normal populations.
The logic for this is the same as that for a single population case. Thus t-distribution is
used to develop a small sample interval estimate for µ1 – µ2.

Population Variances are Unknown But Equal

If population variances σ1
2 and σ2

2 are unknown but equal, that is, both populations have
exactly the same shape and σ1

2 = σ2
2 = σ2, then standard error of the difference in two

sample means 1 2x x−  can be written as:

1 2x x−σ  = 
22
21

1 2n n
σσ +  = 2

1 2

1 1
n n

 
σ + 

 
 = σ

1 2

1 1
n n

+

In such a case we need not estimate σ1
2 and σ2

2 separately and therefore data from two
samples can be combined to get a pooled, single estimate of σ2. If we use the sample
estimate s2 for the population varriance σ2, then the pooled variance estimator of σ2 is
given by

s2 =
2 2

1 1 2 2

1 2

( 1) ( 1)
( 1) ( 1)

n s n s
n n
− + −

− + −
 = 

2 2
1 1 2 2

1 2

( 1) ( 1)
2

n s n s
n n

− + −
+ −

This single variance estimator s2 is a weighted average of the values of s1
2 and s2

2 in
which weights are based on the degrees of freedom n1 – 1 and n2 – 1. Thus the point
estimate of 

1 2x x−σ  when σ1
2 = σ2

2 = σ2 is given by

1 2x xs − = 2

1 2

1 1
s

n n
 

+ 
 

 = s 
1 2

1 1
n n

+
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Since s1 = 
2

1 1

1

( )
( 1)
x x
n

Σ −
−

 and s2 = 
2

2 2

2

( )
( 1)
x x
n

Σ −
−

, therefore the pooled variance s2 can

also be calculated as

s2 =
2 2

1 1 2 2

1 2

( ) ( )
2

x x x x
n n

Σ − + Σ −
+ −

Following the same logic as discussed earlier, the t-test statistic is defined as

t =
−

− − µ − µ

1 2

1 2 1 2( ) ( )

x x

x x
s

 = 
−

+
1 2 1 2

1 2

x x n n
s n n

The sampling distribution of this t-statistic is approximated by the t-distribution with
n1 + n2 – 2 degrees of freedom.

Null hypothesis: H0 : µ1 – µ2 = d0
Alternative hypothesis:

One-tailed Test Two-tailed Test
H1: (µ1 – µ2) > d0 or (µ1 – µ2) < d0 H1 : µ1 – µ2 ≠ d0

Decision Rule Rejected H0 at df = n1 + n2 – 2 and at specified level of significance α when

One-tailed test Two-tailed test

tcal > tα   or tcal < – tα t > tα/2 or tcal < – tα/2
for H1: (µ1 – µ2) < d0

Confidence Interval: The confidence interval estimate of the difference between populations
means for small samples of size n1 < 30 and/or n2 < 30 with unknown σ1 and σ2 estimated
by s1 and s2 is given by

( 1 2x x− ) ± tα/2 
1 2x xs −

where tα/2 is the critical value of t. The value of tα/2 depends on the t-distribution with
n1 + n2 – 2 degrees of freedom and confidence coefficient 1 – α.

Population Variances are Unknown and Unequal

When two population variances are not equal, we may estimate the standard error 
1 2x x−σ

of the statistic ( 1 2x x− ) by sample variances s1
2 and s2

2 in place of σ1
2 and σ2

2. Thus an
estimate of standard error of 1 2x x−  is given by

−1 2x xs =
22
21

1 2

ss
n n

+

The sampling distribution of a t-test statistic

t =
1 2

1 2 1 2( ) ( )

x x

x x
s −

− − µ − µ
 = 

1 2

1 2

x x

x x
s −

−

is approximated by t-distribution with degrees of freedom given by

Degrees of freedom (df ) =
2 2 2
1 1 2 2

2 22 2
2 21 1

1 2

[ / / ]
( / )( / )

1 1

s n s n
s ns n

n n

+

+
− −

The number of degrees of freedom in this case is less than that obtained is Case 1 above.
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Example 10.23: In a test given to two groups of students, the marks obtained are as
follows:

First group : 18 20 36 50 49 36 34 49 41
Second group : 29 28 26 35 30 44 46

Examine the significance of the difference between the arithmetic mean of the marks
secured by the students of the above two groups.

[Madras Univ., MCom, 1997; MD Univ., MCom, 1998]
Solution: Let us take the null hypothesis that there is no significant difference in arithmetic
mean of the marks secured by students of the two groups, that is,

H0 : µ1 – µ2 = 0 or µ1 = µ2 and H1 : µ1 ≠ µ2 (Two-tailed test)
Since sample size in both the cases is small and sample variances are not known,

apply t-test statistic to test the null hypothesis

t = 1 2 1 2

1 2

x x n n
s n n
−

+

Calculations of sample means 1x , 2x  and pooled sample standard deviations are
shown in Table 10.5.

Table 10.5: Calculation for x1  , x2  and s

First Group x1 – 1x (x1 – 1x )2 Second Group x2 – 2x (x2 – 2x )2

x1 = x1 – 37 x2 = x2 – 34

18 – 19 361 29 – 5 25
20 – 17 389 28 – 6 36
36 – 1 1 26 – 8 64
50 13 169 35 1 1
49 12 144 30 – 4 16
36 – 1 1 44 10 100
34 – 3 9 46 12 144
49 12 144
41 4 16

333  0 1,234 238 0 386

1x = 1

1

x
n

Σ
 = 333

9
 = 37 and 2x  = 2

2

x
n

Σ
 = 238

7
 = 34

s =
2 2

1 1 2 2

1 2

( ) ( )
2

x x x x
n n

Σ − + Σ −
+ −

 = 
1234 386

9 7 2
+

+ −
= 10.76

Substituting values in the t-test statistic, we get

t = 1 2 1 2

1 2

x x n n
s n n
−

+
= 

37 34 9 7
10.76 9 7

− ×
+

 = 3
10.46

×1.984 = 0.551

Degrees of freedom, df = n1 + n2 – 2 = 9 + 7 – 2 = 14
Since at α = 0.05 and df = 14, the calculated value tcal (= 0.551) is less than its

critical value tα/2 = 2.14, the null hypothesis H0 is accepted. Hence we conclude that the
mean marks obtained by the students of two groups do not differ significantly.

Example 10.24: The mean life of a sample of 10 electric light bulbs was found to be
1456 hours with standard deviation of 423 hours. A second sample of 17 bulbs chosen
from a different batch showed a mean life of 1280 hours with standard deviation of 398
hours. Is there a significant difference between the means of the two batches.

[Delhi Univ, MCom, 1997]
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Solution: Let us take the null hypothesis that there is no significant difference between
the mean life of electric bulbs of two batches, that is,

H0 : µ1 = µ2 and H1 : µ1 ≠ µ2 (Two-tailed test)

Given, n1 = 10, 1x  = 1456, s1 = 423; n2 = 17, 2x  = 1280, s2 = 398 and α = 0.05. Thus,

 Pooled standard deviation, s =
2 2

1 1 2 2

1 2

( 1) ( 1)
2

n s n s
n n

− + −
+ −

 = 
2 29 (423) 16 (398)

10 17 2
+

+ −

=
16,10,361 25,34,464

25
+

 = 1,65,793  = 407.18

Applying the t-test, we have

t = 1 2 1 2

1 2

x x n n
s n n
−

+
=

1456 1280 10 17
407.18 10 17

− ×
+

=
176

407.18
×2.51 = 1.085

Since the calculated value tcal = 1.085 is less than its critical value tα/2 = 2.06 at df = 25
and α = 0.05 level of significance, the null hypothesis is accepted. Hence we conclude that
the mean life of electric bulbs of two batches does not differ significantly.

Example 10.25: The manager of a courier service believes that packets delivered at the
end of the month are heavier than those delivered early in the month. As an experiment,
he weighed a random sample of 20 packets at the beginning of the month. He found that
the mean weight was 5.25 kgs with a standard deviation of 1.20 kgs. Ten packets randomly
selected at the end of the  month had a mean weight of 4.96 kgs and a standard deviation
of 1.15 kgs. At the 0.05 significance level, can it be concluded that the packets delivered
at the end of the month weigh more?
Solution: Let us take the null hypothesis that the mean weight of packets delivered at the
end of the month is more than the mean weight of packets delivered at the beginning of
the month, that is

H0 : µE ≥ µB   and H1 : µE < µB

Given n1 = 20, 1x  = 5.25, s1 = 1.20 and n2 = 10, 2x  = 4.96, s2 = 1.15. Thus

Pooled standard deviation, s =
( ) ( )2 2

1 1 2 2

1 2

1 1
2

n s n s
n n

− + −
+ −

 = ( ) ( )2 219 5.25 9 4.96
20 10 2

× +
+ −

=
19 27.56 9 24.60

28
× + ×

 =  26.60  = 5.16

Applying the t-test, we have

t = 1 2 1 2

1 2

x x n n
s n n
−

+
 = 5.25 4.96 20 10

5.16 20 10
− ×

+

= 
0.29 200
5.16 30

 = 0.056×2.58 = 0.145

Since at α = 0.01 and df = 28, the calculated value tcal (= 0.145) is less than it’s
critical value zα = 1.701, the null hypothesis is accepted. Hence, packets delivered at the
end of the month weigh more on an average.

10.10.4 Hypothesis Testing for Difference of Two Population Means (Dependent
10.10.3 Samples)

When two samples of the same size are paired so that each observation in one sample is
associated with any particular observation in the second sample, the sampling procedure
to collect the data and then test the hypothesis is called matched samples. In such a case the
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‘difference’ between each pair of data is first calculated and then the these differences are
treated as a single set of data in order to consider whether there has been any significant
change or whether the differences could have occurred by chance.

The matched sampling plan often leads to a smaller sampling error than the
independent sampling plan because in matched samples variation as a source of sampling
error is eliminated.

Let µd be the mean of the difference values for the population. Then this mean value
µd is compared to zero or some hypothesized value using the t-test for a single sample.
The t-test statistic is used because the standard deviation of the population of differences
is unknown, and thus the statistical inference about µd based on the average of the sample
differences d  would involve the t-distribution rather than the standard normal
distribution. The t-test, also called paired t-test, becomes

t =
/

d

d

d
s n

− µ

where n = number of paired observations
df = n – 1, degrees of freedom

d = mean of the difference between paired (or related) observeations
n = number of pairs of differences
sd = sample standard deviation of the distribution of the difference between

the paired (or related observations)

=
2( )

1
d d
n

Σ −
−

 = 
2 2( )
1 ( 1)

d d
n n n
Σ Σ−

− −
The null and alternative hypotheses are stated as:

H0 : µd = 0 or c (Any hypothesized value)
H1 : µd > 0 or (µd < 0) (One-tailed Test)

µd ≠ 0 (Two-tailed Test)

Decision rule : If the calculated value tcal is less than its critical value, td at a specified level
of significance and known degrees of freedom, then null hypothesis H0 is accepted.
Otherwise H0 is rejected.

Confidence interval : The confidence interval estimate of the difference between two
population means is given by

d ± tα/2 ds
n

where tα/2 = critical value of t-test statistic at n – 1 degrees of freedom and α level of
significance.

If the claimed value of null hypothesis H0 lies within the confidence interval, then
H0 is accepted, otherwise rejected.

Example 10.26: The HRD manager wishes to see if there has bean any change in the
ability of trainees after a specific training programme. The trainees take an aptitude test
before the start of the programme and an equivalent one after they have completed it.
The scores recorded are given below. Has any change taken place at 5 per cent significance
level?

Trainee : A B C D E F G H I
Score before training : 75 70 46 68 68 43 55 68 77
Score after training : 70 77 57 60 79 64 55 77 76

Solution: Let us take the null hypothesis that there is no change taken place after the
training, that is,

H0 : µd = 0 and H1 : µd ≠ 0 (Two-tailed test)
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The ‘changes’ are computed as shown in Table 10.6 and then a t-test is carried out
on these differences as shown below.

Table 10.6: Calculations of ‘Changes’

Trainee Before After Difference d2

Training Training in Scores, d

A 75 70 5 25
B 70 77 7 49
C 46 57 – 11 121
D 68 60 8 64
E 68 79 – 11 121
F 43 64 – 21 441
G 55 55 0 0
H 68 77 – 9 81
I 77 76 1 1

 – 45  903

d = 
Σ d
n

 = 
− 45

9
 = –5 and

sd = 
2 2( )
1 ( 1)

d d
n n n
Σ Σ

−
− −

 = 
2( 45)903

8 9 8
−

−
×

 = 112.87 28.13−  = 9.21

Applying the t-test statistic, we have

  t = 
/

d

d

d
s n

− µ
 = 

5 0
9.21 / 9
− −

 = – 5
3.07

 = –1.63

Since the calculated value tcal = –1.63 is more than its critical value, tα/2 = – 2.31, at
df = 8 and α/2 = 0.025 the null hypothesis is accepted. Hence, we conclude that there is
no change in the ability of trainees after the training.

Example 10.27: 12 students were given intensive coaching and 5 tests were conducted
in a month. The scores of tests 1 and 5 are given below.

No. of students : 51 52 53 54 55 56 57 58 59 10 11 12
Marks in 1st test : 50 42 51 26 35 42 60 41 70 55 62 38
Marks in 5th test : 62 40 61 35 30 52 68 51 84 63 72 50

Do the data indicate any improvement in the scores obtained in tests 1 and 5
[Punjab Univ., MCom, 1999]

Solution: Let us take the hypothesis that there is no improvement in the scores obtained
in the first and fifth tests, that is,

H0 : µd = 0 and H1 : µd ≠ 0 (Two-tailed test)
The ‘changes’ are calculated as shown in Table 10.7 and then t-test is carried out on

these differences as shown below:
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Table 10.7: Calculations of ‘Changes’

No. of Marks in Marks In Difference in Marks
Students 1st Test 5th Test d d2

1 50 62 12 144
2 42 40 – 2 4
3 51 61 10 100
4 26 35 9 81
5 35 30 – 5 25
6 42 52 10 100
7 60 68 8 64
8 41 51 10 100
9 70 84 14 196

10 55 63 8 64
11 62 72 10 100
12 38 50 12 144

96 1122

d  = 
d

n
Σ

 = 
96
12

 = 8 and sd = 
2 2( )
1 ( 1)

d d
n n n
Σ Σ

−
− −

 = 
21122 (96)

11 12 11
−

×
 = 5.673

Applying the t-test statistic, we have

t =
/

d

d

d
s n

− µ
 = 

8
5.673/ 12

 = 4.885

Since the calculated value tcal = 4.885 is more than its critical value, tα/2 = 2.20 at
df = 11 and α/2 = 0.025, the null hypothesis is rejected. Hence we conclude that there
is an improvement in the scores obtained in two tests.

Example 10.28: To test the desirability of a certain modification in typist’s desks, 9
typists were given two tests of almost same nature, one on the desk in use and the other
on the new type. The following difference in the number of words typed per minute
were recorded:

Typists : A B C D E F G H I
Increase in number of words : 2 4 0 3 – 1 4 – 3 2 5

Do the data indicate that the modification in desk increases typing speed?
Solution: Let us take the hypothesis that there is no change in typing speed with the
modification in the typing desk, that is,

H0 : µd = 0 and H1 : µd > 0 (One-tailed test)
The calculations for ‘changes’ applying to the t-test are shown in Table 10.8.

Table 10.8: Calculations of ‘Changes’

Typist Increase in d2

Number of Words
d

A 2 4
B 4 16
C 0 0
D 3 9
E – 1 1
F 4 16
G – 3 9
H 2 4
I 5 25

 16  84
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d  = 
d

n
Σ

 = 
16
9

 = 1.778 and sd = 
2 2( )
1 ( 1)

d d
n n n
Σ Σ

−
− −

 = 
284 (16)

8 9 8
−

×
 = 2.635

Applying the t-test statistic, we have

t =
/

d

d

d
s n

− µ
 = 

1.778
2.625 / 9

 = 2.025

Since the calculated value tcal = 2.025 is less then its critical value tα = 2.306 at
df = 8 and α = 0.05 significance level, the null hypothesis is accepted. Hence we conclude
that there is no change in typing speed with the modification in the desk.

S e l f-P r a c t i c e  P r o b l e m s  10C

10.23 Ten oil tins are taken at random from an automatic
filling machine. The mean weight of the tins is 15.8 kg
and the standard deviation is 0.50 kg. Does the sample
mean differ significantly from the intended weight of
16 kg? [Delhi Univ., MBA,1998]

10.24 Nine items a sample had the following values: 45, 47,
50, 52, 48 47, 49, 53, and 50. The mean is 49 and the
sum of the square of the deviation from mean is 52.
Can this sample be regarded as taken from the
population having 47 as mean? Also obtain 95 per cent
and 99 per cent confidence limits of the population
mean. [Delhi Univ., MBA,1996]

10.25 The electric bulbs of 10 random samples from a large
consignment gave the following data:

Item Life in ’000 hours

1 4.2
2 4.6
3 3.9
4 4.1
5 5.2
6 3.8
7 3.9
8 4.3
9 4.4

10 5.6

Can we accept the hypothesis that the average life time
of the bulbs is 4000 hours.[Madras Univ., MCom,1998]

10.26 A random sample of size 16 has 53 as mean. The sum
of the squares of the deviations taken from mean is
135. Can this sample be regarded as taken from the
population having 56 as mean? Obtain 95 per cent and
99 per cent confidence limits of the mean of the
population. [Madras Univ., MCom,1998]

10.27 A drug manufacturer has installed a machine which
automatically fills 5 gm of drug in each phial. A random
sample of fills was taken and it was found to contain
5.02 gm on an average in a phial. The standard deviation
of the sample was 0.002 gms. Test at 5% level of
significance if the adjustment in the machine is in order.

[Delhi Univ., MBA,1999]

10.28 Two salesmen A and B are working in a certain district.
From a sample survey conducted by the Head Office,
the following results were obtained. State whether there
is any significant difference in the average sales between
the two salesmen.

Salesman

A B

No. of samples : 20 18
Average sales (Rs in thousand) : 170 205
Standard deviation (Rs in thousand) : 20 25

[Delhi Univ., MBA, 1994; Kumaon Univ., MBA, 2000]
10.29 The means of two random samples of sizes 9 and 7 are

196.42 and 198.82 respectively. The sum of the squares
of the deviations from the mean are 26.94 and 18.73
respectively. Can the sample be considered to have been
drawn from the same normal population?

[Delhi Univ., MCom, 1996]
10.30 Strength tests carried out on samples of two yarns spurn

to the same count gave the following results:

Sample Sample Sample
size mean variance

Yarn A 4 52 42
Yarn B 9 42 56

The strength is expressed in kg. Is the difference in
mean strengths significant of the real difference in the
mean strengths of the sources from which the samples
are drawn? [Delhi Univ., MBA, 2000]

10.31 A random sample of 12 families in one city showed an
average monthly food expenditure of Rs 1380 with a
standard deviation of Rs 100 and a random sample of
15 families in another city showed an average monthly
food expenditure of Rs 1320 with a standard deviation
of Rs 120. Test whether the difference between the two
means is significant at α = 0.01 level of significance of
α = 0.01.
[AIMA Diploma in Mgt., 1987; Delhi Univ., MBA, 1991]

10.32 You are given the following data about the life of two
brands of bulbs:
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Mean life Standard Sample
deviation  size

Brand A 2000 hrs 250 hrs 12
Brand B 2230 hrs 300 hrs 15

Do you think there is a significant difference in the
quality of the two brands of bulbs?

[Delhi Univ., MBA, 1996]
10.33 Eight students were given a test in statistics, and after

one month’s coaching, they were given another test  of
the similar nature. The following table gives the increase
in their marks in the second test over the first:

Roll No. Increase in marks

1 2
2 –2
3 6
4 –8
5 12
6 5
7 –7
8 2

Do the marks indicate that the students have gained from
the coaching?

10.34 An IQ test was administered to 5 persons before  and
after they were trained. The results are given below:

Candidate I II III IV V

IQ before training : 110 120 123 132 125
IQ after training : 120 118 .25 136 121

Test whether there is any change in IQ level after the
training programme. [Delhi Univ., MCom, 1998]

10.35 Eleven sales executive trainees are assigned selling jobs
right after their recruitment. After a fortnight they are
withdrawn from their field duties and given a month’s
training for executive sales. Sales executed by them in
thousands of rupees before and after the training, in
the same period are listed below:

Sales Before Training Sales After Training

23 24
20 19
19 21
21 18
18 20
20 22
18 20
17 20
23 23
16 20
19 27

Do these data indicate that the training has contributed
to their performance? [Delhi Univ., MCom, 1999]

H i n t s  a n d  A n s w e r s

10.23 Let H0 : µ = 16 and H1 : µ ≠ 16  (Two-tailed test)
Given n = 10, x  = 15.8, s = 0.50. Using t-test

t = 
/

x
s n

− µ
 = 

15.8 16
0.50/ 10

−
 = – 1.25

Since tcal = – 1.25 > critical value  tα/2 = – 2.262, at
df = 9 and α/2 = 0.025, the null hypothesis is accepted.

10.24 Let H0 : µ = 27 and H1 : µ ≠ 47 (Two-tailed test)
Given x  = 49, Σ(x – x )2 = 52, n = 9, and

s = 
2( )

( 1)
x x
n

Σ −
−

 = 
52
8

  = 2.55.

t = 
/

x
s n

− µ
 = 

49 47
2.55/ 9

−
 = 2.35

Since tcal =  2.35 > critical value tα/2 = 2.31 at α/2 =
0.025, df = 8, the null hypothesis is rejected.

10.25 Let H0 : µ = 4,000 and H1 : µ ≠ 4000 (Two-tailed test)

s =
2( )

( 1)
x x
n

Σ −
−

 = 
3.12

9
 = 0.589 and

x = /x n∑  = 44/10 = 4.4 (in Rs 000’s). 

t = 
/

x
s n

− µ
 = 

4.4 4
0.589 / 10

−
 = 0.4

0.186
 = 2.150

Since tcal = 2.150 < critical value tα/2 = 2.62 at α/2
= 0.025  and df = n – 1 = 9, the null hypothesis is accepted.

10.26 Let H0 : µ = 56 and H1 : µ ≠ 46 (Two-tailed test)
Given: n = 16, x  = 53 and Σ(x – x )2 = 135. Thus

s = 
2( )

( 1)
x x
n

Σ −
−

 = 
135
15

 = 3

Applying t-test, t = 
/

x
s n

− µ
 = 

53 56
3/ 16

−
 = – 4

Since tcal = – 4 < critical value tα/2 = – 2.13 at α/2
= 0.025, df = 15, the null hypothesis is rejected.

10.27 Let H0 : µ = 5 and H1 : µ ≠ 5 (Two-tailed test)
Given n = 10, x  = 5.02 and s = 0.002.

Applying t-test, t = 
/

x
s n

− µ
 = 

5.02 5
0.002/ 10

−
 = 33.33

Since tcal = 33.33 > critical value tα/2 = 1.833 at α/2
= 0.025 and df = 9, the null hypothesis is rejected.

10.28 Let H0 : µ1 = µ2 and H1 : µ1 ≠ µ2 (Two-tailed test)

Given n1 = 20, s1 = 20, 1x  = 170 ; n2 = 18, s2 = 25,

2x  = 205, Applying t-test,

t = 1 2 1 2

1 2/
x x n n

n ns n
−

+
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=
170 205 20 18

22.5 20 18
− ×

+
 = 

35 360
22.5 38
−

 = – 4.8

s =
( ) ( )2 2

1 1 2 2

1 2

1 1
2

n s n s
n n

− + −
+ −

= 
2 219 (20) 17 (25)

20 18 2
+

+ −
 = 

18,225
36

 = 22.5

Since tcal = – 4.8 < critical value tα/2 = – 1.9 at α/2
= 0.025 and df = n1 + n2 – 2 = 36, the null hypothesis
is rejected.

10.29 Let H0 : µ1 = µ2 and H1 : µ1 ≠ µ2  (Two-tailed test)

Given n1 = 9, 1x  = 196.42, Σ(x1 – 1x )2 = 26.94 and
n2 = 7, 2x  = 198.82 and Σ(x2 – 2x )2 = 18.73

t = 1 2 1 2

1 2

x x n n
s n n
−

+
 = 

196.42 198.82 9 7
1.81 9 7

− ×
+

= – 
2.40 63
1.81 16

 = – 2.63

s = 
2 2

1 1 2 2

1 2

( ) ( )
2

x x x x
n n

Σ − + −
+ −

= 
26.94 18.73

9 7 2
+

+ −
 = 1.81

Since tcal = – 2.63 < critical value tα/2 = – 2.145 at α/2
= 0.025 and df = 14, the null hypothesis is rejected.

10.30 Let H0 : µ1 = µ2 and H1 : µ1 ≠ µ2 (Two-tailed test)

Given n1 = 4, s1
2 = 42, 1x  = 52, and n2 = 9, s2

2 = 56,

2x  = 42.

t = 1 2 1 2

1 2

x x n n
s n n
−

+
 = 

52 42 4 9
7.224 4 9

− ×
+

= 
10 36

7.224 13
 = 2.303

s =
2 2

1 1 2 2

1 2

( 1) ( 1)
2

n s n s
n n

− + −
+ −

 = 
3 42 8 56

4 9 2
× + ×

+ −
 = 

574
11

 = 7.224

Since tcal = 2.303 > critical value tα/2 = 2.20 at
α/2 = 0.025 and df = n1 + n2 – 2 = 11, the null hypothesis
is rejected.

10.31 Let H0 : µ1 = µ2 and H1 : µ1 ≠ µ2  (Two-tailed test)

Given n1 = 12, s1 = 100, 1x  = 1380 and  n2 = 15,

s2 = 120, 2x  = 1320. Applying t-test,

s = 
2 2

1 1 2 2

1 2

( 1) ( 1)
2

n s n s
n n

− + −
+ −

= 
2 211 (100) 14 (120)

12 15 2
+

+ −
 = 111.64

t = 1 2 1 2

1 2

x x n n
s n n
−

+
 = 

1380 1320 12 15
111.64 12 15

− ×
+

= 
60 180

111.64 27
 = 1.39

Since tcal = 1.39 < critical value tα/2 = 2.485 at α/2
= 0.025 and df = n1 + n2 – 2 = 25, the null hypothesis
is accepted.

10.32 Let H0 : µ1 = µ2 and H1 : µ1 ≠ µ2 (Two-tailed test)

Given n1 = 12, 1x  = 2000, s1 = 250 and n2 = 15,

2x  = 2230, s2 = 300. Applying t-test,

s = 
2 2

1 1 2 2

1 2

( 1) ( 1)
2

n s n s
n n

− + −
+ −

= 
2 211 (250) 14 (300)

12 15 2
+

+ −
 = 279.11

t = 1 2 1 2

1 2

x x n n
s n n
−

+

= 
2000 2230 12 15

279.11 12 15
− ×

+

= – 
230 180

279.11 27
 = – 2.126

Since tcal = – 2.126 < critical value tα/2 = – 1.708 at
α/2 = 0.025 and df = n1 + n2 – 2 = 25, the null hypothesis
is rejected.

10.33 Let H0 : Students have not gained from coaching

Roll No Increase in marks, d d2

1 4 16
2 –2 4
3 6 36
4 –8 64
5 12 144
6 5 25
7 –7 49
8 2 4

12 342

d = d
n

∑  = 12
8

 = 1.5;

s = 
2 2( )
1 ( 1)

d d
n n n
Σ Σ−

− −
 = 

2342 (12)
7 8 7

−
×

 = 6.8

t = 
/
d

s n
 = 

1.5
6.8 / 8

 = 0.624

Since tcal = 0.622 < critical value tα/2 = 1.895 at
α/2 = 0.025 and df = 7, null hypothesis is accepted.
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10.34 Let H0 : No change in IQ level after training programme

IQ Level d d2

Before After

110 120 10 100
120 118 – 2 4
123 125 2 4
132 136 4 16
125 121 – 4 16

10 140

d =  d
n

∑  = 
10
5

 = 2

s = 
2 2( )
1 ( 1)

d d
n n n
Σ Σ−

− −
 = 

2140 (10)
4 5 4

−
×

 = 5.477

t =
/
d

s n
 = 

2
5.477/ 5

 = 0.817

Since tcal = 0.814 < critical value tα/2 = 4.6 at α/2
= 0.025 and df = 4, the null hypothesis is accepted.

10.35 Let H0 : Training did not improve the performance of
the sales executives

Difference in Sales, d d2

1 1
–1 1
2 4

–3 9
2 4
2 4
2 4
3 9
0 0
4 16
8 64

= 20 = 116

d = d
n

∑  = 
20
11  = 1.82

s =
2 2( )
1 ( 1)

d d
n n n
Σ Σ−

− −
  = 

2116 (20)
10 11 10

−
×

 = 2.82

t =
/
d

s n
 = 

1.82
2.82/ 11

 = 2.14

Since tcal = 2.14 < critical value tα/2 = 2.23 at α/2
= 0.025 and df = 10, the null hypothesis is accepted.

10.11 HYPOTHESIS TESTING BASED ON F-DISTRIBUTION

In several statistical applications we might require to compare population variances.
For instance, (i) variances in product quality resulting from two different production
processes; (ii) variances in temperatures for two heating devices; (iii) variances in assembly
times for two assembly methods, (iv) variance in the rate of return on investment of two
types of stocks and so on, are few areas where comparison of variances is needed.

When independent random samples of size n1 and n2 are drawn from two normal
populations, the ratio

F =
2 2
1 1
2 2
2 2

/
/

s
s

σ
σ

follow F-distribution with df1 = n1 – 1 and df2 = n2 – 1 degrees of freedom, where s1
2 and

s2
2 are two sample variances and are given by

s1
2 =

2
1 1

1

( )
1

x x
n

Σ −
−

 and s2
2 = 

2
2 2

2

( )
1

x x
n

Σ −
−

If two normal populations have equal variances, i.e. σ1
2 = σ2

2, then the ratio

F =
2
1
2
2

s
s

; s1 > s2

has a probability distribution in repeated samplling that is known as F-distribution with
n1 – 1 degrees of freedom for numerator and n2 – 1 degrees of freedom for denominator.
For computational purposes, a larger sample variance is placed in the numerator so that
ratio is always equal to or more than one.

Assumptions: Few assumptions for the ratio s2
1/s2

2 to have an F-distribution are as follows:
(i) Independent random samples are drawn from each of two normal populations

(ii) The variability of the measurements in the two populations is same and can be
measured by a common variance σ2, i.e. σ2

1 = σ2
2 = σ2

F-test: A hypothesis test for
comparing the variance of
two independent
populations with the help of
variances of two small
samples.
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The F-distribution, also called variance ratio distribution, is not symmetric and the F
values can never be negative. The shape of any F-distribution depends on the degrees of
freedom of the numerator and denominator. A typical graph of a F-distribution is shown
in Fig. 10.10 for equal degrees of freedom for both numerator and denominator.

10.11.1 Properties of F-distribution

1. The total area or probability under the curve is unity. The value of F-test statistic
denoted by Fα at a particular level of significance α, provides an area or probability
of α to the right of the stated Fα value.

2. The F-distribution is positively skewed with a range 0 to ∞ and its degree of skewness
decreases with the increase in degrees of freedom ν1 for numerator and ν2 for
denominator. For ν2 ≥ 30, F-distribution is approximately normal.

3. The sample variances s1
2 and s2

2 are the unbiased estimates of population variance.
Since s1 > s2, the range of F-distribution curve is from 1 to ∞.

4. If the ratio s2
1/s2

2  is nearly equal to 1, then it indicates little evidence that  σ2
1 and σ2

2
are unequal. On the other hand, a very large or very small value for s2

1/s2
2 provides

evidence of difference in the  population variances.
5. The F-distribution discovered by Sir Ronald Fisher is merely a transformation of the

original Fisher’s z-distribution and is written as

z =
1
2

 logeF = 
1
2

 loge 
2
1
2
2

s
s

 = 
1
2

 loge

2
1

2

s
s

 
 
 

= loge
1

2

s
s

 
 
 

 = log10
1

2

s
s

 
 
 

 loge 10 = 2.3026 log10
1

2

s
s

 
 
 

The probability density function of F-distribution is given by

f (F) or y = y0 
1

1 2

z

( )/22Z
1 2( )

e
e

ν

− ν + νν + ν
, – ∞ < z < ∞

where y0 is a constant depending on the values of degrees of freedom, v1 = n1 – 1
and v2 = n2 – 1, such that the area under the curve is unity.

6. The mean and variances of the F-distribution are

Mean µ = 2

2 2
ν

ν −
 , v2 > 2

and Variance σ2 =
2
2 1 2

2
1 2 1 2

2 ( 2)
( ) ( 4)
ν ν + ν −

ν ν − ν ν −
, ν2 > 4

This implies that F-distribution has no mean for ν2 ≤ 2 and no variance for ν2 ≤ 4.
7. The reciprocal property

F1 – α (v2, v1) =
2 1( , )

1
Fα ν ν

of F-distribution helps to identify corresponding lower (left) tail F values from the
given upper (right) tail F values. For example, if α = 0.05, then for v1 = 24 and
v2 = 15, then F0.95(15, 24) = 2.11. Thus F0.95(24, 15) = 1/2.11 = 0.47.

Figure 10.10
F-distribution for n Degrees
of Freedom
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8. The variance of F with 1 and n degrees of freedom is distributed same as
t-distribution with n degrees of freedom.

10.11.2 Comparing Two Population Variances

How large or small must the ratio s2
1/s2

2 be for sufficient evidence to exist to the null
hypothesis is stated below:

Null hypothesis Alternative hypothesis
H0 : σ

2
1 = σ2

2 H1 : σ
2
1 > σ2

2 or σ2
1 < σ2

2 (One-tailed Test)

H0 : σ
2
1 = σ2

2 H1 : σ
2
1 ≠ σ2

2 (Two-tailed Test)
To conduct the test, random samples of size n1 and n2 are drawn from population 1

and 2 respectively. The statistical test of the null hypothesis H0, uses the test statistic
F = s2

1/s2
2, where s2

1 and s2
2 are the respective sample variances.

Decision rules: The criteria of acceptance or rejection of null hypothesis H0 are as under:

1. Accept H0 if the calculated value of F-test statistic is less than its critical value
Fα(ν1, ν2), i.e. Fcal < Fα for one-tailed test.

The critical value of Fα is based on degrees of freedom of numerator df1 = n1 – 1
and degrees of freedom of denominator df2 = n2 – 1. These  values can be obtained
from F-Tables (See appendix).

As mentioned earlier, the population with larger variance is considered as
population 1 to ensure that a rejection of H0 can occur only in the right (upper) tail
of the F-distribution curve. Even though half of the rejection region (the area α/2 to
its left) will be in the lower tail of the distribution. It is never used because using the
population with larger sample variance as population 1 always places the ratio s1

2/s2
2

in the right-tail direction.
2. H0 : σ1

2 = σ2
2 and H1 : σ1

2 > σ2
2 (One-tailed test)

The null hypothesis is setup so that the rejection region is always in the upper
tail of the distribution. This helps us in considering the population with larger
variance in the alternative hypothesis.

Confidence Interval: An interval estimate of all possible values for a ratio σ1
2/σ2

2 of population
variances, is given by

2 2
1 2

(1 )

/
F
s s

− α
≤

2
1
2
2

σ
σ

 ≤ 
2 2
1 2/
F

s s

α

where F values are based on a F-distribution with (n1 – 1) and (n2 – 1) degrees of freedom
and (1 – α) confidence coefficient.

Example 10.29: A research was conducted to understand whether women have a greater
variation in attitude on political issues than men. Two independent samples of 31 men
and 41 women were used for the study. The sample variances so calculated were 120 for
women and 80 for men. Test whether the difference in attitude toward political issues is
significant at 5 per cent level of significance.
Solution: Let us take the hypothesis that the difference is not significant, that is,

H0 : σ2
w = σ2

m and H1 : σ2
w > σm (One-tailed test)

The F-test statistic is given by  F = 
2
1
2
2

s
s

 = 120
80

 = 1.50

Since variance for women is in the numerator, the F-distribution with df1 =  41 – 1 = 40
in the numerator and df2 = 31 – 1 = 30 in the denominator will be used to conduct he
one-tailed test.

The critical (table) value of Fα = 0.05 = 1.79 at df1 = 40 and df2 = 30. The calculated
value of F = 1.50 is less than its critical value F = 1.79, the null hypothesis is accepted.
Hence, the results of the research do not support the belief that women have a greater
variation in attitude on political issues than men.
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Example 10.30: The following figures relate to the number of units of an item produced
per shift by two workers A and B for a number of days

A: 19 22 24 27 24 18 20 19 25
B: 26 37 40 35 30 30 40 26 30 35 45
Can it be inferred that worker A is more stable compared to worker B? Answer using

the F-test at 5 per cent level of significance.
Solution: Let us take the hypothesis that the two workers are equally stable, that is,

H0 : σA
2 = σB

2 and H1 : σA
2 ≠ σB

2 (One-tailed test)
The calculations for population variances σA

2 and σB
2 of the number of units produced

by workers A and B, respectively are shown in Table 10.9.

Table 10.9: Calculation of σσσσσ2A and σσσσσ2B

Worker A x1 – 1x (x1 – 22)2 Worker B x2 – 2x (x2 – 2x )2

x1 = x1 – 22 x2 = x2 – 34

19 – 3 9 26 – 8 64
22 0 0 37 3 9
24 2 4 40 6 36
27 5 25 35 1 1
24 2 4 30 – 4 16
18 – 4 16 30 – 4 16
20 – 2 4 40 6 36
19 – 3 9 26 – 8 64
25 3 9 30 – 4 16

35 1 1
45 11 121

198 0 80 374 0 380

1x  = 1

1

x
n

∑  = 198
9

 = 22; 2x = 2

2

x
n

∑
 = 

374
11

 = 34

sA
2 = 

2
1 1

1

( )
1

x x
n

Σ −
−

 = 
80

9 1−
 = 10; sB

2 = 
2

2 2

2

( )
1

x x
n

Σ −
−

 = 
380

11 1−
 = 38

Applying F-test statistic, we have

F = 
2
B
2
A

s
s

 = 38
10

 = 3.8 (because sB
2 > sA

2)

The critical value F0.05(10, 8) = 3.35 at α = 5 per cent level of significance and degrees
of freedom dfA = 8, dfB = 10. Since the calculated value of F is more than its critical
value, the null hypothesis is rejected. Hence we conclude that worker A is more stable
than worker B, because sA

2 < sB
2.

S e l f-P r a c t i c e  P r o b l e m s  10D

10.36 The mean diameter of a steel pipe produced by two
processes, A and B, is practically the same but the standard
deviations may differ. For a sample of 22 pipes produced
by A, the standard deviation is 2.9 m, while for a sample of
16 pipes produced by B, the standard deviation is 3.8 m.
Test whether the pipes produced by process A have the
same variability as those of process B.

10.37 Tests for breaking strength were carried out on two
lots of 5 and 9 steel wires respectively. The variance of
one lot was 230 and that of the other was 492. Is there
a significant difference in their variability?

10.38 Two random samples drawn from normal population
are:
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Sample 1 Sample 2

20 27
16 33
26 42
27 35
23 32
22 34
18 38
24 28
25 41
19 43

30
37

Obtain estimates of the variances of the
population and test whether the two population
have the same variance.

10.39 In a sample of 8 observations, the sum of the squared
deviations of items from the mean was 94.50. In another
sample of 10 observations the value was found to be
101.70. Test whether the difference is significant at

5 per cent level of significance (at 5 per cent level level
of significance critical value of F for ν1 = 3 and ν2 = 9
degrees of freedom is 3.29 and for ν1 = 8 and ν2 = 10
degrees of freedom, its value is 3.07).

10.40 Most individuals are aware of the fact that the average
annual repair costs for an automobile depends on the
age of the automobile. A researcher is interested in
finding out whether the variance of the annual repair
costs also increases with the age of the automobile. A
sample of 25 automobiles that are 4 years old showed a
sample variance for annual repair cost of Rs 850 and a
sample of 25 automobiles that are 2 years old showed a
sample variance for annual repair costs of Rs 300. Test
the hypothesis that the variance in annual repair costs is
more for the older automobiles, for a 0.01 level of
significance.

10.41 The standard deviation in the 12-month earnings per
share for 10 companies in the software industry was
4.27 and the standard deviation in the 12-month earning
per share for 7 companies in the telecom industry was
2.27. Conduct a test for equal variance at α = 0.05.
What is you conclusion about the variability in earning
per share for two industries.

H i n t s  a n d  A n s w e r s

10.36 LetH0 : There is no difference in the variability of
diameters produced by process A and B, i.e.
H0 : σA

2 = σB
2 and H1 : σA

2 ≠ σB
2

Given σA = 2.9, n1 = 22, dfA = 21; σB = 3.8,
n2 = 16, dfB = 21.

sA
2 = 1

1 1
n

n −
 σA

2 = 
22

22 1−
 (2.9)2  = 

22
21

 (8.41) = 8.81

s2
2 = 2

2 1
n

n −
 σB

2 = 
16

16 1−
 (3.8)2  = 

16
15

 (14.44) = 15.40

F = 
2
2
2
1

s
s

 = 
15.40
8.81

 = 1.75

Since the calculated value f = 1.75 is less than its critical
value F0.05 (15, 21) = 2.18, the null hypothesis is accepted.

10.37 Let H0 : No significant variability in the breaking
strength of wires

Given n1 = 5, σ1
2 = 230, df1 = 4; n2 = 9, σ2

2 = 492,
df2 = 8

F =
2
2
2
1

σ
σ

 = 492
230

 = 2.139

Since calculated value F = 2.139 is less its critical value
F0.05(8, 4) = 6.04 the null hypothesis is accepted.

10.38 Let H0 : Two populations have the same variance, i.e.
H0 : σ1

2 = σ2
2 and H1 : σ1

2 ≠ σ2
2.

Sample 1: 1x  = 1

10
x∑  = 22;

s1
2 = 

2
1 1

1

( )
1

x x
n

Σ −
−

 = 
120

9
 = 13.33, df1 = 9

Sample 2: x2 = 1

12
x∑  = 35;

s2
2 = 

2
2 2

2

( )
1

x x
n

Σ −
−

 = 
314
11

 = 28.54, df2 = 11

F = 
2
2
2
1

s
s

 = 
28.54
13.33

 = 2.14

Since calculated value F = 2.14 is less than its critical
value F0.05 (11, 9) = 4.63, the null hypothesis is accepted.

10.39 Let H0 : The difference is not significant

Sample 1: n1 = 8, Σ(x1 – x1)2 = 94.50, ν1 = 7

Sample 2: n1 = 10, Σ(x2 – x2 )2 = 101.70, ν2 = 9

∴ s1
2 =

2
1 1

1

( )
1

x x
n

Σ −
−

 = 94.50
7

 = 13.5;

s2
2 =

2
2 2

2

( )
1

x x
n

Σ −
−

 = 
101.70

9
 = 11.3

F =
2
1
2
2

s
s

 = 13.5
11.3

 = 1.195

Since the calculated value F = 1.195 is less than its critical
value F0.05 (7, 9) = 3.29, the null hypothesis is accepted.

10.40 Let H0 : No significant difference in the variance of
repair cost, H0 : σ1

2 = σ2
2 and H1 : σ1

2 > σ2
2

s1
2 = Rs 850; s2

2 = Rs 300
n1 = 25, df1 = 24; n2 = 25, df2 = 24

F =
2
1
2
2

s
s

 = 
850
300

 = 2.833
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Since the calculated value F = 2.833 is more than its
critical value F0.01(24, 24) = 2.66, the null hypothesis is
rejected.

10.41 Let H0 :No significant difference of variability in earning
per share for two industries,

H0 : σ1
2 = σ2

2 and H1 : σ1
2 ≠ σ2

2

Software industry : s1
2 = (4.27)2 = 18.23,

n1 = 10, df1 = 9

Telecom industry : s2
2 = (2.27)2 = 5.15,

n2 = 7, df2 = 6

∴ F = 
2
1
2
2

s
s

 = 
18.23
5.15

 = 3.54

Since the calculated value F = 3.54 is less than its critical
value F0.05 (9, 6) = 4.099, the null hypothesis is accepted.

F o r m u l a e  U s e d

1. Hypothesis testing for population mean with large
sample (n > 30)
(a) Test statistic about a population mean µ

• σ assumed known, z = 
| |

/
x

n
− µ

σ

• σ is estimated by s, z = 
/

x
s n

− µ

(b) Test statistic for the difference between means of
two  populations

• Standard deviation of 1 2x x−  when σ1 and σ2 are
known

1 2x x−σ  = 
22
21

1 2n n
σσ +

Test statistic  z = 
1 2

1 2 1 2( ) ( )

x x

x x

−

− − µ − µ
σ

• Standard deviation of x x1 2−  when σ2
1 = σ2

2

1 2x x−σ  = 
1 2

1 1
n n

σ +

• Point estimator of 
1 2x x−σ

1 2x xs −  = 
22
21

1 2

ss
n n

+

• Interval estimation for single population mean

x  ± zα/2 xσ  ; σ is known

x  ± zα/2 xs   ; σ is unknown

• Interval estimation for the difference of means
of two populations

( 1 2x x− ) ± zα/2 1 2x x−σ ; σ1 and σ2 are known

( 1 2x x− ) ± zα/2 1 2x xs − ; σ1 and σ2 are unknown

2. Hypothesis testing for population proportion for large
sample (n > 30)
(a) Test statistic for population proportion p

z =
p

p p−
σ

; σ p  = 
(1 )p p

n
−

(b) Test statistic for the difference between the
proportions of two populations

• Standard deviation of 1 2p p−

1 2p p−σ  = 2 21 1

1 2

(1 )(1 ) p pp p
n n

−−
+

• Point estimator of σ p p1 2−

1 2p ps −  = 2 21 1

1 2

(1 )(1 ) p pp p
n n

−−
+

• Interval estimation of the difference between the
proportions of two populations

( 1 2p p− ) ± zα/2 
1 2p ps −

where all n1p1, n1(1 – p1), n2p2, and n2(1 – p2) are
more than or equal to 5

• Test statistic for hypothesis testing about the
difference between proportions of two

populations z = 
1 2

1 2 1 2( ) ( )

p p

p p p p

−

− − −
σ

• Pooled estimator of the population proportion

p  = 1 1 2 2

1 2

n p n p
n n

+
+

• Point estimator of 
1 2p p−σ

1 2p ps −  = ( )
1 2

1 1
1p p

n n

 
− +   

3. Hypothesis testing for population mean with small
sample (n ≤ 30)

• Test statistic when s is estimated by s

t = 
/

x
s n

− µ

where s = 
2 2

1 1 2 2

1 2

( 1) ( 1)
2

n s n s
n n

− + −
+ −

= 
2 2

1 1 2 2

1 2

( ) ( )
2

x x x x
n n

Σ − + −
+ −

• Test statistic for difference between the means
of two population proportions
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t = 
1 2

1 2 1 2( ) ( )

x x

x x
s −

− − µ − µ

where 
1 2x xs −  is the point estimator of 

1 2p p−σ  when

σ1
2 = σ2

2 = σ2 and

1 2x xs −  = 2

1 2

1 1
s

n n

 
+   

 = 
1 2

1 1
s

n n
+

• Interval estimation of the difference between

means of two populations ( 1 2x x− ) ± tα/2 
1 2x xs −

4. Hypothesis testing for matched samples (small sample
case)
Test statistic for matched samples

t = 
/

d

d

d
s n

− µ
; sd = 

2( )
1

d d
n

Σ −
−

; d  = 
d

n
Σ

5. Hypothesis testing for two population variances

F = s1
2/s2

2; s1
2 > s2

2

C h a p t e r  C o n c e p t s  Q u i z

True or False
8. Type I error is more harmful than Type II error. (T/F)
9. For a given level of significance, we can reduce β by

increasing the sample size. (T/F)
10. If the cost of Type I error is large, a small level of significance

should be specified. (T/F)
11. For a given sample size n, an attempt to reduce the level of

significance results in an increase in β. (T/F)
12. For a given level of significance, change in sample size

changes the critical value. (T/F)
13. The t-test statistic is used when n ≤ 30 and the population

standard deviation is known. (T/F)
14. The value of the test statistic that defines the rejection

region is called critical region for the test. (T/F)

1. A tentative assumption about a population parameter is
called the null hypothesis. (T/F)

2. As a general guideline, a research hypothesis should be
stated as the alternative hypothesis. (T/F)

3. The equality part of the expression (either ≥, ≤,  or =)
always appears in the null hypothesis. (T/F)

4. Type I error is the probability of accepting null hypothesis
when it is true. (T/F)

5. Type II error is the probability of accepting null hypothesis
when it is true. (T/F)

6. The probability of making a Type I error is referred to as
the level of significance. (T/F)

7. The estimated standard deviation of sampling distribution
of a statistic is called standard error. (T/F)

Multiple Choice
15. Sampling distribution will be approximately normal if

sample size is
(a) large (b) sufficiently large
(c) small (d) none of these

16. Critical region is a region of
(a) rejection (b) acceptance
(c) indecision (d) none of these

17. The probability of Type II error is
(a) α (b) β
(c) 1 – α (d) 1 – β

18. The term 1 – β is called
(a) level of the test (b) power of the test
(c) size of the test (d) none of these

19. The test statistic to test µ1 = µ2 for normal population is
(a) F-test (b) z-test
(c) t-test (d) none of these

20. The usual notation the standard error of the sampling
distribution is

(a) / nσ (b) σ/n

(c) σ2 (d) none of these

21. If Type I and Type II errors are fixed, then the power of a
test increases with
(a) the increase of sample size
(b) not related to sample size
(c) the decrease of sample size
(d) none of these

22. The asymptotic distribution of t-statistic with n degrees of
freedom is
(a) F (b) normal
(c) z (d) t

23. If we reject the null hypothesis, we might be making
(a) a Type II error (b) a Type I error
(c) a correct decision (d) either (a) or (b)

24. The large sample test for testing p1 = p2 for normal
population is
(a) z-test (b) t-test
(c) F-test (d) none of these

25. For test of hypothesis H0 : µ1 = µ2 and H1 : µ1 < µ2, the
critical region at α = 0.05 and n > 30, is
(a) z ≤ 1.96 (b) z > 1.96
(c) z ≤ 1.645 (d) z > 1.645
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26. For test of hypothesis H0 : µ1 ≤ µ2 and H1 : µ1 > µ2, the
critical region at α = 0.10 and n > 30, is
(a) z ≤ 1.96 (b) z > 1.96
(c) z ≤ –1.645 (d) z > 1.645

27. The test statistic F = s1
2/s2

2 is used for testing the null
hypothesis
(a) H0 : µ1 = µ2 (b) H0 : σ1

2 = σ2
2

(c) H0 : σ1 = σ2 (d) none of these
28. Interval estimation of the difference between the

proportion of two populations is given by

(a) ( 1 2p p− ) ± zα/2 
1 2p ps − (b) ( 1 2p p− ) ± zα 

1 2p ps −

(c) ( 1 2p p− ) ± zα/2 
1 2p p−σ (d) ( 1 2p p− ) ± zα 

1 2p p−σ

29. Interval estimation for a single population mean when σ is
known is given by

(a) x  ± zα xσ (b) x  ± zα/2 xσ

(c) x  ± zα xs (d) x  ± zα/2 xs

30. Suppose for a particular hypothesis α = 0.05 and β
= 0.10. Then the power of this hypothesis test is

(a) 0.85 (b) 0.90
(c) 0.95 (d) none of these

31. If 2.81 is the critical value of test-statistic z, then the
significance level of the test is
(a) 0.05 (b) 0.01
(c) 0.005 (d) none of these

32. To be assumed that a hypothesis test is working correctly,
it is desired that the value of 1 – β should be close to
(a) 0.25 (b) .050
(c) .075 (d) 1.0

33. When a null hypothesis is H0 : µ = µ0, the alternative
hypothesis can be
(a) H1: µ ≥ µ0 (b) H1: µ < µ0
(c) H1: µ ≠ µ0 (d) H1: µ = µ0

34. When using the sample proportion p  to test the

hypothesis, the standard error of p  is:

(a) /p q n (b) /p q n

(c) /p q n (d) /p q n

Concepts Quiz Answers

1. T 2. T 3. T 4. F 5. T 6. F 7. T 8. T 9. F
10. T 11. T 12. T 13. T 14. F 15. (a) 16. (a) 17. (b) 18. (b)
19. (c) 20. (a) 21. (a) 22. (b) 23. (b) 24. (a) 25. (c) 26. (c) 27. (b)
28. (a) 29. (b) 30. (b) 31. (c) 32. (d) 33. (b) 34. (c)

R e v i e w-S e l f  P r a c t i c e  P r o b l e m s

10.42 A sample of size 25 yielded a mean equal to 33 and an
estimated variance equal to 100. At the α = 0.01 would
we have reasons to doubt the claim that the population
mean is not greater than 27?

[Kurukshetra Univ., MCom, 1996]
10.43 An educator claims that the average IQ of American

college students is at most 110, and that in a study made
to test this claim 150 American college students selected
at random had an average IQ of 111.2 with a standard
deviation of 7.2. Use a level of significance of 0.01 to
test the claim of the educator.

[Delhi Univ., BA (H.Eco.), 1996]
10.44 Prices of shares (in Rs) of a company on different days

in a month were found to be: 66, 65, 69, 70, 69, 71, 70,
63, 64, and 68. Test whether the mean price of the shares
in the month is 65. [Delhi Univ., MBA, 1999]

10.45 500 apples are taken at random from a large basket and
50 are found to be bad. Estimate the proportion of bad
apples in the basket and assign limits within which the
percentage most probably lies.

10.46 The election returns showed that a certain candidate
received 46 per cent of the votes. Determine the
probability that a poll of (a) 200 and (b) 1000 people

selected at random from the voting population would
have shown a majority of votes in favour of the candidate.

10.47 A simple random sample of size 100 has mean 15, the
population variance being 25. Find an interval estimate
of the population mean with a confidence level of (i)
99 per cent, and (ii) 95 per cent. If population variance
is not given, what should be known to find out the
required interval estimates? [CA Nov., 1988]

10.48 A machine produced 20 defective articles in a batch of
400. After overhauling, it produced 10 defectives in a
batch of 300. Has the machine improved?

[Madras Univ., MCom, 1996]
10.49 You are working as a purchase manager for a company.

The following information has been supplied to you by
two manufacturers of electric bulbs:

Company A Company B
Mean life (in hours) : 1300 1288
Standard deviation (in hours) : 82 93
Sample size : 100 100

Which brand of bulbs you will prefer to purchase if your
desire is to take a risk of 5 per cent.

[Delhi Univ., MCom, 1994; MBA, 1998, 2002]
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10.50 The intelligence test given to two groups of boys and
girls gave  the following information:

Mean Standard Number
Score Deviation

Girls 75 10 50
Boys 70 12 100

Is the difference in the mean scores of boys and girls
statistically significant? [Delhi Univ., MBA, 1997]

10.51 Two samples of 100 electric bulbs each has a mean
length of life 1500 and 1550 hours and  standard
deviation of 50 and 60 hours. Can it be concluded that
two brands differ significantly at 1 per cent level of
significance in equality?  [Kurukshetra Univ., MBA, 1999]

10.52 Two types of drugs were used on 5 and 7 patients for
reducing their weight. Drug A was imported and drug
B indigeneous. The decrease in the weights after using
the drugs for six months was as follows:

Drug A : 10 12 13 11 14 10 9
Drug B : 08 09 12 14 15

Is there a significant difference in the efficacy of the two
drugs? If not, which drug should you buy?

[Osmania Univ., MBA, 1996]
10.53 Samples of two different types of bulbs were tested for

length of life, and the following data were obtained:

Type I Type II
Sample size : 8 7
Sample mean : 1234 hrs 1136 hrs
Sample S.D. : 1236 hrs 1140 hrs

Is the difference in mean life of two types of bulbs
significant? [Delhi Univ., MBA, 1996]

10.54 A college conducting both day and evening classes
intends them to be identical. A sample of 100 day
students yields  examination results as: 1x  = 72.4,
σ1 = 14.8. Similarly, a sample of 200 evening students
yields examination results as: 2x  = 73.9, σ2 = 17.9. Are
the day and evening classes statistically equal at α =
0.01 level of significance?[Sukhadia Univ., M.Com, 1989]

10.55 A strength test carried out on samples of two yarns
spun to the same count gave the following results:

Sample Sample Sample
Size Mean Variance

Yarn A 4 52 42
Yarn B 9 42 56

The strengths are expressed in pounds. Is the difference
in mean strengths significant of the sources from which
the samples are drawn? [Delhi Univ., MBA, 1998]

10.56 An investigation of the relative merits of two kinds to
flashlight batteries showed that a random sample of
100 batteries of brand X lasted on the average 36.5
hours with a standard deviation of 1.8 hours, while a
random sample of 80 batteries of brand Y lasted on the
average 36.8 hours with a standard deviation of 1.5
hours. Use a level of significance of 0.05 to test whether
the observed difference between the average lifetimes
is significant. [Delhi Univ, BA (H. Econ.), 1996]

10.57 A company is interested in finding out if there is any
difference in the average salary received by the managers
of two divisions. Accordingly, samples of 12 managers
of the first division and 10 managers of  the second
division where selected at random. The results are given
below:

First Second
 Division Division

Sample size 12 10
Average monthly salary 12,500 11,200
Standard deviation 320 480

Apply the t-test to find out whether there is a significant
difference in the average salary.

[Kumaon Univ., MBA, 1999]
10.58 A random sample of 100 mill workers in Kanpur showed

their mean wage to be Rs 3500 with a standard deviation
of Rs 280. Another random sample of 150 mill workers
in Mumbai showed the mean wage to be Rs 3900 with
a standard deviation of Rs 400. Do the mean wages of
workers in Mumbai and Kanpur differ significantly ?
Use α = 0.05 level of significance.

[Delhi Univ., MCom, 1999]
10.59 The sales data of an item in six shops before and after a

special promotional campaign are as under:

Shops : A B C D E F
Before campaign : 53 28 31 48 50 42
After campaign : 58 29 30 55 56 45

Can the campaign be judged to be a success? Test at
5 per cent level of significance.

[ Jammu Univ., MCom, 1997]
10.60 As a controller of budget you are presented with the

following data for budget variances (in Rs 000’s)

Department Budgeted Actual
sales sales

A 1000 900
B 850 880
C 720 650
D 1060 860
E 750 820
F 900 1000
G 620 700
H 600 540
I 700 690
J 700 730
K 950 850
L 1100 1080

 Is there any reason that achievements against budgets
are slipping? Take α = 0.05 level of significance.

10.61 A certain medicine given to each of 12 patients resulted
in the following increase in blood pressure: 2, 5, 8, –1,
3, 0, –2, 1, 5, 0, 4, 6. Can it be concluded that the medicine
will, in general, be accompanied by an increase in blood
pressure?
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10.62 In a survey of buying habits, 400 women shoppers are
chosen at random in a shopping mall A. Their average
monthly food expenditure is Rs. 2500 with a standard
deviation of Rs 400, for another group of 400 women
shoppers chosen at random in shopping mall B, located
in another area of the same city, the average monthly
food expenditure is Rs 2200 with a standard deviation
of Rs 550. Do the data present sufficient evidence to
indicate that the average monthly food expenditure of
the two populations of women shoppers are equal. Test
at the 1 per cent level of significance.

10.63 The average monthly earnings for a women in managerial
and professional positions is Rs 16,700. Do men in the
same positions have average monthly earnings that are
higher than those for women? A random sample  of n=40
men in managerial and professional positions showed x
= Rs 17,250 and s = Rs 2346. Test the appropriate
hypothesis using α = 0.01.

10.64 The director (finance) of a company collected the
following sample information to compare the daily
travel expenses for the sales staff and the audit staff:

Sales (Rs) : 262 270 292 230 272 284
Audit (Rs): 260 204 258 286 298 240 278

At the α = 0.10 significance level, can he conclude that
the mean daily expenses are greater for the sales staff.

10.65 The owener of the weight lifting centre claims that by
taking a special vitamin, a weight lifter can increase his
strength. Ten student athletes are randomly selected
and given a test of strength using the standard bench
press. After two-weeks of regular training,
supplemented with the vitamin, they are tested again.
The results are shown below:

Student: 1 2 3 4 5 6 7 8 9 10
Before : 190 250 345 210 114 126 186 116 196 125
After : 196 240 345 212 113 129 189 115 194 124
At the α = 0.01 significance level, can we conclude that
the special vitamin increased the strengh of the student
athletes?

10.66 The manufacturer of the motorcycle advertises that the
motercycle will average 87 kms per litre on long trips.
The kms on eight long trips were 88, 82, 81, 87, 80, 78,
79 and 89. At the α = 0.05 significance level, is the mean
kilometer less than the advertised 87 kilometers per litre.

10.67 The variability in the amount of impurities present in a
batch of chemical used for a particular process depends
on the length of time the process is in operation. A
manufacturer using two production lines 1 and 2 has
made a slight adjustment to line 2, hoping to reduce the
variability as well as the average amount of impurities in
the chemical. Samples of n1=25 and n2=25
measurements from two batches yield following means
and variances: 1x  = 3.2, s2

1 = 1.04 and 2x  = 3.0,
s22 = 0.51. Do the data present sufficient evidence to
indicate that the process variability is less for line 2?

10.68 A media research group conducted a study of the radio
listening habits of men and women. It was discovered
that the mean listening time for men is 35 minutes
perday with a standard deviation of 10 minutes in a
sample of 10 men studied. The mean listening time for
12 women studied was also 35 minutes with a standard
deviation of 12 minutes. Can it be concluded that there
is a difference in the variation in the number of minutes
men and women listen to the radio at α = 0.10
significance level?

H i n t s  a n d  A n s w e r s

10.42 Let H0 : No significant difference between the and
hypothesized population means

Given, x  = 33, s = 100  = 10, n = 25, and µ = 27.

t = 
/

x
s n

− µ
 = 

33 27
10 / 25

−
 = 3

Since tcal = 3 is more than its critical value t = 2.064 at
α/2 = 0.025 and df = 24, the H0 is rejected

10.43 Let H0 : No significant difference between the claim of
the educator and the sample results

Given, n = 150, x  = 111.2, s = 7.2 and µ = 110

z =
/

x
s n

− µ
 = 

111.2 110
7.2/ 150

−
 = 2.04

Since zcal = 2.04 is less than its critical value zα = 2.58 at
α = 0.01, the H0 is accepted.

10.44 Let H0 : µ = 65 and H1 : µ ≠ 65

x d = x – 65 d2

66 1 1
65 0 0
69 4 16
70 5 25
69 4 16
71 6 36
70 6 36
63 –2 4
64 –1 1
68 3 9

25 133

x = A + 
d

n
Σ

 = 65 + 
25
10

 = 67.5 ;
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s =
2 2( )
1 ( 1)

d d
n n n
Σ Σ−

− −
 = 

2133 (25)
9 10 9

−
×

 = 2.798

t =
/

x
s n

− µ
 = 

67.5 65
2.798 / 10

−
 = 2.81

Since tcal = 2.81 is more than its critical value
tα/2 = 1.833 at α/2 = 0.025 and df = 9, the H0 is rejected.

10.45 Population of bad apples in the given sample,
p = 50/500 = 0.1; q = 0.9

Standard error, σp = 
pq
n

 = 
0.1 0.9

500
×

 = 0.013

Confidence limits: p ± 3 σp = 0.1 ± 3(0.013) ;
or 0.081 ≤ p ≤ 0.139

10.46 (a) Let H0 : p = 0.46 and H1 : p ≠ 0.46
Given p = 0.46, q = 0.54, n = 200;

σp = 
pq
n

 = 
0.46 0.54

200
×

 = 0.0352

Since 101 or more indicates a majority, as a continuous
variable let us consider it as 100.5 and therefore the
proportion is 100.5/200 = 0.5025

P(x ≥ 101) = P
p

p p
z

 −
≥ 

σ  
 = P

0.5025 0.46
0.0352

z
− ≥  

= P[z ≥ 1.21]
Required probability = 0.5000 – 0.3869 = 0.1131

(b) σp = 
0.46 0.54

1000
×

 = 0.0158

P(x ≥ 1001) = P
p

p p
z

 −
≥ 

σ  
 = P 0.5025 0.46

0.0158
z

− ≥  
 = P[z ≥ 2.69]

Required probability = 0.500 – 0.4964 = 0.0036
10.47 Given n = 100, x = 15,   σ2 = 25;

Standard error σ x = / nσ  = 5 / 100  = 0.5

99 per cent confidence limits: x  ± 2.58 xσ

15 ± 2.58 (0.5);  3.71 to 16.29

95 per cent Confidence limits: x  ± 1.96 xσ
= 15 ± 1.96(0.5); 14.02 to 15.98

10.48 Let H0 : The machine has not improved after
overhauling, H0 :  p1 = p2

Given, p1 = 20/400 = 0.050, p2 = 10/300 = 0.033

∴ p = 1 1 2 2

1 2

p n p n
n n

+
+

 = 
20 10

400 300
+
+

 = 0.043;

q = 1 – p = 0.957

z =
1 2

1 2

p p

p p

−

−
σ

 = 1 2

1 2

1 1

p p

pq
n n

−

 
+ 

 

 =
0.050 0.033

1 1
0.043 0.957

400 300

−

 × +  

= 
0.050 0.033

0.0155
−

 = 1.096

Since zcal = 1.096 is less than its critical value zα = 1.96
at α = 5 per cent, the H0 is accepted.

10.49 Let H0 : No significant difference in the quality of two
brands of bulbs, i.e. H0 : µ1 = µ2

Given n1 = 100, s1 = 82, 1x  = 1300 and n2 = 100,

s2 = 93, 2x  = 1288

z = 1 2
22
21

1 2

x x

ss
n n

−

+

 = 
2 2

1300 1288

(82) (93)
100 100

−

+

= 
12

67.24 86.49+
 = 0.968

Since zcal = 0.968 is less than its critical value zα = 1.96
at α = 5 per cent, the H0 is accepted.

10.50 Let H0 : The difference in the mean score of boys and
girls is not significant,

Given n1 = 50, s1 = 10, 1x  = 75 and n2 = 100, s2 = 12,

2x  = 70

z = 1 2
22
21

1 2

x x

ss
n n

−

+

 = 
2 2

75 70

(10) (12)
50 100

−

+

= 
5

3.44
 = 2.695

Since zcal = 2.695 is more than its critical value zα = 2.58
at α = 5 per cent, the H0 is rejected.

10.51 Let H0 : There is no significant difference in the mean
life of the two makes of bulbs,

Given n1 = 100, 1x  = 1500, σ1 = 50 and n2 = 100,

2x  = 1550, σ2 = 60

z =
1 2

1 2

x x

x x

−

−
σ

 = 1 2
22
21

1 2

x x

n n

−

σσ +

= 
2 2

1500 1550

(50) (60)
100 100

−

+

 = – 50
7.81

 = – 6.40

Since zcal = – 6.40 is less than its critical value zα= – 2.58
at α = 1 per cent, the H0 is rejected.

10.52 Let H0 : No significant difference in the efficacy of two
drugs, that is, H0 : µ1 = µ2

Drug A: 1x  = 1

1

x
n

Σ
 = 60

5
 = 12; Σ(x1 – 1x )2 = 10

Drug B: 2x  = 2

2

x
n

Σ
 = 77

7
 = 11; Σ(x2 – 2x )2 = 44

∴ s =
2 2

1 1 2 2

1 2

( ) ( )
2

x x x x
n n

Σ − + −
+ −

 = 
10 44
5 7 2

+
+ −

= 2.324

t = 1 2 1 2

1 2

x x n n
s n n
−

+
 = 

12 11 5 7
2.324 5 7

− ×
+
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= 
1 35

2.324 12
 = 0.735

Since tcal = 0.735 is less than its critical value t = 2.228 at
α = 5 per cent and df = n1 + n2 – 2 = 10, the H0 is
accepted.

10.53 Let H0 : No significant difference in the mean life of
the two types of bulbs, i.e. H0 : µ1 = µ2

Type I: n1 = 8, 1x  = 1234, s1 = 36; Type II: n2 = 7,

2x  = 1136, s2 = 40

∴ s =
2 2

1 1 2 2

1 2

( 1) ( 1)
2

n s n s
n n

− + −
+ −

= 
7 36 6 40

8 7 2
× + ×

+ −
 = 37.9

t = 1 2 1 2

1 2

x x n n
s n n
−

+
 = 

1234 1136 8 7
37.9 8 7

− ×
+

= 
98

37.9
 × 1.932 = 5

Since tcal = 5 is more than its critical value tα = 2.16 at
α = 5 per cent and df = n1 + n2 – 2 = 13, the H0 is
rejected.

10.54 Let H0 : Two means are statistically equal, that is,
H0 : µ1 = µ2

z =
1 2

1 2

x x

x x

−

−
σ

 = 1 2
22
21

1 2

x x

n n

−

σσ +

= 
2 2

72.4 73.9

(14.8) (17.9)
100 200

−

+

 = – 0.77

Since zcal = – 0.77 is more than its critical value zα =
– 2.58 at α = 1 per cent, the H0 is accepted.

10.55 Let H0 : The difference in the mean strength of the
two yarns is not significant,

Yarn A : n1 = 4, 1x  = 52, s1
2 = 42; Yarn B: n2 = 9,

2x  = 42, s2
2 = 56

∴ s =
2 2

1 1 2 2

1 2

( 1) ( 1)
2

n s n s
n n

− + −
+ −

= 
3 42 8 56

4 9 2
× + ×

+ −
 = 7.22

t = 1 2 1 2

1 2

x x n n
s n n
−

×
+

 = 
52 42 4 9

7.22 4 9
− ×

+

 = 
10 36

7.22 13
 = 2.3

Since tcal = 2.3 is more than its critical value tα = 1.796
at α = 5 per cent and df = 11, the H0 is rejected.

10.56 Let H0 : The difference in the average life of two makes
of batteries is not significant,

Given n1 = 100, 1x  = 36.5, σ1 = 1.8 and n2 = 80,

2x  = 36.81, σ2 = 1.5

∴ z =
1 2

1 2

x x

x x

−

−
σ

 = 1 2
22
21

1 2

x x

n n

−

σσ +

= 
2 2

36.5 36.81

(1.8) (1.5)
100 80

−

+

 = 
1.31
0.246

 = 1.22

Since zcal = 1.22 is less than its critical value z = 1.96 at
α = 5 per cent, the H0 is accepted.

10.57 Let H0 : The difference in the average salary of the
two divisions is not significant,

Given n1 = 12, 1x  = 12,500, s1 = 320 and  n2 = 10,

2x  = 11,200, s2 = 480

∴ s =
2 2

1 1 2 2

1 2

( 1) ( 1)
2

n s n s
n n

− + −
+ −

= 
2 211 (320) 9 (480)

12 10 2
× + ×

+ −
 = 400

t = 1 2 1 2

1 2

x x n n
s n n
−

+

= 
12,500 11,200 12 10

400 12 10
− ×

+
 = 7.59

Since tcal = 7.59 is more than its critical value tα = 2.228
at α = 5 per cent and df = n1 + n2 – 2 = 20, the H0 is
rejected.

10.58 Let H0 : Overhauling has not improved the performance
of the machine.
Given p1 = 10/200 = 0.05; p2 = 4/100 = 0.04;

∴ p = 1 1 2 2

1 2

n p n p
n n

+
+

 = 
10 4

200 100
+
+

 = 0.047;

 q = 1 – p = 0.953

σp =
1 2

1 1
pq

n n

 
+   

= 
1 1

0.047 0.953
200 100

 +×   
 = 0.027

z = 1 2

p

p p−
σ

 = 
0.05 0.04

0.027
−

 = 0.370

Since zcal = 0.370 is less than its critical value z = 1.96 at
α = 5 per cent, the H0 is accepted.

10.59 Let H0 : The promotional campaign has not been
success, i.e. µ1 = µ2

d : 5 1 –1 7 6 3 = 1211
d2 : 25 1 1 49 36 9 = 121

d = 
d

n
∑  = 

21
6

 = 3.5;

s = 
2 2( )
1 ( 1)

d d
n n n
Σ Σ−

− −
 = 

2121 (21)
5 5 6

−
×

 = 3.08

t = 
/
d

s n
 = 

3.5
3.08 / 6

 = 2.78
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Since tcal = 2.78 is more than its critical value t = 2.571
at α = 5 per cent and df = n – 1 = 5, the H0 is rejected.
Campaign is successful.

10.60 Let H0 : Achievements in sales against budgets are
slipping, i.e., H0 : µ1 = µ2 and H1 : µ1 < µ2

Department d d2

A –100 10,000
B 30 900
C –70 4900
D –200 40,000
E 70 4900
F 100 10,000
G 80 6400
H –60 3600
I –10 100
J 30 900
K –100 10,000
L –20 400

–250  92,100

d  = d
n

∑  = 250
12

 = 20.83;

s = 
2 2( )
1 ( 1)

d d
n n n
Σ Σ−

− −
 = 

292,100 (–250)
11 12 11

−
×

 = 88.87

∴ t =
/
d

s n
 = 

20.83
88.87 / 12

 = 0.812

Since tcal = 0.812 is less than its critical value t = 1.79 at
α = 5 per cent and df = 11, the H0 is accepted.

10.61 Let H0 : Medicine is not accompanied by an increase
in blood pressure, i.e.

H0 : µ1 = µ2 and H0 : µ1 < µ2

d d2

2 4
5 25
8 64
–1 1
3 9
0 0
–2 4
1 1
5 25
0 0
4 16
6 36
31 185

d  = 
d

n
∑  = 

31
12

 = 2.58;

s = 
2 2( )
1 ( 1)

d d
n n n
Σ Σ−

− −
 = 

2185 (31)
11 12 11

−
×

 = 3.08

∴ t =
/
d

s n
 = 

2.58
3.08/ 12

 = 2.89

Since tcal = 2.89 is more than its critical value t = 1.796
at α = 5 per cent and df = 11, the H0 is rejected.
Medicine increases blood pressure.

10.62 H0: µ1 = µ2 and H0: µ1 ≠ µ2; µ1 and µ2 = average
monthly food expenditures of population 1 and 2
respectively.

Given:  n1 = 400, 1x  = 2500, s1 = 400 and n2 = 400,

2x  = 2200, s2 = 550

z = 1 2
1 2
2 2

1 2

x x

s s
n n

−

+

 = 
( ) ( )2 2

2500 2200

400 550
400 400

−

+

= 
300 20
462500

×
 = 

6000
680.07

 = 8.822

Since zCal (= 8.822) > zα/2 (= 2.58) at α = 0.01, H0 is
rejected. Hence, average monthly expenditure of two
population of women shopper differ significantly.

10.63 H0: µ = 16,700 and H1: µ > 16,700; µ = average
monthly salary for men
Given n = 400, x  = 17,250 and s = 2346.

z =
/

x
s n

− µ
 = 

17,250 16,700
2346 / 400

−

= 
550

117.3
 = 4.68

Since zcal (=4.68) > zα = 2.58, H0 is rejected and hence
we conclude that the average monthly earnings for men
are significantly higher than for women.

10.64 H0: µs ≤ µa and H1: µs > µa; df = 6 + 7 – 1 = 11

s = 
( ) ( )2 2

1 1 2 2

1 2

1 1
2

n s n s
n n

− + −
+ −

= 
( )( ) ( )( )2 26 1 12.2 7 1 15.8

6 7 2
− + −

+ −
 = 203.82

t = 1 2

1 2

1 1

x x

s
n n

−

 
+ 

 

 = 
142.5 130.3

1 1
203.82

6 7

−

 +  

= 1.536
Since tcal (= 1.536) > ta (= 1.363) at df = 11, reject H0.
The men daily expenses are greater for sales staff.

10.65 H0: µa ≤ 0 and  H0: µa > 0. Calculate d  = 0.10 and sd =
4.28. Apply test statistic

t =
/d

d
s n

 = 
0.10

4.28 / 10
 = 0.07.

Since tcal (= 0.07) < tα (= 2.821) at df = 9, reject H0.
Hence there has been no increase.

10.66 H0: µ ≥ 87 and H1: µ < 87
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Calculate x  = /d n∑  = 664/8 = 83.0,

s = 
2 2( )
1 ( 1)

d d
n n n
Σ Σ−

− −
 = ( )

( )

266455244
8 1 8 8 1

−
− −

= 4.342
Applying test statistic

t =
x

x − µ
σ

 = 
83 87

4.342 / 8
−

 = –2.61

Since tcal (= –2.61) < t (= – 1.895) at df = 7, reject H0.
Hence, the kilometer is less than advertiser.

10.67 H0: σ2
1 and σ2

2  and H1: σ2
1 > σ2

2.
Given s21 = 1.04, s2

2 = 0.51, n1 = n2 = 25. Applying the
test statistic

f = s2
1 / s2

2 = 1.04/0.51 = 2.04
Since fcal (= 2.04) > fα (= 1.70) at df1 = df2 = 24, reject
H0. Hence variability of line 2 is less than that of line 1.

16.68 H0: σ2
L = σ2

L and H0: σ2
L ≠ σ2

L
Given s2

w = 12, s2m = 10, nm = 10, nw = 12. Applying the
test statistic

f = s2
1 / s2

2 = (12)2/(10)2 = 1.44
Since fcal (= 1.44) < fα (= 3.10), accept H0. Hence there
is no difference in the variations of the two populations.



11C h a p t e r

Chi-Square and Other
Non-Parametric Tests

People can be divided into
three groups: those who
make things happen, those
who watch things happen, and
those who wonder what
happened.

—John W. Newbern
An approximate answer to
the right problem is worth a
good deal more than an
exact answer to an approxi-
mate problem.

—John Tukey

After studying this chapter, you should be able to
recognize the advantage and disadvantages of non-parametric statistical tests
learn how a non-parametric statistical test is conducted when
— variables are measured on a nominal scale, and
— measurements are of independent nature.
test significant association between categorical variables.

11.1 INTRODUCTION

A variety of statistical tests are available for analysing a given set of data. An appropriate
statistical test for analysing a given set of data is selected on the basis of

• scale of measurement of the data
• dependence/independence of the measurements
• number of populations being studied
• specific requirements such as sample size, shape of population distribution, and

so on, for using a statistical test.
Generally, parametric and non-parametric statistical tests are distinguished on (i) the
basis of the scaling of the data and (ii) the assumptions regarding the sampling distribution
of sample statistic.

In Chapter 10, we discussed how z, t, and F test statistics are used for estimation and
test of hypotheses about population parameters. The use of these tests

(i) require the level of measurement attained on the collected data in the form of an
interval scale or ratio scale,

(ii) involve hypothesis testing of specified parameter values, and,
(iii) require assumptions about the population distribution, in particular, assumption

of normality and whether standard deviation of sampling/population distribution
is known or not.

If these assumptions are not justified then these tests would not yield accurate conculsions
about population parameters. In such circumstances, it is necessary to use few other
hypothesis testing procedures that do not require these conditions to be met. These
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procedures are referred to as non-parametric tests. Non-parametric tests (i) do not depend
on the form of the underlying population distribution from which the samples were
drawn, and (ii) use data that are of insufficient strength, i.e. data are categorical (nominally)
scaled or ranks (ordinally) scaled.

A non-parametric procedure (or method), also called distribution free test satisfies at
least one of the following criteria:

(i) The procedure does not take into consideration any population parameter such
as µ, σ or p.

(ii) The procedure is applied only on categorical data that are non-numerical and
frequency counts of categories for one or more variables.

(iii) The procedure does not depend on the form of the underlying population
distribution, in paraticular, the requirement of normality.

11.2 ADVANTAGES AND LIMITATIONS OF NON-PARAMETRIC METHODS

Advantages Few advantages of using non-parametric methods are as under:

(i) Non-parametric methods can be used to analyse categorical (nominal scaling) data,
rank (ordinal scaling) data and interval (ratio scaling) data

(ii) Non-parametric methods are generally easy to apply and quick to compute when
sample size is small.

(iii) Non-parametric methods require few assumptions but very useful when the scale
of measurement is weaker than required for parametric methods. Hence these
methods are widely used and yield a more general, broad-base conclusions.

(iv) Non-parametric methods provide an approximate solution to an exact problem
whereas parametric methods provide an exact solution to an approximate problem.

(v) Non-parametric methods provide solution to problems that do not require to make
the assumption that a population is distributed normally or any specific shape.

Limitations: Few major limitations of non-parametric methods are as under.

(i) Non-parametric methods should not be used when all the assumption of the
parametric methods can be met. However they are equally powerful when
assumptions are met, when assumptions are not met these may be more powerful.

(ii) Non-parametric methods require more manual computational time when sample
size gets larger.

(iii) Table values for non-parametric statistics are not as readily available as of parametric
methods.

(iv) Non-parametric tests are usually not as widely used and not well known as parametric
tests.

11.3 THE CHI-SQUARE DISTRIBUTION

The term non-parametric does not mean that the population distribution under study
has no parameters. All populations have certain parameters which define their
distribution. In this section we will discuss the chi-square (χχχχχ2) test which belongs to
non-parametric category of methods, to test a hypothesis. The symbol χ is the Greek
letter ‘chi’. The sampling distribution of χ2 is called χ2-distribution. Like other hypothesis
testing procedures, the calculated value of χ2-test statistic is compared with its critical (or
table) value to know whether the null hypothesis is true. The decision of accepting a null
hypothesis is based on how ‘close’ the sample results are to the expected results.

The probability density function of χ2-distribution is given by
y =y0 (χ2)(ν/2) – 1 e–χ2/2 (11-1)

where ν =degrees of freedom (dfν)
y0 =a constant depending on degrees of freedom ν
e =a constant, 2.71828

Chi-square test: A test for
establishing the association
between two categorical
variables.

Non-parametric
(distribution-free)
tests: The tests which can
be used validly when the
assumptions needed for
parametric testing cannot be
met.
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The χ2-distribution is a continuous probability distribution extending from 0 to ∞ as
shown in Fig. 11.1. Since χ2 is the sum of squares, its value cannot be negative.

11.3.1 Properties of χ2 Distribution

The following properties are useful while using χ2-test statistic to analyse its sampling
distribution:
1. The shape of the curve for various values of degrees of freedom is shown in Fig 11.1.

For ν = 1, the density function (11–1) reduces to

y = y0 −χ2/2e
which is the standard normal curve for positive values of the variate.

2. The sampling distribution of χ2 is a family of curves which vary with degrees of
freedom. When ν = 1, the curve is tangential to the x-axis at the origin, that is, the
curve attains its maximum value when

χ2

dy
d

 = y0 [(ν – 1) – χ2] χν – 2 −χ2/2e  = 0

or (ν – 1) – χ2 = 0 or χ2 = ν – 1
when ν > 1, the curve fall slowly and y → 0 as χ2 → ∞. In other words, sampling
distribution of χ2 is skewed towards higher values, that is, positively skewed.

3. For degrees of freedom ν = 3, the curve touches the y-axis at the origin, and for all
other values of ν > 4, the curve is tangential to χ2 axis at the origin.

4. For degrees of freedom ν ≥ 30, the χ2 curve approximates to the normal curve with

mean ν and  standard deviation ν2 . In such a case the distribution of χ22

provides a better approximation to normality than χ2 with mean ν −2 1  and standard
deviation one. This characteristic helps to test the significance of the difference
between observed and expected values of the variable.

5. Since density function of χ2 does not contain any parameter of population, χ2-test
statistic is referred to as a non-parametric test. Thus χ2-distribution does not depend
upon the form of the parent population.

6. The mean and variance of χ2-distribution are as follows:
Mean, µ (χ2) = ν and Variance, σ2 (χ2) = 2ν.

11.3.2 Conditions for the Applications of χ2 Test

Before using χ2 as a test statistic to test a hypothesis, the following conditions are necessary:

1. The experiment consists of n identical but independent trials. The outcome of each
trial falls into one of k categories. The observed number of outcome in each category,
written as O1, O2, . . ., On, with O1 + O2 + . . . + On = 1 are counted.

2. If there are only two cells, the expected frequency in each cell should be 5 or more.
Because for observations less than 5, the value of χ2 shall be over estimated, resulting
in the rejection of the null hypothesis.

Figure 11.1
χχχχχ2-Distributions with different values
of df parameter.
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3. For more than two cells, if more than 20 per cent of the cells have expected frequencies
less than 5, then χ2 should not be applied.

4. Samples must be drawn randomly from the population of interest. All the individual
observations in a sample should be independent.

5. The sample should contain at least 50 observations.
6. The data should be expressed in original units, rather than in percentage or ratio

form. Such precaution helps in comparison of attributes of interest.

11.4 THE CHI-SQUARE TEST-STATISTIC

Like t and F distributions, a χ2-distribution is also a function of its degrees of freedom.
This distribution is skewed to the right and the random variable can never take a negative
value. Theoretically, its range is from 0 to ∞ as shown in Fig. 11.2. Values of χ2 that
divide the curve with a proportion of the area equivalent to α (level of significance) in the
right tail are given in the Appendix. The χ2-test statistic is given by

χ2 = ( )−
∑

2O E
E

(11–2)

where O = an observed frequency in a particular category
E = an expected frequency for a particular category

Decision Rule The calculated value of χ2 is compared with its critical value at a particular
level of significance and degrees of freedom. If χ2

cal > χ2
critical, then the null hypothesis is

rejected in favour of the alternative hypothesis, and it is concluded that the difference
between two sets of frequencies is significant.

The degrees of freedom for χ2-test statistic depend on the test and certain other
factors, which will be discussed later in this chapter.

Since the mean of χ2-distribution is equal to the number of degrees of freedom,
therefore skewness of this distribution is considerable when the number of degrees of
freedom is small, but it reduces as the number of degrees of freedom increases as shown
in Fig. 11.2.

11.4.1 Grouping of Small Frequencies

One or more observations with frequencies less than 5 may be grouped together to
represent a single category before calculating the difference between observed and expected
frequencies. For example, the figures given below are the theoretical (observed) and
expected frequencies (based on Poisson distribution) having same mean value and equal
number of total frequencies.

Observed frequencies : 305 365 210 80 28 9 3
Expected frequencies : 301 361 217 88 26 6 1

These 7 classes can be reduced to 6 by combining the last two frequencies in both the
cases as follows:

Observed frequencies : 305 365 210 80 28 12
Expected frequencies : 301 361 217 88 26 7

Figure 11.2
χχχχχ2 Density Function
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Since the original 7 classes have been reduced to 6 by grouping, therefore the revised
degrees of freedom are df = 6 – 2 = 4, due to two restraints.

11.5 APPLICATIONS OF χ2 TEST

A few important applications of χ2 test discussed in this chapter are as follows:

• Test of independence
• Test of goodness-of-fit
• Yate’s correction for continuity
• Test for population variance
• Test for homogeneity

11.5.1 Contingency Table Analysis : Chi-Square Test of Independence

The χ2 test of independence is used to analyse the frequencies of two qualitative variables
or attributes with multiple categories to determine whether the two variables are
independent. The chi-square test of independence can be used to analyse any level of
measurement, but it is particularly useful in analysing nominal data. For example,

• Whether voters can be classified by gender is independent of the political affiliation
• Whether university students classified by gender are independent of courses of

study
• Whether wage-earners classified by education level are independent of income
• Whether type of soft drink preferred by a consumer is  independent of the

consumer’s age.
• Whether absenteeism is independent of job classification
• Whether an item manufactured is acceptable or not is independent of the shifts in

which it was manufactured.
When observations are classified according to two qualitatives variables or attributes and
arranged in a table, the display is called a contingency table as shown in Table 11.1. The
test of independence uses the contingency table format and is also referred to as a
Contingency Table Analysis (or Test).

Table 11.1: Contingency Table

Variable B Variable A Total

A1 A2 . . . Ac

B1 O11 O12 . . . O1c R1
B2 O21 O22 . . . O2c R2
. . .
. . .
. . .

Br Or1 Or2 . . . Orc Rr

Total C1 C2 . . . Cc N

It may be noted that the variables A and B have been classified into mutually exclusive
categories. The value Oij is the observed frequency for the cell in row i and colum j. The
row and column totals are the sums of the frequencies. The row and column totals are
added up to get a grand total n, which represents the sample size.

The expected frequency, E ij, corresponding to an observed frequency Oij in row i and
column j under the assumption of independence, is based on the multiplicative rule of
probability. That is, if two events A i and Bj are independent, then the probability of their
joint occurrence is equal to the product of their individual probabilities. Thus the expected
frequencies in each cell of the contingency table are calculated as follows:

Contingency table: A
cross-table for displaying
the frequencies of all
possible groups of two
variables.
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Eij =
Row total Column total

Grand total
Sample size Sample size

i j× ×

=
CR

N N
ji ×  × N = 

R C

N
i j×

(11–3)

The analysis of a two-way contingency table helps to answer the question whether the
two variables are unrelated or independent of each other. Consequently, the null hypothesis
for a chi-square test of independence is that the two variables are independent. If null hypothesis
H0 is rejected, then two variables are not independent but are related. Hence, the χ2-test
statistic measures how much the observed frequencies differ from the expected frequencies
when the variables are independent.

The Procedure The procedure to test the association between two independent variables
where the sample data is presented in the form of a contingency table with r rows and c
columns is summarized as follows:

Step 1: State the null and alternative hypotheses
H0 : No relationship or association exists between two variables, that is, they are

independent
H1 : A relationship exists, that is, they are related

Step 2: Select a random sample and record the observed frequencies (O values) in each
cell of the contingency table and calculate the row, column, and grand totals.
Step 3: Calculate the expected frequencies (E-values) for each cell:

E = Row total × Column total
Grand total

Step 4: Compute the value of test-statistic

χ2 =
2(O E)

E
−

∑

Step 5: Calculate the degrees of freedom. The degrees of freedom for the chi-square test
of independence are given by the formula

df = (Number of rows – 1) (Number of columns – 1) = (r – 1) (c – 1)
Step 6: Using a level of significance α and df, find the critical (table) value of χα

2 (see
Appendix). This value of χα

2 corresponds to an area in the right tail of the distribution.
Step 7: Compare the calculated and table values of χ2. Decide whether the variables are
independent or not, using the decision rule:

• Accept H0 if χ2
cal  is less than its table value χ2

α, (r – 1) (c – 1)
• Otherwise reject H0

Example 11.1: Two hundred randomly selected adults were asked whether TV shows as
a whole are primarily entertaining, educational, or a waste of time (only one answer
could be chosen). The respondents were categorized by gender. Their responses are
given in the following table:

Opinion

Gender Entertaining Educational Waste of time Total

Female 52 28 30 110
Male 28 12 50 90
Total 80 40 80 200

Is this evidence convincing that there is a relationship between gender and opinion
in the population interest?
Solution: Let us assume the null hypothesis that the opinion of adults is independent of
gender.
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The contingency table is of size 2×3, the degrees of freedom would be (2–1) (3–1)
= 2, that is, we will have to calculate only two expected frequencies and the other four
can be automatically determined as shown below:

E11 = 
Row 1 total × Column 1 total

Grand total
 = 

110 80
200

×
 = 44

E12 = 
Row 1 total × Column 2 total

Grand total
 = 

110 40
200

×
 = 22

E13 = 110 – (44 + 22) = 44

E21 = 80 – E11 = 80 – 44 = 36

E22 = 40 – E12 = 40 – 22 = 18

E23 = 80 – E13 = 80 – 44 = 36
The contingency table of expected frequencies is as follows:

Opinion

Gender Entertaining Educational Waste of time Total

Male 44 22 44 110
Female 36 18 36 190
Total 80 40 80 200

Arranging the observed and expected frequencies in the following table to calculate
the value of χ2-test statistic:

Observed Expected (O – E) (O – E)2 (O – E)2/E
(O) (E)

52 44 8 64 1.454
28 22 6 36 1.636
30 44 14 196 4.455
28 36 – 8 64 1.777
12 18 – 6 36 2.000
50 36 14 196 5.444

16.766

The critical (or table) value of χ2 = 5.99 at α = 0.05 and df = 2. Since the calculated
value of χ2 = 16.766 is more than its critical value, the null hypothesis is rejected.
Hence, we conclude that the opinion of adults is not independent of gender.
Example 11.2: A company is interested in determining whether an association exists
between the commuting time of their employees and the level of stress-related problems
observed on the job. A study of 116 assembly-line workers reveals the following:

Stress
Commuting Time High Moderate Low Total

Under 20 min 09 5 18 32
20 – 50 min 17 8 28 53
over 50 min 18 6 7 31
Total 44 19 53 116

At α = 0.01 level of significance, is there any evidence of a significant relationship
between commuting time and stress?
Solution: Let us assume the null hypothesis that stress on the job is independent of
commuting time.

The contingency table is of size 3×3, the degrees of freedom would be (3 – 1) (3 – 1)
= 4, that is, we will have to calculate only four expected frequencies and the others can
be calculated automatically as shown below:
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E11 = 
32 44

116
×

 = 12.14 E12 = 
32 19

116
×

 = 5.24 E13 = 14.62

E21 = 
53 44

116
×

 = 20.10 E22 = 
53 19

116
×

 = 8.68 E23 = 24.22

E31 = 
31 44

116
×

 = 11.75 E32 = 
31 19

116
×

 = 5.08 E33 = 14.17

Arranging the observed and expected frequencies in the following table to calculate
the value of χ2-test statistic:

Observed Expected O – E (O – E)2 (O – E)2/E
(O) (E)

9 12.14 – 3.14 9.85 0.811
5 5.24 – 0.24 0.05 0.009

18 14.62 3.38 11.42 0.781
17 20.10 – 3.10 9.61 0.478

8 8.68 – 0.68 0.45 0.052
28 24.22 3.78 14.28 0.589
18 11.75 6.25 39.06 3.324

6 5.08 0.92 0.84 0.165
7 14.17 – 7.17 51.40 3.627

9.836

The critical value of χ2 = 13.30 at α = 0.01 and df = 4. Since calculated value of
χ2 = 9.836 is less than its critical value, the null hypothesis H0 is accepted. Hence we
conclude that stress on the job is independent of commuting time.
Example 11.3: A certain drug is claimed to be effective in curing colds. In an experiment
on 500 persons with cold, half of them were given the drug and half of them were given
sugar pills. The patients’ reactions to the treatment are recorded in the following table:

Consequence

Treatment Helped Reaction No effect Total

Drug 150 30 70 250
Sugar pills 130 40 80 250
Total 280 70 150 500

On the basis of the data, can it be concluded that there is a significant difference in
the effect of the drug and sugar pills?

[Lucknow Univ., MBA, 1998, Delhi Univ., MBA,1999, 2002]
Solution: Let us assume the null hypothesis that there is no significant difference in the
effect of the drug and sugar pills.

The contingency table is of size 2 × 3, the degrees of freedom would be (2 – 1) (3 –
1) = 2, that is, we would have to calculate only two expected frequencies and others can
be automatically determined as shown below:

E11 =
250 280

500
×

 = 140; E12 = 
250 70

500
×

 = 35

The contingency table of expected frequencies is as follows:

Consequence

Treatment Helped Harmed No Effect Total

Drug 140 35 75 250
Sugar pills 140 35 75 250
Total 280 70 150 500
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Arranging the observed and expected frequencies in the following table to calculate
the value of χ2-test statistic.

Observed Expected (O – E) (O – E)2 (O – E)2/E
(O) (E)

150 140 10 100 0.714
130 140 – 10 100 0.714

30 35 – 5 25 0.714
40 35 5 25 0.714
70 75 – 5 25 0.333
80 75 5 25 0.333

3.522

The critical value of χ2 = 5.99 at α = 0.05 and df = 2. Since the calculated value of
χ2 = 3.522 is less than its critical value, the null hypothesis is accepted. Hence we
conclude that there is no significant difference in the effect of the drug and sugar pills.

S e l f-P r a c t i c e  P r o b l e m s  11A

11.1 In an anti-malaria campaign in a certain area, quinine
was administered to 812 persons out of a total
population of 3248. The number of fever cases reported
is shown below:

Treatment Fever No Fever Total

Quinine 20 792 812
No quinine 220 2216 2436
Total 240 3008 3248

Discuss the usefulness of quinine in checking malaria.
[MD Univ., MCom, 1998]

11.2 Based on information from 1000 randomly selected
fields about the tenancy status of the cultivation of these
fields and use of fertilizers, collected in an agro-economic
survey, the following classifications were noted:

Owned Rented Total

Using fertilizers 416 184 600
Not using fertilizers 064 336 400

Total 480 520 1000

Would you conclude that owner cultivators are more
inclined towards the use of fertilizers at α = 0.05 level of
significance? Carry out the chi-square test as per testing
procedures. [Osmania Univ., MCom, 1997]

11.3 In an experiment on immunization of cattle from
tuberculosis, the following results were obtained:

Affected Not Affected

Inoculated 12 26
Not inoculated 16 6

Calculate the χ2 and discuss the effect of vaccine in
controlling susceptibility to tuberculosis.

[Rajasthan Univ., MCom, 1996]

11.4 From the data given below about the treatment of 250
patients suffering from a disease, state whether the new
treatment is superior to the conventional treatment.

Treatment No. of Patients

Favourable      Not Favourable Total
New 140 30 170
Conventional 060 20 080

Total 200 50 250

[MD Univ., MCom, 1998]
11.5 1000 students at college level are graded according to

their IQ and their economic conditions. Use chi-square
test to find out whether there is any association between
economic conditions and the level of IQ.

Economic IQ Level
Conditions High Medium Low Total

Rich 160 300 140 600
Poor 140 100 160 400

Total 300 400 300 1000

[Madurai Univ., MCom, 1996]
11.6 200 digits are chosen at random from a set of tables.

The frequencies of the digits are as follows:

Digit : 0 1 2 3 4 5 6 7 8 9
Frequency: 18 19 23 21 16 25 22 20 21 15

Use the  χ2 test to assess the correctness of the hypothesis
that the digits were distributed in equal numbers in the
tables from which they were chosen.

[HP Univ., MCom, 2000]
11.7 In an experiment on pea-breeding, Mendel obtained

the following frequencies of seeds: 315 round and
yellow, 101 wrinkled and yellow, 108 round and green,
32 winkled and green. According to his theory of heredity



390 BUSINESS S TAT I S T I C S

H i n t s  a n d  A n s w e r s

11.1 Let H0 : Quinine is not effective in checking malaria.
 χ2

cal = 38.393 is more than its critical value χ2
critical =

3.84 at a = 0.05 and df = 1, the null hypothesis is
rejected.

11.2 Let H0 : Ownership of fields and the use of fertilizers
are independent attributes.

χ2
cal = 273.504 is more than its critical value χ2

critical =
3.84 at α = 0.05 and df = 1, the null hypothesis is
rejected.

11.3 Let H0 : Vaccine is not effective in controlling
susceptibility to tuberculosis.

χ2
cal = 7.796 is more than its critical value χ2

critical = 3.84
at α = 0.05 and df = 1, the null hypothesis is rejected.

11.4 Let H0 : No significant difference between the new and
conventional treatment.

χ2
cal = 1.839 is less than its critical value χ2

critical = 3.84 at
α = 0.05 and df = 1, the null hypothesis is accepted.

11.5 Let H0 : No association between economic conditions
and the level of IQ.

χ2
cal = 65.277 is more than its critical value χ2

critical = 5.99
at α = 0.05 and df = 2, the null hypothesis is rejected.

the numbers should be in proportion 9 : 3 : 3 : 1. Is
there any evidence to doubt the theory at
α = 0.05 level of significance?

[Delhi Univ., MCom, 1996]
11.8 Two researchers adopted different sampling techniques

while investigating the same group of students to find
the number of students falling in different intelligence
levels. The results are as follows:

Researcher Below Average Above Genius Total
Average Average

X 086 060 44 10 200
Y 040 033 25 02 100

Total 126 093 69 12 300

Would you say that the sampling techniques adopted by
the two researchers are significantly different?

[Delhi Univ., MBA, 1998]
11.9 From the following data, find out whether there is any

relationship between sex and preference of colour:

Colour Males Females Total

Red 10 40 50
White 70 30 100
Green 30 20 50

Total 110 90 200

[HP Univ., MBA., 1998; Madurai Univ., MCom, 1999]

11.10 A manufacturer of TV sets was trying to find out what
variables influenced the purchase of a TV set. Level of
income was suggested as a possible variable influencing
the purchase of TV sets. A sample of 500 households
was selected and the information obtained is classified
as shown below:

Income Group Have Do not have
TV  Set TV Set

Low income group 0 250
Middle income group 50 100

High income group 80 20

Is there evidence from the above data of a relation
ownership of TV sets and level of income?

[Delhi Univ., MBA, 2000]
11.11 A marketing agency gives the following information

about the age groups of the sample informants and
their liking for a particular model of scooter which a
company plans to introduce:

Choice Age Group of Informants

Below 20 20–39 40–59 Total

Liked 125 420 060 0605
Disliked 075 220 100 0395

Total 200 640 160 1000

On the basis of above data, can it be concluded that the
model appeal is independent of the age group of the
informants? [HP Univ., MBA, 1998]

11.6 Let H0 : Digits were distributed in equal numbers.
On the basis of H0, E = 200/10 = 20 as the frequency of
occurrence for 0, 1, 2, . . . digits.
χ2

cal = 4.3 is less than its critical value χ2 = 16.22 at α =
0.05 and df = 10 – 1 = 9, the null hypothesis is accepted.

11.7 Let H0 : No significant difference in the observed and
expected frequencies.

Calculations of expected values are as follows:

E1 = 
556 9

16
×

 = 312.75, E2 = 
556 3

16
×

 = 104.25,

E3 = 104.25 and E4 = 34.75, respectively.

Category O E (O – E)2 (O – E)2/E

Round and yellow 315 312.75 5.062 0.016
Wrinkled and yellow 101 104.25 10.562 0.101
Round and green 108 104.25 14.062 0.135
Wrinkled and green 032 134.75 07.562 0.218

0.470

Since χ2
cal = 0.470 is less than its critical value χ2 = 7.82

at α = 0.05 and df = 4 – 1 = 3, the null hypothesis is
accepted.
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11.8 Let H0 : Sampling techniques adopted by two
researchers are not significantly different.

χ2
cal = 2.098 is less than its critical value χ2

critical = 7.82 at
α = 0.05 and df = 3, the null hypothesis is accepted.

11.9 Let H0 : No relationship between gender and preference
of colour.

χ2
cal = 34.35 is more than its critical value χ2

critical = 5.99
at α = 0.05 and df = 2, the null hypothesis is rejected.

11.10 Let H0 : The ownership of TV sets is independent of
the level of income.

χ2
cal = 243.59 is more than its critical value χ2

critical =
7.82 at α = 0.05 and df = 2, the null hypothesis is
rejected.

11.11 Let H0 : The model appeal is independent of the age
group of the informants.

χ2
cal = 42.788 is more than its critical value χ2

critical =
5.99 at α = 0.05 and df = 2, the null hypothesis is
rejected.

11.5.2 Chi-Square Test for Goodness-of -Fit

On several occasions a decision-maker needs to understand whether an actual sample
distribution matches or coincides with a known theoretical probability distribution such
as binomial, Poisson, normal, and so on. The χ2 test for goodness-of-fit is a statistical test of
how well given data support an assumption about the distribution of a population or random
variable of interest. The test determines how well an assumed distribution fits the given data.  To
apply this test, a particular theoretical distribution is first hypothesized a for given
population and then the test is carried out to determine whether or not the sample data
could have come from the population of interest with the hypothesized theoretical
distribution. The observed frequencies or values come from the sample and the expected
frequencies or values come from the theoretical hypothesized probability distribution.
The goodness-of-fit test now focuses on the differences between the observed values and
the expected values. Large differences between the two distributions throw doubt on the
assumption that the hypothesized theoretical distribution is correct. On the other hand,
small differences between the two distribution may be assumed to be resulting from
sampling error.
The Procedure The general steps to conduct a goodness-of-fit test for any hypothesized
population distribution are summarized as follows:
Step 1: State the null and alternative hypotheses

H0 : No difference between the observed and expected sets of frequencies.
H1 : There is a difference

Step 2: Select a random sample and record the observed frequencies (O values) for each
category.
Step 3: Calculate expected frequencies (E values) in each category by multiplying the
category probability by the sample size.
Step 4: Compute the value of test statistic

χ2 =
2(O E)

E
−

∑

Step 5: Using a level of significance α and df = n – 1 provided that the number of
expected frequencies are 5 or more for all categories, find the critical (table) value of χ2

(See Appendix).
Step 6: Compare the calculated and table value of χ2, and use the following decision
rule:

• Accept H0 if χ2
cal is less than its critical value χ2

α, n – 1
• Otherwise reject H0

Example 11.4: A Personnel Manager is interested in trying to determine whether
absenteeism is greater on one day of the week than on another. His records for the past
year show the following sample distribution:

Day of the week : Monday Tuesday Wednesday Thursday Friday
No. of absentees : 66 56 54 48 75

Test whether the absence is uniformly distributed over the week.
[Madras Univ., MCom, 1996]

Goodness-of-fit: A
statistical test conducted to
determine how closely the
observed frequencies fit
those predicted by a
hypothesized probability
distribution for population.
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Solution: Let us assume the null hypothesis that the absence is uniformly distributed
over the week.

The number of absentees during a week are 300 and if absenteeism is equally probable
on all days, then we should expect 300/5 = 60 absentees on each day of the week. Now
arranging the data as follows:

Category O E O – E (O – E)2 (O – E)2/E

Monday 66 60 6 36 0.60
Tuesday 57 60 – 3 9 0.15
Wednesday 54 60 – 6 36 0.60
Thursday 48 60 – 12 144 2.40
Friday 75 60 – 15 225 3.75

7.50

The critical value of χ2 = 9.49 at α = 0.05 and df = 5 – 1 = 4. Since calculated value
χcal = 7.50 is less than its critical value, the null hypothesis is accepted.
Example 11.5: A survey of 800 families with 4 children each revealed following
distribution:

No. of boys : 0 1 2 3 4
No. of girls : 4 3 2 1 0
No. of families : 32 178 290 236 64

Is this result consistent with the hypothesis that male and female births are equally
probable?
Solution: Let us assume the null hypothesis that male and female births are equally
probable.

The probability of a male or female is p = q = 1/2. Since birth of male and female is
mutually exclusive and exhaustive, the expected number of families having different
combinations of boys and girls can be calculated using binomial probability distribution
as follows:

P(x = r) = 4Cr p
rq4 – r ; r = 0, 1, . . ., 4

= 4Cr (1/2)4 since p = q = 1/2
The calculations for expected frequencies for each combination (category) of boy or

girl are as shown below:

Category P(x = r) Expected
x Frequency, n P(x)

0 4C0 (1/2)4 = 1/16 800×(1/16) = 50

1 4C1 (1/2)4 = 4/16 800×(4/16) =200

2 4C2 (1/2)4 = 6/16 800×(6/16) =300

3 4C3 (1/2)4 = 4/16 800×(4/16) =200

4 4C4 (1/2)4 = 1/16 800×(1/16) = 50

To apply the χ2-test, arrange the observed and expected frequencies in the table
below:

Category O E O – E (O – E)2 (O – E)2/E

0 32 50 – 18 324 6.480
1 178 200 – 22 484 2.420
2 290 300 – 10 100 0.333
3 236 200 36 1296 6.480
4 64 50 14 196 3.920

19.633
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The critical value of χ2 = 9.488 at α = 0.05 and df = 5 – 1 = 4. Since calculated
value of χ2 is greater than its table value, the hypothesis is rejected. Hence, we conclude
that male and female births do not seem to be equally probable.
Example 11.6: The figures given below are (a) the theoretical frequencies of a distribution,
and (b) the frequencies of the normal distribution having the same mean, standard
deviation, and the total frequency as in (a):

(a) 1 5 20 28 42 22 15 5 2
(b) 1 6 18 25 40 25 18 6 1

Do you think that the normal distribution provides a good fit to the data?
Solution: Let us assume the null hypothesis that there is no difference between observed
frequencies and expected frequencies obtained by normal distribution.

Since the observed and expected frequencies are less than 10 in the beginning and
end of the serieses, we shall group these classes together as follows:

O E O – E (O – E)2 (O – E)2/E




1
5

 = 6 


1
6

= 7 –1 1 0.143

20 18 2 4 0.222
28 25 3 9 0.360
42 40 2 4 0.100
22 25 – 3 9 0.360
15 18 – 3 9 0.500




5
2

 = 7 


6
1

 = 7 0 0 0.000

1.685

The revised degrees of freedom are df = 9 – 1 – 4 = 4 is 4. The critical value χ2
critical

= 9.49 at α = 0.05 and df = 4. Since the calculated value of χ2 = 1.685 is less than its
critical value, the null hypothesis is accepted. Hence, we conclude that the normal
distribution provides a good fit to the data.
Example 11.7: A book has 700 pages. The number of pages with various numbers of
misprints is recorded below:

No. of misprints : 0 1 2 3 4 5
No. of pages with misprints : 616 70 10 2 1 1
Can a Poisson distribution be fitted to this data? [Delhi Univ., MCom, 1999]

Solution: Let us assume the null hypothesis that  the data is fitted with Poisson distribution.
The number of pages in the book are 700, whereas the maximum possible number of

misprints are only 5. Thus we may apply Poisson probability distribution to calculate the
expected number of misprints in each page of the book as follows:

Mistakes (x) Number of fx
Pages ( f )

0 616 0
1 70 70
2 10 20
3 2 6
4 1 4
5 1 5

n = 700  105

λ or m =
fx
n

Σ  = 105
700

 = 0.15

The calculations for expected frequencies for misprints from 0 to 5 are shown below:



394 BUSINESS S TAT I S T I C S

4

 =


0.353

 =


P(x = 0) = e– λ = e– 0.15 = 0.8607 (from table)
nP(x = 0) = 700 × 0.8607 = 602.5
nP(x = 1) = nP(x = 0) λ = 602.5 × 0.15 = 90.38

nP(x = 2) = nP(x = 1) 
2
λ

= 90.38 ×
0.15

2
= 6.78

nP(x = 3) = nP(x = 2) 
3
λ = 06.78 × 0.15

3
= 0.34

nP(x = 4) = nP(x = 3) 
4
λ = 00.34 × 0.15

4
= 0.013

nP(x = 5) = nP(x = 4) 
5
λ = 0.013 × 0.15

5
= 0

To apply the χ2-test, arrange the observed and expected frequencies in the table
below:

Mistake O E O – E (O – E)2 (O – E)2/E

0 616 602.5 13.50 182.25 0.302
1 70 90.38 20.38 415.34 4.595
2 10 6.78 3.22 10.37 1.529
3 2 0.34 3.65 13.32 37.733
4 1 0.013
5 1 0 — — —

44.159

The table value of χ2 = 5.99 at α = 0.05 and df = 6 – 1 – 3 = 2.  Since calculated
value of χ2 = 37.422 is greater than the its table value, the null hypothesis is rejected

11.5.3 Yate’s Correction for Continuity

The distribution of χ2-test statistic is continuous but the data under test is categorical
which is discrete. It obviously causes errors, but it is not serious unless we have one
degree of freedom, as in a 2 × 2 contingency table. To remove the probability of such
errors to occur due to the effect of discrete data, we apply Yate’s correction for continuity.

The correction factor suggested by Yate in case of a 2 × 2 contingency table is as
follows:
(a) Decrease by half those cell frequencies which are greater than expected frequencies

and increase by half those which are less than expected.
This correction does not affect the row and column totals. For example, in a 2 × 2
contingency table where frequencies are arranged as:

Attributes A Not A Total

B a b a + b
Not B c d c + d
Total a + c b + d a + b + c + d = N

The value of χ2 calculated from independent frequencies is given by

χ2 =
2( ) ( )

( ) ( ) ( ) ( )
a b c d ad bc

a b c d a c b d
+ + + −

+ + + +
This value of χ2 is corrected as:

χ corrected
2 =

21
2

( ) ( ) ( ) ( )

n ad bc n

a b c d a c b d

 − −  
+ + + +

; ad – bc > 0

and χ corrected
2 =

21
2

( ) ( ) ( ) ( )

n bc ad n

a b c d a c b d

 − −  
+ + + +

; ad – bc < 0

Yate’s correction: A
continuity correction
made when calculating
the χ2-test statistic for a
2 × 2 contingency table.
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(b) An alternative formula for calculating the χ2 test statistic is as follows:

χ2 = { }2|O E| 0.5
E

− −
∑

Example 11.8: Of the 1000 workers in a factory exposed to an epidemic, 700 in all were
attacked, 400 had been inoculated, and of these 200 were attacked. On the basis of this
information, can it be believed that inoculation and attack are independent?

[HP Univ., MBA, 1998]
Solution: Let us assume the null hypothesis that there is no association between inoculation
and attack that is, inoculation and attack are independent.

The given information can be arranged in a 2 × 2 contingency table as follows:

Attributes Attacked Not Attacked Total

Innoculated 200 200 400
Not innoculated 500 100 600
Total 700 300 1000

Using the result of Section 11.4.3, we have a =  200, b = 200, c = 500, d = 100, and
n = 1000. Thus

χ2 =
2( ) ( )

( ) ( ) ( ) ( )
a b c d ab bc

a b c d a c b d
+ + + −

+ + + +

=
21000 (200 100 200 500)

(200 200) (500 100) (200 500) (200 100)
× − ×

+ + + +

=
21000 (80,000)

400 600 700 300
×

× × ×
 = 

×1000 64
504

 = 126.984

The critical value of χ2 = 3.84 at α = 0.05 and df = (2 – 1) (2 – 1) = 1. Since calculated
value χ2

cal = 126.984 is more than its critical value, the null hypothesis rejected. Hence,
we conclude that innoculation and attack are not independent.
Example 11.9: The following information was obtained in a sample of 40 small general
shops:

Shops in

Owner Urban Areas Rural Areas Total

Men 17 18 35
Women 02 12 15
Total 20 30 50

Can it be said that there are relatively more women owners of small general shops in
rural than in urban areas?
Solution: Let us assume the null hypothesis that there are an equal number of men and
women owners of small shops in both rural and urban areas.

Since one of the frequencies is small, we apply Yate’s correction formula to calculate
χ2 as follows: Here a = 17, b = 18, c = 3, d = 12, and n = 50

χ corrected
2 =

21
2

( ) ( ) ( ) ( )

n ad bc n

a b c d a c b d

 − −  
+ + + +

=

2150 17 12 18 3 50
2

35 15 20 30

 × − × − ×  
× × ×

=
250 (204 54 25)

35 15 20 30
− −

× × ×
 = 

× ×
× × ×

50 125 125
35 15 20 30

 = 2.480
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The critical value of χ2 = 3.841 at α = 0.05 and df = (2 – 1) (2 – 1) = 1. Since
calculated value χ2 = 2.480 is less than its critical value χ2 = 3.841, the null hypothesis
is accepted. Hence we conclude that shops owned by men and women in both areas are
equal in number.

S e l f-P r a c t i c e  P r o b l e m s  11B

11.12 A sample analysis of examination results of 500 students
was made. It was found that 220 students had failed,
170 had secured a third class, 90 were placed in second
class, and 20 got a first class. Are these figures
commensurate with the general examination result
which is in the ratio of 4 : 3 : 2 : 1 for the various
categories respectively. [Delhi Univ., MCom, 1999]

11.13 A set of 5 coins is tossed 3200 times, and the number of
heads appearing each time is noted. The results are
given below:
No. of heads : 0 1 2 3 4 5
Frequency : 80 570 1100 900 50 50
Test the hypothesis that the coins are unbiased.
[Annamalai Univ., MCom, 1998; MD Univ., MCom, 1998]

11.14 The demand for a particular spare part in a factory was
found to vary from day to day. In a sample study the
following information was obtained:
Day : Mon. Tues. Wed. Thurs. Fri. Sat.
No. of parts
demanded : 1124 1125 1110 1120 1126 1115
Test the hypothesis that the number of parts demanded
does not depend on the day of the week.

[Delhi Univ., MBA, 2002]

11.15 The number of scooter accidents per week in a certain
town were as follows:

12 8 20 2 14 10 15 6 9 4
Are these frequencies in agreement with the belief that
accident conditions were the same during this 10-week
period?

[Delhi Univ., MBA, 2000; HP Univ., MA Econ, 1997]
11.16 The divisional manager of a chain of retail stores

believes the average number of customers entering each
of the five stores in his division weekly is the same. In a
given week, a manager reports the following number
of customers in his stores : 3000, 2960, 3100, 2780,
3160. Test the divisional manager’s belief at the 10 per
cent level of significance [Delhi Univ., MBA, 2001]

11.17 Figures given below are (a) the theoretical frequencies
of a distribution and (b) the frequencies of the Poisson
distribution having the same mean and total frequency
as in (a).
(a) 305 365 210 80 28 9 3
(b) 301 361 217 88 26 6 1
Apply the χ2 test for goodness-of-fit.

H i n t s  a n d  A n s w e r s

11.12 Let H0 : No difference in observed and expected results.

Category O E (O – E)2 (O – E)2/E

Failed 220 500(4/10) =200 400 2.000
3rd class 170 500(3/10) =150 400 2.667
2nd class 90 500(2/10) =100 100 1.000
1st class 20 500(1/10) = 50 900 18.000

 23.667

Since χ2
cal = 23.667 is more than its critical value χ2 =

7.81 for df = 4 – 1 = 3 and α = 0.05, the null hypothesis
is rejected.

11.13 Let H0 : Coins are unbiased that is, p = q = 1/2.
Apply binomial probability distribution to get the
expected number of heads as follows:
Expected number of heads = n nCr p

rqn – r

= 3200 5C0 
51 1

2 2

r r−   
      

 = 3200 5C0 
51

2
 
  

O E (O – E)2 (O – E)2/E

80 100 400 4.00
570 500 4900 9.80

1100 1000 10,000 10.00
900 1000 10,000 10.00
500 500 0 0.00

50 100 2500 25.00
58.80

Since χ2
cal = 58.80 is more than its critical value χ2 =

11.07 for df = 6 – 1 = 5 and α = 0.05, the null hypothesis
is rejected.

11.14 Let H0 : Number of parts demanded does not depend
on the day of the week.

Expected number of parts demanded = 6720/6 = 1120
when all days are considered same.
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Since χ2
cal = 26.60 is more than its critical value χ2 =

16.819 for df = 10 – 1 = 9 and α = 0.05, the null
hypothesis is rejected.

11.16 Let H0 : No significant difference in the number of
customers entering each of the five stores.

Expected frequency of customers entering each store is
15,000/5 = 3000.

O E (O – E)2 (O – E)2/E

3000 3000 0 0
2960 3000 1600 0.533
3100 3000 10,000 3.333
2780 3000 48,400 16.133
3160 3000 25,600 8.533

28.532

Since χ2
cal = 28.532 is more than its critical value χ2 =

13.277 for df = 5 – 1 = 4 at α = 0.05, the null hypothesis
is rejected.

11.17 Let H0 : The Poisson distribution is a good fit to the
given data

O : 305 365 210 80 28 9 3

E : 301 361 217 88 26 6 1

χ2 = Σ(O – E)2/E = 4.8; df = 7 – 1 – 2 = 4; α = 0.05;

χ cal
2  = 9.49 > χ cal

2 , the H0 is accepted.

�����
7

�����
12

Days O E (O – E)2 (O – E)2/E

Monday 1124 1120 16 0.014
Tuesday 1125 1120 25 0.022
Wednesday 1110 1120 100 0.089
Thursday 1120 1120 0 0.000
Friday 1126 1120 36 0.032
Saturday 1115 1120 25 0.022

0.179

Since χ2
cal = 0.179 is less than its critical value χ2 = 11.07

for df = 6 – 1 = 5 and α = 0.05, the null hypothesis is
accepted.

11.15 Let H0 : Accident conditions were same during the
period.

Expected number of accidents per week = (10 + 8 +
20 + . . . + 4)/10 = 10

O E (O – E)2 (O – E)2/E

12 10 4 0.40
8 10 4 0.40

20 10 100 10.00
2 10 64 6.40

14 10 16 1.60
10 10 0 0.00
15 10 25 2.50

6 10 16 1.60
9 10 1 0.10
4 10 36 3.60

 26.60

11.5.4 χ2 Test for Population Variance

The assumption underlying the χ2-test is that the population from which the samples are
drawn is normally distributed. Let the variance of normal population be σ2. The null
hypothesis is setup as: H0 : σ2 = σ0

2, where σ0
2 is hypothesized value of σ2.

If a sample of size n is drawn form this normal population, then variance of sampling
distribution of mean x  is given by s2 = Σ (x – x )2/(n – 1). Consequently the value of χ2-
test statistic is determined as

χ2 =
σ2

1  Σ (x – x )2 = 
2

2
( 1)n s−

σ
with df = n – 1 degrees of freedom.

Decision rule • If χ2
cal < χ2

α/2, then accept H0

• Otherwise reject H0

Confidence Interval for Variance We can define 95 per cent, 99 per cent, and so on.
Confidence limits and intervals for χ2 test statistic using table values of χ2. Same as t-
distribution. Such limits of confidence helps to estimate population standard deviation
in forms of sample standard deviation s with (1 – α) per cent confidence as follows:

or 2
, U

( 1)

df

n −
χ

< σ2 < 
2

2
, L

( 1)

df

n s−
χ

or
2

2
, U

( 1)

df

n s−
χ

≤ σ ≤ 
2

2
, L

( 1)

df

n s−
χ
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or
, U

1

df

s n
x

− ≤ σ ≤ 
, L

1

df

s n
x

−

where subscripts U and L stands for upper and lower tails proportion of area under χ2-
curve. For example for a 95 per cent confidence interval the lowest 2.5 per cent and
highest 25 per cent of χ2 distribution curve is excluded leaving the middle 95 per cent
area.

The χ2 for upper 2.5 per cent (= 0.025) area is obtained directly for standard χ2

table. To obtain value of χ2 for lower 2.5 per cent (= 0.025) area, look under the 0.975
column of χ2

 table for given df, because 1 – 0.975 = 0.025.
In case χ2 table values are not available for larger df (≥ 30) values, then the values of

νχ2
,df  for an appropriate confidence interval based on normal approximation can be

obtained follows:

χ2
,Udf  = µ + zσ (χ2) and 2

,Ldfχ  = µ – zσ (χ2)

where, mean µ (χ2) = df and variance σ2 (χ2) = 2df

and σ (χ2) = 2( )ν χ

Example 11.10: A random sample of size 25 from a population gives the sample standard
deviation of 8.5. Test the hypothesis that the population standard deviation is 10.
Solution: Let us assume the null hypothesis that the population standard deviation
σ = 10.

Given that n = 25; s = 8.5. Applying the χ2 test statistic, we have

χ2 =
2

2
( 1)n s−

σ
 = 

2

2
(25 1) (8.5)

(10)
−

 = 
24 (72.25)

100
 = 17.34

The critical value of χ2 = 36.415 at df = 25 – 1 = 24 and α = 0.05. Since calculated
of χ2 is less than its critical value, the null hypothesis is accepted. Hence we conclude
that the population variance is 10.
Example 11.11: A as a sample of 8 units from a normal population gives an unbiased
estimate of population variance as 4.4. Find the 95 per cent confidence limits for population
standard deviation σ.
Solution: Given that α = 5 per cent, n = 8, s2 = 4.4, df = 8 – 1 = 7. The confidence
limits for σ2 are as follows:

2

2
, U

( 1)

df

n s−
χ

< σ2 < 
2

2
,L

( 1)

df

n s−
χ

−(8 1)4.4
16.01

< σ2 < 
−(8 1)4.4
1.69

 or 1.923 ≤ σ2 ≤ 18.224

Consequently 1.386 ≤ σ ≤ 4.269
Example 11.12: The standard deviation of lifetime of a sample of electric light bulbs is
100 hours. Find the 95 per cent confidence limits for the population standard deviation
for such electric bulbs.
Solution: Given α = 5 per cent, n = 200, s = 100, df  = n – 1 = 199. The approximate
95 per cent confidence interval based on normal approximation requires that χ2 values
be approximated, where

µ(χ2) =df = 199, σ2 (χ2) = 2df = 398, and σ (χ2) = 19.949
Thus the approximate χ2 values are

2
, U 0.025df =χ = µ (χ2) + zσ (χ2) = 199 + 1.96 (19.949) = 238.10

2
, L 0.025df =χ = µ (χ2) – zσ (χ2) = 199 – 1.96 (19.949) = 159.90

The 95 per cent confidence interval for the population standard deviation based on
normal approximation of χ2 values is given by

2

2
, U

( 1)

df

n s−
χ

≤ σ ≤ 
2

2
, L

( 1)

df

n s−
χ
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100 199
15.430

≤ σ ≤ 
100 199
12.645

 = 91.42 ≤ σ ≤ 111.55

Hence we can be 95 per cent confident that the population standard deviation will
be between 91.42 hours and 111.55 hours.

11.5.5 Coefficient of Contingency

If a null hypothesis of independence is rejected at a certain level of significance, then it
implies dependence of attributes on each other. In such a case we need to determine the
measure of dependence in terms of association or relationship. The measure of the
degree of relationship (association) of attributes in a contingency table is given by

C =
2

2 n
χ

χ +
 = 

−s n
s

; s = Σ (O/E)2

This value of C is called the coefficient of contingency. A large value of C represents a
greater degree of dependence or association between two attributes.

The maximum value which the coefficient of contingency C can take is −( 1)/k k ,
where k represents the number of rows and columns in the contingency table, such that
C = r = k. When there is perfect dependence and C = r = k, the non-zero observed cell
frequencies will occur diagonally and the calculated value of χ2 will be as large as the
sample size.
Example 11.13: 1000 students at college level were graded according to their IQ level
and the economic condition of their parents.

Economic Condition IQ Level

High Low Total

Rich 460 140 600
Poor 240 160 400
Total 700 300 1000

Use the coefficient of contingency to determine the amount of association between
economic condition and IQ level.
Solution: Calculations for expected frequencies are as shown below:

O E O – E (O – E)2 (O – E)2/E

460 420 – 40 1600 3.810
240 280 – 40 1600 5.714
140 180 – 40 1600 8.889
160 120 – 40 1600 13.333

31.746

The coefficient of contingency, C = 
2

2 n
χ

χ +
 = 

+
31.746

31.746 1000
 = 0.175 implies

the level of association between two attributes, IQ level and economic condition.
The maximum value of C for a 2 × 2 contingency table is

Cmax =
−1k
k

 = 
−2 1
2

 = 1
2

 = 0.7071

which implies perfect dependence between the IQ level and economic condition of
students.

11.5.6 Chi-Square Test of Homogeneity

The test of homogeneity is useful in a case when we intend to verify whether several
populations are homogeneous with respect to some characteristic of interest. For example,
we may like to know that the milk supplied by various companies has a particular ingredient
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in common or not. Hence, the test of homogeneity is useful in testing a null hypothesis
that several populations are homogeneous with respect to a characteristic.

This test is different from the test of independence on account of the following reasons:
(i) Instead of knowing whether two attributes are independent or not, we may like

to know whether different samples come from the same population.
(ii) Instead of taking only one sample, for this test two or more independent samples

are drawn from each population.
(iii) When the characteristics to be compared consist of two categories, this test is

similar to the test of hypothesis of difference between two population means or
proportions.

To apply this test, first a random sample is drawn from each population, and then in
each sample the proportion falling into each category or strata is determined. The sample
data so obtained is arranged in a contingency table. The procedure for testing of hypothesis
is same as discussed for test of independence.
Example 11.14: A movie producer is bringing out a new movie. In order to develop an
advertising strategy, he wants to determine whether the movie will appeal most to a
particular age group or whether it will appeal equally to all age groups. The producer
takes a random sample from persons attending the preview of the new movie, and obtains
the following results:

 Opinion Age Groups

Under 20 20-39 40-59 60 and over Total

 Liked the movie 146 78 48 28 300
 Disliked the movie 54 22 42 22 140
 Indifferent 20 10 10 20 60
 Total 220 110 100 70 500

What inference will you draw from this data?
Solution: Let us assume the null hypothesis that the opinion of all age groups is same
about the new movie.

The calculations for expected frequencies are as follow and displayed in the table below:

E11 = ×300 220
500

 = 132, E12 = ×300 110
500

=66 E13 = ×300 100
500

 = 60

E14 = 300 – (132 + 66 + 60)

E21 = ×140 220
500

 = 61.6, E22 = ×140 110
500

= 30.8 E23 = ×140 100
500

 = 28

E24 = 140 – (61.6 + 30.8 + 28) = 42
E31 = 220 – (132 + 61.6) = 26.4 E32 = 110 – (66 + 30.8) = 13.2
E33 = 100 – (60 + 28) = 12 E34 = 70 – ( 42 + 19.6) = 8.4 = 19.6

O E O – E (O – E)2 (O – E)2/E

146 132.0 14.0 196.00 1.485
54 61.6 – 7.6 57.76 0.938
20 26.4 – 6.4 40.96 1.552
78 66.0 12.0 144.00 2.182
22 30.8 – 8.8 77.44 2.514
10 13.2 – 3.2 10.24 0.776
48 60.0 – 12.0 144.00 2.400
42 28.0 14.0 196.00 7.000
10 12.0 – 2.0 4.00 0.333
28 42.0 – 14.0 196.00 4.667
22 19.6 2.4 5.76 0.294
20 8.4 11.6 134.56 16.019

40.16
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C o n c e p t u a l  Q u e s t i o n s  11A

1. Describe the nature of a situation that gives rise to the
multinomial distribution.

2. Consider a multinomial experiment in which the outcomes
are classified into n categories. Explain why there are n – 1
degrees of freedom when using the chi-square goodness-
of-fit procedure.

3. In the application of the chi-square procedure, describe
how the expected frequencies are determined.

4. What is the χ2-test? Under what conditions is it applicable?
Point out its role in business decision-making.

[Kumaon Univ., MBA, 2000]
5. Describe the χ2-test of significance and state the various

uses to which it can be put.
6. What is the χ2-test of goodness-of-fit? What cautions are

necessary while applying this test?
[Sukhadia Univ., MBA, 1998]

7. Explain Yate’s method of correction for small frequencies
in a contingency table.

8. Explain how the χ2-test is used in the test of homogeneity.
9. Under what conditions should the χ2-test of independence

be used?
10. What are the advantages and limitations of the chi-square

test of association? What is the general rule governing the
applicability of the chi-square test?

11. What are similarities and differences between the z-test
the and chi-square test?

12. Write a short note on each of the following:
(a) Chi-square statistic
(b) Critical value of chi-square
(c) Chi-square distribution
(d) Degrees of freedom

The critical value of χ2 = 12.59 for df = (r – 1) (c – 1) = (3 – 1) (4 – 1) = 6 and α = 0.05. Since
the calculated value of χ2 is greater than its critical, the null hypothesis is rejected. Hence we
conclude that the opinion of all age groups is not the same about the new movie.

11.6 THE SIGN TEST FOR PAIRED DATA

This test is also known as paired-sample sign test and based upon the sign of difference
in paired observations, say (x, y) where x is the value of an observation from population
1 and y is the value of an observation from population 2. This test assumes that the pairs
(x, y) of values are independent and that the measurement scale within each pair is at
least ordinal.

For comparing two populations, the sign test is stated in terms of probability that
values from population 1 are greater than values from population 2, that are paired. The
direction of the difference in values whether plus (+) or minus (–) is also recorded for
each pair.

The probability ( p) that a value x from population 1 will be greater than y, a value
from population 2, is denoted by p = P(x > y). Every pair of values in a sample is written
as (x, y), where x > y is denoted by a plus (+) sign and x < y is denoted by a minus (–)
sign. Possibility that x = y is ignored and is denoted by 0 (zero).

Since in the sign test ordering rather than actual measurements are involved, this
test is acceptable when distribution is not symmetrical, i.e. when the mean would not be
an appropriate measure of centerality.

Null and Alternative Hypotheses

In sign test, the null hypothesis, H0 is stated that the probability of a plus (+) sign is
equal to the probability of a minus (–) sign and both are 0.50, i.e. there is no difference
between two populations. This situation is very similar to the fair-coin toss, where we use
binomial distribution to describe sampling distribution. The possible hypotheses for the
sign test are stated as follows:
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One-tailed Test Two-tailed Test

• Right-tailed Test • H0 : p = 0.50 ← No difference between two
                types of events

H0 : p ≤ 0.50 H1 : p ≠ 0.50 ← There is a difference bet-
H1 : p > 0.5     ween two types of events.

• Left-tailed Test
H0 : p ≥ 0.5
H1 : p < 0.5

The test-statistic to test the null hypothesis is defined as:
T = Number of plus signs

Since only two signs are considered and the probability ( p) of getting a plus (+) sign
is same as probability (1 – p) of getting a minus (–) sign, i.e. 0.50, therefore binomial
distribution properties can be used to calculate expected number of plus (+) signs and
possible variance. The binomial probability distribution can be approximated to a nor-
mal distribution if the conditions:

np ≥ 5 and n (1 – p) ≥ 5
are satisfied. We can apply z-test statistic to test the null hypothesis H0 : p = 0.50, so that

z =
x − µ

σ
 = 

x np
npq
−

where x is the number of possible signs observed.
Decission rule: If calculated value, zcal of z-test statistic is less than its critical value, accept
the null hypothesis. Otherwise reject H0.
Remark. The sign test can also be used to test the hypothesis that the median difference
between two populations is zero. The null and alternative hypotheses are stated as:

            H0 : Population median = A, and H1 : Population median ≠ A
where A is some number.

To conduct the sign test, observations are paired with the null hypothesis value of
the median, and rest of the procedure remains same as discussed before.
Example 11.15: The nutritionists and medical doctors have always believed that vitamin
C is highly effective in reducing the incidents of cold. To test this belief, a random
sample of 13 persons is selected and they are given large daily doses of vitamin C under
medical supervision over a period of one year. The number of persons who catch cold
during the year is recorded and a comparison is made with the number of cold con-
tacted by each such person during the previous year. This comparison is recorded as
follows, along with the sign of the change.

Observations : 1 2 3 4 5 6 7 8 9 10 11 12 13
Without vitamin C : 7 5 2 3 8 2 4 4 3 7 6 2 10
With vitamin C : 2 1 0 1 3 2 3 5 1 4 4 3 4
Sign : – – – – – 0 – + – – – + –

Using the sign test at α = 0.05 level of significance, test whether vitamin C is effec-
tive in reducing colds.
Solution: Let us take the null hypothesis that there is no difference in the number of
cold contacted with or without vitamin C and this probability ( p) = 0.50, i.e.

H0 : p = 50 and H1 : p ≠ 0.50
Given n = 12 (because differnece is zero in observation 6); number of minus signs

= 10 and number of plus signs = 2.Thus

µ = np = 12 (0.5) = 6 and σ = npq  = 12 0.5 0.5× ×  = 3  = 1.73
Applying the z-test statistic; we get

z =
− µ
σ

x
 = 

9.5 6
1.73

−
 = 2.02

where, x– = 10 ≅ 9.5 because of approximation from discrete distribution to normal
distribution.
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Since zcal (= 2.02) is greater than the critical value zα(= 1.96) at α = 0.05 level of
significance, H0 is rejected. Hence we conclude that there is a significant difference in
the number of cold contacted with or without vitamin C.
Example 11.16: The median age of tourists who has come to India is claimed to be 40
years.A random sample of 18 tourists gives the following ages:

24, 18, 37, 51, 56, 38, 45, 45, 29, 48, 39, 26,38, 43, 62, 30, 66, 41
Test the hypothesis using α = 0.05 level of significance.

Solution: Let us take the null and alternative hypotheses as stated below:
H0: µ = 40 and H1: µ ≠ 40

Arranging data on ages of tourists in an ascending order and making pair of those
with median age 40 years to determine plus (+) sign and minus (–) sign as follows:

Tourist Age : 18 24 26 29 30 37 38 38 39 41 43 45 45 48 51 56 62 66
Median age : 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40 40
Sign : + + + + + + + + + – – – – – – – – –

Given n=18, number of plus (+) sign, x=9, and p=0.5. Thus

µ=np=18(0.5)=9, and σ = npq = 18 0.5 0.5× ×  = 1.060

Applying the z-test statistics, we get

z =
− µ
σ

x
 = 

8.5 9
1.060

−
 = – 1.533

where, x– = 9 ≅ 8.5 because of approximation form discrete distribution to normal distri-
bution.

Since zcal(= – 1.533) is greater than its critical value zα = – 1.96 at α = 0.05 level of
significance, H0 is accepted. Hence, we conclude that the claim is correct.

11.7 RUNS TEST FOR RANDOMNESS
The randomness of the sample drawn from a population is essential for all types of
statistical testing because sample results are to be used to draw conclusions regarding the
population under study. The run test helps to determine whehter the order or sequence
of observations (symbols, items or number)  in a sample is random. The runs test exam-
ines the number of ‘runs’ of each of two possible characteristics that sample elements may
have. A run is a sequence of indentical occurrences of elements (symbols or numbers) preceded and
followed by different occurrences of elements or by no element at all. For example, in tossing a
coin, the outcome of three tails in succession would constitute a run, as would a succes-
sion of five heads. To quantify how many runs are acceptable before raising doubt about
the randomness of the process, a probability  distribution is used that leads to a statistical
test for randomness.

Suppose that, tossing a coin 20 times produces the following sequence of heads (H)
and tails (T).

HHH TT HH TTT HHH TT HHH T
1 2 3 4 5 6 7 8

In this example, the first run of HHH is considered as run 1, the second run of TT
as run 2 and so on, so that there are 8 runs in all or in other words, r = 8. However, in
this exmaple, rather than perfect separation between H and T, it appears to be a perfect
clustering together. It is a form of regularity not likely to have arisen by chance.

Small Sample Run Test

In order to test the randomness, let n1 = number of elements of one kind, and n2 =
number of elements of second kind. Total sample size is n = n1 + n2. In the above
example, n1 = 12 heads and n2 = 8 tails. Let one kind of elements be denoted by plus (+)
sign and second kind of elements be denoted by minus (–) sign. In the above example, H
is represented by plus (+) sign and T by minus (–) sign. The concept of plus (+) or
minus (–) provides the direction of change from an establish pattern. Accordingly, a
plus (+) would be considered a change from an establish pattern value in one direction
and a minus (–) would be considered a change in the other direction.
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If  the sample size is small, so that either n1 or n2 is less than 20, then test is carried
out by comparing the deserved number of runs R to critical values of runs for the given
values of n1 and n2. The critical values of R are given in Appendix. The null and alterna-
tive hypotheses stated as:

H0 : Observations in the samples are randomly generated
H1 : Observations in the samples are not randomly generated

can be tested that the occurrences of plus (+) signs and minus (–) signs are random by
comparing r value with its critical value at a particular level of significance. Decision rule

Decision rule: • Reject H0 at a if R ≤ C1 or R ≥ C2
• Otherwise accept H0

where C1 and C2 are critical values obtained from standard table with total tail probabil-
ity P(R ≤ C1) + P(R ≥ C2) = α.

Large Sample Run Test

If the sample size is large so that either n1 or n2 is more than 20, then the sampling
distribution of R statistic (i.e. run) can be closely approximated by the normal distribu-
tion. The mean and standard deviation of the number of runs for the normal distribu-
tion are given by

Mean, µR = 1 2

1 2

2
1

n n
n n

+
+

Standard devication, σR = 1 2 1 2 1 2
2

1 2 1 2

2 (2 )
( ) ( 1)
n n n n n n
n n n n

− −
+ + −

Thus the standard normal test statistic is given by

z = R

R

R − µ
σ

 = R

R

r − µ
σ

The critical z-value is obtained in the usual manner at a specified level of signifi-
cance.
Example 11.17: A stock broker is interested to know whether the daily movement of a
particular share averages in the stock market showed a pattern of movement or whether
these movements were purely random.For 14 business days, he noted the value of this
average and compared it with the value at the close of the previous day. He noted the
increase as plus (+) and decrease as minus (–). The record was as follows:

+, +, – , –, +, +, +,  –, +, +, –, +, –, –
Test whether the distribution of these movements is random or not at α = 0.05 level

of significance.
Solution: Let us state the null and alternative hypotheses as follows:

H0 : Movement is random and H1: Movement is not random
There are r = 8 runs (plus signs) with n1 = 8 plus (number of increases) and n2 = 6

minus (number of decreases) so that n = n1 + n2 = 14. The critical vlaue of r = 8 for n1
= 8 and n2 = 6, implies that H0 is rejected when r ≤ 3 and r ≥ 12 at α = 0.05 level of
significance. Since 3 ≤ r ≤ 12, therefore H0 cannot be rejected.
Example 11.18: Some items produced by a machine are defective. If the machine fol-
lows some pattern where defective items are not randomly produced throughout the
process the machine needs to be adjusted. A quality control engineer wants to determine
whether the sequence of defective (D) versus good (G) items is random. The data are

GGGGG, DDD, GGGGGG, DDD, GGGGGGGGGG, DDDD,
GGGGGGGGGGG, DDD, GGGGGGGGGGG, DDDD

Test whetehr the distribution of defective and good items is random or not at α =
0.05 level of significance.
Solution: Let us state the null and alternative hypotheses as follows:

H0 : Sequence is random, and H1 : Sequence is not random
There are r = 10 runs with n1 = 43 (number of G) and n2 = 17 (number of D), so

that n = n1 + n2 = 60. Since sample size is large, we compute mean and standard
deviation as follows:
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Mean, µR = 1 2

1 2

2
1

n n
n n

+
+

 = 
2 43 17

1
43 17
× × +

+
 = 24.8

Standard deviation, σR = 1 2 1 2 1 2
2

1 2 1 2

2 (2 )
( ) ( 1)
n n n n n n
n n n n

− −
+ + −

= 2
2(43)(17)[2(43)(17) 43 17]

(43 17) (43 17 1)
− −

+ + −

=
1462 1402
3600 59

×
×

 = 
20,49,724
2,12,400

 = 3.106

The computed value of z-test statistic is

z = R

R

R − µ
σ

 = 
10 24.8

3.106
−

 = – 7.871

The critical value of zα = 2.58 for two-tailed test at α=0.05 level of significance.
Since zα < zcal, H0 is rejected. Hence, we conclude that the sequence of defective versus
good item is not random.

11.8 MANN-WHITNEY U-TEST

If sample size is small and we cannot or do not wish to make the assumption that the data
is taken from normally distributed population, then Mann-Whitney U-test or simply
U-test is used to test the equality of two population means. This test is the substitute for
t-test statistic when the stringent assumtions of parent population being normally
distributed with equal variance are not met or when the data are only ordinal in
measurement.

To apply the U-test, also called the Wilcoxon rank sum test or simply the Rank Sum
Test values from two samples are combined into one group and are arranged in ascend-
ing order. The pooled values are then ranked from 1 to n with smallest value being
assigned a rank 1. Such a test produces good results when data are on ordinal scale of
measurement. The sum of ranks of values from sample 1 is denoted as R1. Similarly the
sum of the ranks of values from sample 2 is denoted as R2. If both n1 and n2 < 30, samples
are considered small.If either n1 or n2 is greater than 10, the samples are considered
large.
Small Sample U-Test
1. Combine the two random samples of size n1 and n2 and rank values from smallest to

largest. If several values are tied, then assign each the average of the ranks that
would otherwise have been assigned.

If the two sample sizes are unequal, then suppose  n1 represent smaller-sized
smaple and n2 the larger-sized sample. The rank sum test statistic U1 is the sum of
the ranks assigned to the n1 observations in the smaller sample. However, for equal-
sized samples, either group may be selected for determining U1.

The test statistic U1 plus the sum of the ranks assigned to the n2 observations in
the larger sample:

U1 + U2 = 
( 1)

2
n n +

represents the sum of first consecutive integers.
2. State the null and alternative hypotheses for U-test as follows:

H0 : u1 = u2 ← Two populations distribution have equal mean
H1 : u1 ≠ u2 ←  Two populations distribution have different means

The test of the null hypothesis can either be two-tailed or one-tailed.
3. The value of U-statistic is the smallest of the following two U-values computed as

follows:

U1 = 1 1
1 2 1

( 1)
R

2
n n

n n
++ −
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U2 = 2 2
1 2 2

( 1)
R

2
n n

n n
+

+ −

The U-statistic is a measure of the difference between the ranked observations of the
two samples. Large or small values of statistic provide evidence of a diffference between
two populations. If differences between populations are only in location, then large or
small values of U-statistic provide evidence of a difference in location (median) of two
populations.

Both U1 and U2 need not be caluclated, instead one of U1 or U2 can be calculated
and other can be formed by using the equation: U1 = n1n2 – U2.

Large Sample U-Test

For large samples (i.e. when both n1 and n2 are greater than 10) the sampling distribu-
tion of the U-statistic can be approximated by the normal distribution so that z-test
statistic is given by

z =
− µ
σ

U

U

U

where Mean µU = 1 2

2
n n

and standard deviation, σU = 1 2 1 2( 1)
12

n n n n+ +

Decision rules
• When n1 and n2 are both less than or equal to 10, standard table value can be used to

obtain the critical value of the test statistic for both one and two tailed test at a
specified level of significance.

• For large sample, at a specified level of significance.
• Reject H0,  if computed vlaue of zcal ≥ critical value zα
• Otherwise accept H0

Example 11.19: It is generally believed that as people grow older, they find it harder to
go to sleep. To test if there was a difference in time in minutes before people actually
went to sleep after lying in the bed, a sample of 10 young persons (ages 21 to 25) and 10
old persons (ages 65 to 70) was randomly selected and this sleeping habits were moni-
tored. The data show the number of minutes these 20 persons were awake in bed before
getting to sleep:

Young men : 158 142 168 20 15 35 26 40 147 28
Old men : 100 152 147 70 40 95 68 90 112 58
Is there evidence that young men are significantly take more time to get to sleep than

old men. Use α = 0.05 level of significance.
Solution: First arrange the data in ascending order for ranking as shown below. When
ties occur, we assign to each tied observation the average rank of the ties.

Young men : 15 20 26 128 135 140 142 47 58 68
Old men : – – – 1– – 140 1– – 58 68

70 90 95 100 112 147 152 – – –
List the ranks of all the observations in each of the two groups as follows:

Young men : 1 02 03 04 05 06.5 08 09 10.5 12.5 =  64.5
Old mewn : 6.5 10.5 12.5 14 15 16 17 18 19 20 = 148.5
Let us define young men as population 1 and old men as population 2. The rank

sum are R1 = 64.5 and R2 = 148.5. Computing the test statistic U, we get

U1 = 1 1
1 2 1

( 1)
R

2
n n

n n
++ − = 

10 11
10 10 64.5

2
×× + −

= 100 + 55 – 64.5 = 90.5

U2 = 2 2
1 2 2

( 1)
R

2
n n

n n
+

+ −  = 
10 11

10 10 148.5
2
×× + −

= 100 + 55 – 148.5 = 6.5
Consider the lower value between U1 and U2, i.e. U2 = 6.5, so that
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Mean, µU = 1 2

2
n n

 = 
10 10

2
×

 = 50

and Standard deviation, σU = 1 2 1 2( 1)
12

n n n n+ +
 = 

× + +10 10(10 10 1)
12

= 
100 21

12
×

 = 2100
12

 = 13.23.

Since both n1 and n2 are greater than 8, applying z-test statistic so that

z = U

U

U − µ
σ

 = 6.5 50
13.23

−  = – 3.287

Since computed value of zcal (= – 3.287) is less than its critical value zα = – 1.96 at
α = 0.05 significance level, null hypothesis to rejected. Hence we conclude that there is
a significant difference in time to get to sleep between young men and old men.

11.9 WILCOXON MATCHED PAIRS TEST

This test is also known as Wilcoxon signed rank test. When two samples are related, the
U-test discussed before is not applicable. Wilcoxon test is a non-parametric test alterna-
tive to t-test for two related samples. In U-test the differences between paired observa-
tions is not believed to be normally distributed and also ignore the size of magnitude of
these differences. Wilcoxon test takes into consideration both the direction and magni-
tude of differences between paired values.
Procedure
1. Compute differences in the same manner as in the case of the U-test. Then assign

ranks for 1 to n to the absolute values of the differences starting from the smallest to
largest defferences. All pairs of values with zero differences are ignored. If differ-
ences are equal in magnitude, a rank equal to the average of ranks that would have
been assigned otherwise is given to all the equal differences.

2. Take the sum of the ranks of the positive and of the negative differences. The sum of
positive and negative differences is denoted by s+ and s– respectively.

3. Define Wilcoxon T-statistic as the smallest sum of ranks (either s+ or s–):
T =min(s+, s–) = s

Since values of s+, s– and s may vary in repeated sampling, these sums for a given
sample may be treated as specific values of their respective sample statistic.

When the number of pairs of values, n is more than 15, the value of T is approxi-
mately normally distributed and z-test statistic is used to test the null hypothesis.

4. Define null and alternative hypotheses as follows:

One-tailed Test Two-tailed Test

H0 : µ1 = µ2 or µ1 – µ2 = d0 H0 : µ1 = µ2 or µ1 – µ2 = d0
H1 : µ1  > µ2  or µ1 – µ2 > d0 H1 : µ1 ≠ µ2 or µ1 – µ2 ≠ d0

5. See table value of sα for different sample size n and a specified level of significance α
for s+, s– and sα. Decision rules for one-tailed and two-tailed test are as follows:

One-tailed Test Two-tailed Test

• Reject H0 when s– < sα or s+ < sα • Reject H0 when s < sα
• Otherwise accept H0 • Otherwise accept H0

Remarks

1. If the sample size is small, i.e. n ≤ 15 (number of pairs),  then a critical value against
which to compare T can be found by using n and α. If calculated value of T is less
than or equal to the critical value of T at α level of significance and sample size n,
then H0 is rejected.
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2. If the sample size n (> 15), then the sampling distribution of T (i.e. s+ and s–)
approaches normal distribution with

 Mean µT =
( 1)

4
n n +

and Standard deviation, σT =
( 1)(2 1)

24
n n n+ +

Given the level of significance α, z-test statistic is computed as:

z =
− µ
σ

T

T

T

where n = number of pairs.
Example 11.20: Ten workers were given on-the-job training with a view to shorten their
assembly time for a certain mechanism. The results of the time (in minutes) and motion
studies before and after the training programme are given below:

Worker : 1 2 3 4 5 6 7 8 9 10
Before : 61 62 55 62 59 74 62 57 64 62
After : 59 63 52 54 59 70 67 65 59 71

Is there evidence that the training programme has shortened the average assembly
time?
Solution: Let us take the null hypothesis that the training programme has helped in
reducing the average assembly time. Calculations to compute Wilcoxon T-statistic are
shown below:

Table 11.2: Computation of Wilcoxon T-statistic.

Worker Before the After the Difference Absolute Signal Rank
Training (x1) Training (x2) d = x1 – x2 Rank Positive Negatie

(s+) (s–)

1 61 59 + 2 2 2 –
2 62 63 – 1 1 – 1
3 55 52 + 3 3 3 –
4 62 54 + 8 7 7 –
5 59 59 0 Ignored – –
6 74 70 + 4 4 4 –
7 62 67 – 5 5.5 – 5.5
8 57 45 + 12 9 9 –
9 64 59 + 5 5.5 5.5 –

10 62 71 – 9 8 – 8
Σ s+ = 30.5 Σ s– = 14.5

Since the smaller sum is associated with the negative ranks, value of the Wilcoxon
test statistic is: T = Σs– = 14.5. We compare the computed value of T with its critical
value s = 8 at n = 10 and α = 0.05 level of significance (See Appendix). Since computed
value of T is more than its critical value, null hypothesis is accepted and we conclude
that the training has not helped in raducing the average assembly time.
Alternative approach

µT =
( 1)

4
n n +

 = 
×10 11
4

 = 27.5

and σT =
( 1)(2 1)

24
n n n+ +

 = 9.81
24

 = 9.81

Applying z-test statistic, we get

z = T

T

T −µ
σ

 = −14.5 27.5
9.81

 = – 1.325

Since computed value of z (= – 1.325) is less than the critical value zα(= ± 1.96) at
α = 0.05 level of significance, null hypothesis is accepted.
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Example 11.21: The average score on a vocatinal training test has been known to be 64.
Recently, several changes have been carried out in the programme; the effect of these
changes on performance on the test is unknown. It is therefore desirable to test the null
hypothesis that the average score for all people who will complete the programme will be
64 versus the alternative that it will not be 64. The following random sample of scores is
available

87, 91 65, 31, 08, 53, 99, 44, 42, 60, 77, 73, 42, 50
79, 90, 54, 39, 77, 60, 33, 41, 42, 85, 71, 50

Is there evidence that the average score for all people who will complete the
programme will be 64?
Solution: Let us take the null and alternative hypotheses as:

H0  : µ =64 and H1: µ ≠ 64
Subtracting the average score of 64 (the null hypothesis mean) from every data point

to form pairs. This gives the differences:
87 – 64 =+ 23, 91 – 64 = + 27, 65 – 64 = +1, 31 – 64 = 33, 8 – 64 = – 56 ,
53 – 64 = – 11, 99 – 64 = + 35, 44 – 64 = – 20, 42 – 64 = – 22, 60 – 64 = – 4,
77 – 60 = +17, 73 – 64 = – 9, 42 – 64 = – 22, 50 – 64 = – 14, 79 – 64 =+ 15,
90 – 64 = +26, 54 – 64 = – 10, 39 – 64 = – 25 77 – 64 = – 13, 60 – 64 = – 4,
33 – 64 = – 31, 41 – 64 = – 23, 42 – 64 = – 22, 85 – 64 = + 21 71 – 64 = + 7,
50 – 64 = 14.

Ranking the absolute value of the differences from smallest to largest, we get

Difference : +23 + 27 + 1 – 33 – 56 – 11 +35 – 20 – 22 – 4 + 17 + 9 – 22
Rank : 18.5 22 1 24 26 7 25 13 16 2.5 12 5 16
Difference : +4 + 15 + 26 – 10 – 25 13 –4 – 31 – 23 – 22 + 21 + 7 –14
Rank : 9.5 11 21 6 20 8 2.5 23 18.5 16 14 4 9.5
Σ s+ :  18.5 + 22 + 1 + 25 + 12 + 5 + 11 + 21 + 8 + 14 + 4 = 141.5
Σ s– :  24 + 26 + 7 + 13 + 16 + 2.5 + 16 + 9.5 + 6 + 20 + 2.5 + 23 + 18.5 + 16 +

 9.5 = 209.5

Since the smaller sum is associated with positive ranks, we define T as that sum, i.e.
T = 141.5.

Consider the sampling distribution of T-statistic as normal so that

µT =
( 1)

4
n n +

 = 
26 27

4
×

 = 175.50

and σT =
( 1)(2 1)

24
n n n+ +

 = 
26 27 53

24
× ×

 = 
37206

24
 = 39.37

Applying z-test statistic, we get

z = T

T

T − µ
σ

 = 
141.5 175.50

39.37
−

 = – 0.863

Since computed value of zcal (= – 0.863) is less than the critical value zα = ± 1.96 at
α = 0.05 level of significance, null hypothesis is accepted. Hence, we conclude that
average score for all people who will complete the programme will be 64.

11.10 KRUSKAL-WALLIS TEST
This test is the non-parametric alternative to the one-way analysis of variance to identify
differences among populations that does not require any assumption about the shape of
the population distribution. This test uses the ranks of the observations rather than the
data themselves with the assumption that the observations are on an interval scale.

Procedure: This test is used for comparing k different populations having identical
distribution. The summary of procedure is as follows:
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1. Draw k independent samples n1, n2, ..., nk from each of k different populations.
Then combine these samples such that n = n1 + n2 + ... + nk, and arrange these n
observations in an ascending order.

2. Assign ranks to observations from 1 to n such that smallest value is assigned rank 1.
For ties each value is assigned average rank.

3. Identify rank values whether they belong to samples of size n1, n2, ..., nk. The ranks
corresponding to different samples are totaled and the sum for the respective sample
is denoted as t1, t2, ..., tk.

The following formula is used to compute Kruskal Wallis H-statistic:

H =
2

1

12
3( 1)

( 1)

k j

j j

t
n

n n n=

 
  − +∑

+   
This H value is approximately Chi-square distributed with k – 1 degrees of freedom as
long as nj is not less than 5 observations for any population

However, if one or more samples have two or more equal observations, the value of
H is adjusted as : H′ = H/C, where C is the correction factor defined as:

C = 3
3

1

1
1 ( )

r
j j

j
O O

n n =

 
− −∑ 

−   
where Oj = the number of equal observations in the jth sample.

r = the number of samples which has equal observations
The null and alternative hypotheses are stated as:

H0 : The k different populations have identical distribution
H1 : At least one of the k populations has different distribution.

Decision Rule

• Reject H0 when computed value of H is greater than χ2 (Chi-square) at df = k – 1
and α level of significance

• Otherwise acept H0.
Example 11.22: Use Kruskal-Wallis test to determine whether there is a significant dif-
ference in the following populations. Use α = 0.05 level of significance

Populatin 1 : 17 19 27 20 35 40
Pupulatin 2 : 28 36 33 22 27
Population 3 : 37 30 39 42 28 25 31

Solution: Three populations are considered for study, so k = 3 and n = 18. The obser-
vations in three populations are combined and ranked. The smallest value is given rank
1, as shown below:

Populatin 1 Populations 2 Population 3

Value Rank Value Rank Value Rank

17 1 22 4 25 5
19 2 27 6.5 28 8.5
20 3 28 8.5 30 10
27 6.5 33 12 31 11
35 13 36 14 37 15
40 17 n2 = 5 t2 = 45 39 16

n1 = 6 t1 = 42.5 42 18

n3 = 7 t3 = 83.5

Suppose H0 : Three populations are identical, i.e. µ1 = µ2 = µ3
H1 : µ1 ≠ µ2 ≠ µ3

Kruskal-Wallis test statistic is

H′ = H
C

,
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where H =
3 2

1

12
( / ) 3( 1)

( 1) j j
j

t n n
n n =

 
− +∑ +   

=
2 2 212 (42.5) (45) (83.5)

3 19
18 19 6 5 7

 
+ + − × ×   

= 0.035[301.4 + 405 + 996.03] – 57 = 2.572

and C =
2 3

3
1

1
1 ( )j j

j
O O

n n =

 
− −∑ 

−   

= 3 2
3
1

1 [{(2) 2} {(2) 2}]
(18) 18

− − + −
−

= 12
1

5814
−  = 1 – 0.002 = 0.998

Thus H′ =
2.572
0.998

 = 2.577

Since computed value of H′ (= 2.577) is less than table value of χ2(= 5.99) at df =
k – 1 = 2 and α = 0.05, the nul hypothesis is accepted and conclude that three popula-
tions are identical.

S e l f-P r a c t i c e  P r o b l e m s  11C

one salesman is bettter than the other. He gets the
following random samples of daily sales made by
each salesman.
Salesman A : 35, 44, 39, 50, 48, 29,

60, 75, 49, 66
Salesman B : 17, 23, 13, 24, 33, 21,

18, 16, 32
Test whether salesperson A and B are equally
effective.

11.22 Suppose 26 cola drinkers are sampled randomly
to determine whether they prefer brand A or brand
B. The random sample contains 18 drinkers of
brand A and 8 drinkers of brand B. Let C denotes
brand A drinkers and D denote brand B drinkers.
Suppose the sequence of sampled cola drinkers is
DCCCCCDCCDCCCCDCDC CCDDDCCC. Is this
sequence of cola drinkers evidence that the sample
is not random.

11.23 A machine produces parts that are occasionally
flawed. When the machine is working in adjust-
ment, flaws still occur but seem to happen ran-
domly. A quality control person randomly selects
50 of the parts produced by the machine today
and examines them one at a time in the order that
they were made. The result is 40 parts with no
flaws and 10 parts with flaws. The sequence of no
flaws (denoted by N) and flaws (denoted by F) is
shown here. Using α=0.05 level of significance,
the quality controller tests to determine whether
the machine is producing randomly (the flaws are
occurring randomly).
NNN F NNNNNNN F NN FF NNNNNN F
NNNN F NNNNNN FFFF NNNNNNNNNNNN

11.18 Pre- and post-test scores after a particular training
programme are known to be non-normal in their
distribution. A sample of the scores, with the cal-
culated changes, is given below:

Pre-test : 67 71 83 69 68 36 52 72 56
64 76 83 69 68 36
52 72 56

Post-test : 58 62 84 67 72 38 63 72 55
59 76 84 69 72 38
63 74 66

Conduct a sign test for determinig whether any
significant change has taken place.

11.19 The median age of a tourist to India is claimed to
be 41 years. A random sample of 18 tourists gives
the followign ages:
25, 19, 38, 52, 57, 39, 46, 46, 30 49, 40, 27, 39, 44,
63, 31, 67, 42
Test the hypothesis against a twio-tailed alternative
using α = 0.05.

11.20 A courier service employs eight men and nine
women. Every day, the assignments of delivery are
supposed to be done at random. On a certain day,
all the best jobs, in order of desirability, were given
to the eight men. Is there evidence of sex discrimi-
nation? Discuss this also in the context of a con-
tinuing, daily operation. What would heppen if
you tested the randomness hypothesis everyday?

11.21 The owner of a garment shop wants to test whether
his two salesman A and B are equally effective. That
is, he wants to test whether the number of sales
made by each salesman is about the same or whether
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Is this sequence of flaws and no flaws evidence that
the sample is not random

11.24 A panel of 8 members has been asked about their
perception of a product before and after they had
an opportunity to try it. Their perceptions, mea-
sured on an ordinal scale, gave the results given
below:

Member : A B C D E F G H
Before : 8 3 6 4 5 7 6 7
After : 9 4 4 1 6 7 9 2

Have the perception scores changed after trying
the product? Use α = 0.05 level of significance.

11.25 Samples have been taken from two branches of a
chain of stores. The samples relate to the daily turn-
over of both the branches. Is there any difference
in turnover between the two branches.

Banrch 1 : 23500 25500 35500 19500
24400 24000 23600 25900
26000

Branch 2 : 24000 19800 22000 21500
24500

11.26 The average hourly number of messages transmit-
ted by a communications satellite is believed to be
149. If there is a possibility that demand for this
service may be declining, then test the null hy-
pothesis that the average hourly number of re-
layed messages is 149 (or more) versus the alter-
native hypothesis that the average hourly number
of relayed messages is less than 149. A random
sample of 25 operation hours is selected. The data
(numbers of messagers relayed per hour) are
151, 144, 123, 178, 105, 112, 140, 167, 177, 185,
129, 160, 110, 170, 198, 165, 109, 118, 155,102,
164, 180, 139, 166, 182
Is there any evidence of declining the use of the
satellite?

11.27 The average life of a 100-watt light bulb is stated
on the package to be 750 hours. The quality
control manager at the plant making the lightbulbs
needs to check whether the statement is correct.
The manager is only concerned about a possible
reduction in quality and will stop the production
process only if statistical evidence exists to con-
clude that the average life of a lightbulb is less than
750 hours. A random sample of 20 bulbs is col-
lected and left on until they burn out. The lifetime
of each bulb is recorded. The data are (in hours
of continuous use) 738, 752, 710, 701, 689, 779,
650, 541, 902, 700, 488, 555, 870, 609, 745, 712,
881, 599, 659, 793. Should the process be stopped
and corrected? Explain why or why not.

11.28 An accounting firm wants to find out whether the
current ratio for three companies is same. Ran-
dom samples of eight firms in industry A, six firms
in industry B, and six firms in industry C are
available. The current ratios are as follows:

Company A Company B Company C
1.38 2.33 1.06
1.55 2.50 1.37
1.90 2.79 1.09
2.00 3.01 1.65
1.22 1.99 1.44
2.11 2.45 1.11
1.98
1.61

Conduct the test at α = 0.05 level of significance,
and state your conclusion.

11.29 Results of a survey indicated that people between
55 and 65 years of age contact a physician an aver-
age of 9.8 times per year. People of age 66 and
older contact doctors on an average of 12.9 times
per year. Suppose you want to validate these re-
sults by taking your own samples. The following
data represent the number of annual contacts people
make with a physician.The samples are indepen-
dent. Apply a suitable test statistic to determine
whether the number of contacts with physicians by
the people of age 65 years and older is greater than
the number by people of age 55 to 65 years

55 to 65 : 12 13 8 11 9 6 11
65 and loder : 16 15 10 17 13 12 14 9 13

11.30 Consider the survey that estimated the average an-
nual household spending on healthcare. The met-
ropolitan average was Rs.1800. Suppose six fami-
lies in Delhi are matched demogrphically with six
families in Mumbai and their amounts of house-
hold spending on healthcare for last year are ob-
tained. The data are as follow:

Family Pair Delhi Mumbai

1 1950 1760
2 1840 1870
3 2015 1810
4 1580 1660
5 1790 1340
6 1925 1765

Apply a suitable test statistic to determine whether
there is a significant difference in annual household
healthcare spending between these two cities.
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H i n t s  a n d  A n s w e r s

11.18 H0: No difference between the scores
H1: There is a difference between scores

  s+ = 10, s– = 5, s = 5; Accept H0
11.19 T = 9, H0 is accepted.
11.20 z = – 3.756, H0 is rejected
11.21 n1 = 10 and n2 = 9. Arrange values in two samples

in increasing order and denote them by A or B
based on which populatin they come from:

BBBBBBBABBAAAAAAAAA
Total runs R = 4. Salesman A sells more than B.

11.22 H0 : The observations in the sample are random.
H1 : The observations in the sample are not ran-

dom.
Tally the number of runs

D
1

CCCCC
2

D
3

CC
4

D
5

CCCC
6

D
7

C
8

D
9

CCC
10

DDD
11

CCC
12

The number of runs, R = 12. Since the value of R
falls betwen the critical values of 7 and 17, do not
reject H0.

11.23 H0: The observations in the sample and random.
H1 : The observations in the sampel are not

random.
Apply z-test statistic is

µR = 1 2

1 2

2
R 1

n n
n n

 
− +  + 

= × ×
+

2 40 10
40 10

+ 1 = 17

σR = 1 2 1 2 1 2
2

1 2 1 2

2 (2 )
( ) ( 1)
n n n n n n

n n n n

− −
+ + −

=
2

2 40 10 (2 40 10 40 10)
(40 10) (40 10 1)

× × × × − −
+ + −

 = 2.213

z = 13 27
2.213

−  = – 1.81

Since zcal (= –1.81) is greater than zα/2=– 1.96, re-
ject the null hypothesis.

11.24 H0:  There is no difference in perception.
H1:  There is a difference in perception.

Member Before After Difference Rank

A 8 9 + 1 2
B 3 4 + 1 2
C 6 4 – 2 4
D 4 1 – 3 5.5
E 5 6 + 1 2
F 7 7 0 –
G 6 9 + 3 5.5
H 7 2 – 5 7

Sum of ranks: s+ = 11.5; s– = 16.5; Consider the
smaller test statistic, s+ = 11.5, which is less than
its critical value, accept null hypothesis.

11.25 H0 : Both samples come from the same population.
H1 : The two samples come from different

populations.

Branch 1 Order Branch 2 Order

23,500 5 24,000 7.5
25500 11 19,800 2
35,500 14 22,000 4
19,500 1 21,500 3
24,400 9 24,500 10
24,000 7.5
23,600 6
25,900 12
26,000 13

Rank sum are R1 = 78.5 and R2 = 26.5

U1 = n1n2 + 1 1
1

( 1)
R

2
n n +

−

= 9×5+
×

−
9 6

78.5
2

= – 6.5

U2 = 45+27 – 26.5=45.5

µ = 1 2

2
n n  = 

54
2

 = 27

σu = 1 2 1 2( 1)
12

n n n n+ + = 45 15
12
×  = 7.5

z = U

u

− µ
σ

 = 6.5 27.0
7.5

− −  = –4.466

Since zcal < zα (= 1.645) accept H0.

11.26 z = T

T

T − µ
σ

 = T ( 1) / 4
( 1)(2 1) / 24

n n
n n n

− +
+ +

= 163.5 (25)(26) / 4
(25)(26)(51) / 24

−  = 0.027

Since zcal (= 0.027) < zα( 1.645), H0 is accepted.
11.30 Let H0 : µ1 = µ2 and H1 : µ1 ≠ µ2

Family Pair Delhi Mumbai d Rank

1 1950 1760 + 190 + 4
2 1840 1870 – 30 – 1
3 2015 1810 + 205 + 5
4 1580 1660 – 80 – 2
5 1790 1340 + 450 + 6
6 1925 1765 + 160 + 3

Since s = Min (s+, s–) = Min(18, 3) = 3 is greater
than its critical value s = 1, H0 is accepted.
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1. χ2-test statistic χ2 = Σ(O – E)2/E
2. Expected frequencies for a contingency table

Eij =
Row total Column total

Sample size
i j×

F o r m u l a e  U s e d

3. Degree of freedom for a contingency table
df = (r – 1) (c – 1)

True or False

C h a p t e r  C o n c e p t s  Q u i z

cell of the contingency table is to the expected frequency,
the higher the probability of rejecting null hypothesis

(T/F)
9. In order to reject the null hypothesis χ2

cal > χ2
table. (T/F)

10. The χ2 sampling distribution is a family of curves, the
distribution of which varies with the degree of freedom.

(T/F)
11. The χ2-test is appropriate for testing hypothesis about

proportions. (T/F)
12. If the expected and observed values are the same for each

cell in the contingency table, χ2
cal will not be statistically

significant. (T/F)
13. If sample data is used to calculate expected values, then

contingency tables are used for calculating χ2
cal. (T/F)

14. The level of significance is generally set at α = 0.05 or α =
0.01 for χ2-test. (T/F)

15. A contingency table shows the relationship between two
variables. (T/F)

1. The critical value of a statistic is the value which cuts off
the region for the rejection of null hypothesis. (T/F)

2. The χ2-test requires that the sampling distribution should
be normally distributed. (T/F)

3. If null hypothesis is accepted, then it is concluded that the
data analysis did not produce significant results. (T/F)

4. If results of hypothesis testing are statistically significant,
the independent variable must have had a very large effect.

(T/F)
5. When the results of hypothesis testing are statistically

significant, they are unlikely to reflect sampling error.
(T/F)

6. The use of non-parametric tests depends on the normal
distribution of the underlying population. (T/F)

7. A basic assumption for using χ2 is that the numbers
(frequencies) in each cell of the contingency table are
independent. (T/F)

8. When using χ2, the closer the observed frequency for each

Multiple Choice
16. Which of the following is a ‘non-parametric’ test?

(a) χ2-test (b) t-test
(c) z-test (d) none of these

17. Which of the following tests is appropriate for analysing
data where 3 or more groups were used?
(a) z (b) χ2

(c) t (d) none of these
18. The larger the difference between the expected and

observed frequencies for each cell in a contingency table,
(a) the more likely it is that null hypothesis will be rejected
(b) the more likely it is that the population proportions

are different
(c) both (a) and (b)
(d) none of these

19. For any given level of significance, χ2
table value:

(a) increases as sample size increases
(b) decreases as degree of freedom increases
(c) increases as degree of freedom increases
(d) decreases as sample size increases

20. A contingency table
(a) always involves two degrees of freedom
(b) always involves two dependent variables

(c) always involves two variables
(d) all of these

21. Entries into the cells of a contingency table should be:
(a) frequencies (b) mean values
(c) percentages (d) degrees of freedom

22. The degrees of freedom for a contingency table:
(a) equal n – 1 (b) equal rc – 1
(c) equal (r – 1) (c – 1) (d) cannot be determined

23. Chi-square should not be used with a 2 × 2 contingency
table if:

(a) df > 1
(b) expected values are below 5 in any cell
(c) observed values are below 5 in any cell
(d) both (b) and (c)

24. The χ2-test requires that:
(a) data be measured on a nominal scale
(b) data conform to a normal distribution
(c) expected frequencies are equal in all cells
(d) all of these

25. In selecting an appropriate statistical test:
(a) z should be used as it is most powerful
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(b) t should be used as it takes the sample size into account
(c) the choice depends on the design of the study
(d) χ2 should be avoided

26. What type of χ2-test will be conducted to see whether the
proportions of two genders at the class is representative
of the proportions of the two genders enrolled at the
college as a whole?
(a) one-way (b) two-way
(c) contingency table (d) a parametric chi-square

27. Statistical tests are used:
(a) only when the investigation involves a true

experimental design
(b) to increase the internal velocity of experiments
(c) to establish the probability of the outcome of data

analysis being due to chance alone
(d) both (a) and (b)

28. If the null hypothesis is accepted, then you may be making:
(a) a correct decision about the data
(b) a Type I error
(c) a Type II error
(d) either (a) or (b)

29. When the results of hypothesis testing are statistically
significant, this means:
(a) the obtained probability is equal to or less than α
(b) rejecting null hypothesis
(c) both (a) and (b)
(d) either (a) or (b)

30. A null hypothesis is accepted when:
(a) χ2

cal ≤ χ2
table (b) χ2

cal > χ2
table

(c) χ2
cal < χ2

table (d) none of these

Concepts Quiz Answers

1. T 2. F 3. T 4. F 5. T 6. F 7. T 8. F 9. T
10. T 11. T 12. T 13. T 14. T 15. T 16. (a) 17. (b) 18. (c)
19. (c) 20. (c) 21. (a) 22. (c) 23. (b) 24. (a) 25. (c) 26. (a) 27. (c)
28. (d) 29. (c) 30. (c)

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s

11.31 1000 students at college level were graded according to
their IQ and the economic conditions of their homes.
Use the χ2-test to find out whether there is any
association between economic condition at home and
IQ level.

Economic Condition IQ Level

High Low Total

Rich 460 140 600
Poor 240 160 400

Total 700 300 1000

[Osmania, MBA, 1998 Kumaon; Univ., MBA, 1999]
11.32 An automobile company gives you the following

information about age groups and the liking for a
particular model of car which it plans to introduce.

Age Groups

Opinion Below 20 20-39 40-59 60 and Total
 above

Liked the car 140 080 40 020 280
Disliked the car 060 050 30 080 220

Total 200 130 70 100 500

On the basis of this data can it be concluded that the
model’s appeal is independent of the age group?

[HP Univ., MCom; MD Univ, MCom, 1996]

11.33 The following results were obtained when two sets of
items were subjected to two different treatments X and
Y, to enhance their tensile strength.
• Treatment X was applied on 400 items and 80 were

found to have gained in strength.
• Treatment Y was applied on 400 items and 20 were

found to have gained in strength.
• Is treatment Y superior to treatment X?
[Calcutta Univ., MCom, 1998; Madras Univ., MCom, 1996]

11.34 Three samples are taken comprising 120 doctors, 150
advocates, and 130 university teachers. Each person
chosen is asked to select one of the three categories that
best represents his feeling towards a certain national
policy. The three categories are in favour of policy (F),
against the policy (A), and indifferent toward to policy
(I). The results of the interviews are given below:

Reaction

Occupation F A I Total

Doctors 80 30 10 120
Advocates 70 40 40 150
University teachers 50 50 30 130

Total 200 120 80 400

On the basis of this data can it be concluded that the
views of doctors, advocates, and university teachers are
homogeneous insofar as the National Policy under
discussion is concerned?
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11.35 Following information is obtained in a sample survey:

Condition of   Condition of Home
    Child Clean Dirty Total

Clean 70 50 120
Fairly clean 80 20 100
Dirty 35 45 80

Total 185 115 300

State whether the two attributes, that is, condition of
home and condition of child are independent. Use the
χ2-test for the purpose.

[Madurai Kamraj Univ., MCom, 1996]
11.36 National Healthcare Company samples its hospital

employees’ attitude towards performance. Respondents
are given a choice between the present method of two
reviews a year and a proposed new method of quality
reviews. The responses are given below:

North South East West

Method I 68 75 79 57
Method II 32 45 31 33

Test whether there is any significant difference in the
attitude of employees in different regions at 5 per cent
level of significance. [Bharthidasam Univ., MCom, 1996]

11.37 A milk producers union wishes to test whether the
preference pattern of consumers for its products is
dependent on income levels. A random sample of 500
individuals gives the following data:

Product Preferred
Income A B C

Low 170 30 80
Medium 50 25 60
High 20 10 55

Can you conclude that the preference patterns are
independent of income levels?

[Calicut Univ., MCom, 1999]
11.38 The following data relate to the sales, in a time of trade

depression of a certain article in wide demand. Do the
data suggest that the sales are significantly affected by
depression?

    Pattern Districts

   of Sales Not Hit by
Depression Hit Total

Satisfactory 140 60 200
Not satisfactory 40 60 100
Total 180 120 300

[GND Univ., MCom, 1997]
11.39 A controlled experiment was conducted to test the

effectiveness of a new drug. Under this experiment 300

patients were treated with new drug and 200 were not
treated with the drug. The results of the experiment
are given below:

Details Cured Condition No Total
Worsened Effect

Treated with 200 40 60 300
the drug
Not treated 120 30 50 200
with the drug
Total 320 70 110 500

Use the χ2-test and comment on the effectiveness of the
drug.

11.40 A survey of 320 families with 5 children each revealed
the following distribution:
No. of boys : 5 4 3 2 1 0
No. of girls : 0 1 2 3 4 5
No. of families : 14 56 110 88 40 12

Is the result consistent with the hypothesis that male
and female births are equally probable?

11.41 The following figures show the distribution of digits in
numbers chosen at random from a telephone directory:

Digit : 0 1 2 3 4 5
Frequency : 1026 1107 997 966 1075 933
Digit : 6 7 8 9
Frequency : 1107 972 964 853   = 10,000

Test whether the digits may be taken to occur equally
frequently in the directory. [Roorkee Univ., MBA, 2000]

11.42 The number of customers that arrived in 128, 5-minute
time periods at a service window were recorded as:

Customer : 0 1 2 3 4 5
Frequency : 2 8 10 12 18 22
Customer : 6 7 8 9
Frequency : 22 16 12 6

Is the probability distribution for the customer arrivals
a Poisson distribution with a 0.05 level of significance?

11.43 A production supervisor is interested in knowing if the
number of breakdowns of four machines is independent
of the shift using the machines. Test this hypothesis
based on the following sample information:

Shift Machine

A B C D Total

Morning 15 10 18 12 55
Evening 12 8 15 10 45
Total 27 18 33 22 100

11.44 You are given the distribution of the number of defective
units produced in a single shift in a factory over 100
shifts.
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Number of
defective units : 0 01 02 03 04 5 6
Number of shifts: 4 14 23 23 18 9 9

Would you say that the defective units follow a Poisson
distribution? [Delhi Univ., MBA, 1995]

11.45 The number of car accidents that occurred during the
various days of the week are as follows:

Day No. of accidents

Sun. 14
Mon. 16
Tues. 8
Wed. 12
Thurs. 11
Fri. 9
Sat. 14

Find whether the accidents are uniformly distributed
over the week. [MD Univ., MCom, 1999]

H i n t s  a n d  A n s w e r s

11.31 Let H0 : No association between economic condition
and IQ level.

O E (O – E)2 (O – E)2/E

460 420 1600 3.810
240 280 1600 5.714
140 180 1600 8.889
160 120 1600 13.333

 31.746

Since χ2
cal = 31.746 is more than its critical value χ2 =

3.84 for df = (2 – 1) 2 – 1) = 1 and α = 5 per cent, the
H0 is rejected.

11.32 Let H0 : Personal liking is independent of the age group.

O E (O – E)2 (O – E)2/E

140 112.0 784.00 7.000
60 88.0 784.00 8.910
80 72.8 51.84 0.712
50 57.2 51.84 0.906
40 39.2 0.64 0.016
30 30.8 0.64 0.021
20 56.0 1296.00 23.143
80 44.0 1296.00 29.454

70.162

Since χ2
cal = 7.162 is more than its critical value

χ2 = 7.815 for df = (2 – 1) (4 – 1) = 3 and  α = 5 per cent,
the H0 is rejected.

11.33 Let H0 : No difference in the types of treatments X and
Y.

Treatment Gained Not Gained Total

X 80 320 400
Y 20 380 400

Total 100 700 800

O E (O – E)2 (O – E)2/E

380 350 900 18.000
320 350 900 18.000
320 350 900 2.571
380 350 900 2.571

41.142

Since χ2
cal = 41.142 is more than its critical value χ2 =

3.84 for df = (2 – 1) (2 – 1) = 1 and α = 5 per cent, the
H0 is rejected.

11.34 Let H0 : Opinion of three different groups of people
about National Policy is same.

E11 = 120 200
400
×  = 60 E12 = 120 120

400
×  = 36

E21 = 
150 200

400
×

 = 75 E22 = 
150 120

400
×

 = 45

O E (O – E)2 (O – E)2/E

80 60 400 6.667
70 75 25 0.333
50 65 225 3.462
30 36 36 1.000
40 45 25 0.556
50 39 121 3.103
10 24 196 8.167
40 30 100 3.333
30 26 16 0.616

27.237
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Since χ2
cal = 27.237 is more than its critical value χ2 =

9.488 for df = (3 – 1) (3 – 1) = 4 and α = 5 per cent, the
H0 is rejected.

11.35 Let H0 : Two attributes, that is, condition of home and
condition of child are independent.

O E (O – E)2 (O – E)2/E

70 74 16 0.216
80 62 324 5.226
35 49 196 4.000
50 46 16 0.348
20 38 324 8.526
45 31 196 6.322

24.638

Since χ2
cal = 24.638 is more than its critical value χ2 =

5.99 for df = (3 – 1) (2 – 1) = 2 and α = 5 per cent, the
H0 is rejected.

11.36 Let H0 : No difference in the attitude of employees in
different regions

O E (O – E)2 (O – E)2/E

68 66 4 0.061
32 34 4 0.118
75 80 25 0.312
45 40 25 0.625
79 73 36 0.493
31 37 36 0.973
57 60 9 0.150
33 30 9 0.300

3.032

Since χ2
cal = 3.032 is less than its critical value χ2 = 7.82

at df = (2 – 1) (4 – 1) = 3 and α = 5 per cent, the H0 is
accepted.

11.37 Let H0 : Income level and product preferred are
independent.

O E (O – E)2 (O – E)2/E

170 134.40 1267.36 9.430
50 64.80 219.04 3.380
20 40.80 432.64 10.604
30 36.40 40.96 1.125
25 17.55 55.50 3.162
10 11.05 1.10 0.099
80 109.20 852.64 7.808
60 52.65 54.02 1.026
55 33.15 477.42 14.402

51.036

Since χ2
cal = 51.036 is more than its critical value χ2 =

14.860 at df = (3 – 1) (3 – 1) = 4 and α = 5 per cent, the
H0 is rejected.

11.38 Let H0 : Sales are not significantly affected by
depression.

O E (O – E)2 (O – E)2/E

140 120 400 3.333
40 60 400 6.667
60 80 400 5.000
60 40 400 10.000

25.000

Since χ2
cal = 25 is more than its critical value χ2 = 3.84

at df = (2 – 1) (2 – 1) = 1 and α = 5 per cent, the H0 is
rejected.

11.39 Let H0 : No significant difference in patients, condition
between those treated with the new drug and
those not treated

O E (O – E)2 (O – E)2/E

200 192 64 0.333
120 128 64 0.500

40 42 4 0.095
30 28 4 0.143
60 66 36 0.545
50 44 36 0.818

2.434

Since χ2
cal = 2.434 is less than its critical value χ2 = 5.49

at df = (2 – 1) (3 – 1) = 2 and α = 5 per cent, the H0 is
accepted.

11.40 Let H0 : Male and female births are equally probable.
Given p = q = 0.5. Since events are only two and

mutually exclusive, the binomial distribution is used to
calculate the expected frequencies (number of families).
Thus the expected number of families having x male in
a family of 5 children is given by
nP(x = r) = n nCr p

rqn – r = 3205Cr(0.5)5, r = 0, 1, 2, . . ., 5

O-values: 14 56 110 88 40 12
E-values: 10 50 100 100 50 10

Since χ2
cal = Σ(O – E)2/E = 7.16 is less than its critical

value χ2 = 11.07 at df = n – 1 = 6 – 1 = 5 and
α = 5 per cent, the null hypothesis is accepted.

11.41 Let H0 : Digits are uniformly distributed in the directory.
The expected frequency (E) for each digit 0 to
9 is 10,000/10 = 1000.

Since χ2
cal = 58.542 is more than its critical value χ2 =

16.919 at df = 10 – 1 = 9 and α = 5 per cent, the null
hypothesis is rejected.

11.42 Let H0 : The population has a Poisson distribution
Total number of customers who arrived during the
sample of 128, 5-minute time periods is given by
0(2) + 1(8) + 2(10) + . . . + 9(6) = 640. Thus 640 cus-
tomers arrival over a sample of 128 periods provide a
mean arrival rate of λ = 640/128 = 5 customers per 5-
minute period.

The expected frequency (E) of customer arrivals
for each of the variable from 0 to 9 is calculated by using
the Poisson distribution formula
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nP(x = r) = n 
!

re
r

−λλ
 = 128 

5(5)
!

re
r

−

r = 0, 1, ..., 9; λ = 5

Number of Observed Expected
customers  frequency  frequency

0 or 1 10 5.17
2 10 10.77
3 12 17.97
4 18 22.46
5 22 22.46
6 22 18.71
7 16 13.36
8 12 8.35
9 or more 6 8.71

Since χ2
cal = 10.97 is less than its critical value χ2 =

14.07 at df = n – 1 – 2 = 10 – 1 – 2 = 7 and  α = 0.05,
the null hypothesis is accepted.

11.43 Let H0 : Number of breakdowns is independent of the
shift using the machines.

Expected frequencies = 
Row total Column total

Grand total
i j×

O-values : 15 12 10 8 18 15 12 10
E-values : 14.8512.15 9.90 8.1018.1514.8512.10 9.90
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12C h a p t e r

Analysis of Variance

There is no merit in equality
unless it be equality with
best.

—John Spalding

After studying this chapter, you should be able to
understand how ‘analysis of variance’(ANOVA) can be used to test for the
equality of three or more population means.
understand and use the terms like ‘response variable’, ‘a factor’ and ‘a
treatment’ in the analysis of variance.
learn how to summarize F-ratio in the form of an ANOVA table.

12.1 INTRODUCTION

In Chapter 10 we introduced hypothesis testing procedures to test the significance of
differences between two sample means to understand whether the means of two populations
are equal based upon two independent random samples. In all these cases the null
hypothesis states that there is no significant difference among population mean, that is,
H0 : µ1 ≠ µ2. However, there may be situations where more than two populations are
involved and we need to test the significance of differences between three or more sample
means. We also need to test the null hypothesis that three or more populations from
which independent samples are drawn have equal (or homogeneous) means against the
alternative hypothesis that population means are not all equal. Let µ1, µ2, . . ., µr be the
mean value for population 1, 2, . . ., r respectively. Then from sample data we intend to
test the following hypotheses:

H0 : µ = µ2 = . . . = µr (12–1)
and H1 : Not all µj are equal ( j = 1, 2, . . ., r)
In other words, the null and alternative hypotheses of population means imply that the
null hypothesis should be rejected if any of the r sample means is different from the
others.

For example, the production level in three shifts in a factory can be compared to
answer questions such as: Is the production level higher/lower on any day of the week?
Is Wednesday morning shift’s production better/worse than any other shift? and so on.
Production level can also be analysed using other days and shifts of the week in
combination.

The following are a few examples involving more than two populations where it is
necessary to conduct a comparative study to arrive at a statistical inference:
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• Effectiveness of different promotional devices in term of sales
• Quality of a product produced by different manufacturers in terms of an attribute
• Production volume in different shifts in a factory
• Yield from plots of land due to varieties of seeds, fertilizers, and cultivation methods
Under certain circumstances we may not conduct repeated t-tests on pairs of the

samples. This is because when many independent tests are carried out pairwise, the
probability of the outcome being correct for the combined results is reduced greatly.
Table 12.1 shows how the probability of being correct decreases when we intend to
compare the average marks of 2, 3, and 10 students at the end of an examination at
95 per cent confidence level or 0.95 probability of being correct in our statistical inferences
in this experiment.

Table 12.1: Calculations of Probability of being Correct

Number of Number of Confidence Probability of
Students, n Pairs Level Error

2 1 0.950 0.050
3 3 (0.95)3 = 0.857 0.143

10 45 (0.95)45 = 0.100 0.900

It is clear from the calculations in Table 12.1 that as the size of student population or
sample increases, the probability of error in statistical inference of population means
increases. Under certain assumptions, a method known as analysis of variance (ANOVA)
developed by R. A. Fisher is used to test the significance of the difference between several
population means.

The following are few terms that will be used during discussion on analysis of vari-
ance:

• A sampling plan or experimental design is the way that a sample is selected from the
population under study and determines the amount of information in the sample.

• An experimental unit is the object on which a measurement or measurements is
taken. Any experimental conditions imposed on an experimental unit provides
effect on the response.

• A factor or criterion is an indepenent variable whose values are controlled and
varied by the researcher.

• A level is the intensity setting of a factor.
• A treatment or population is a specific combination of factor levels.
• The response is the dependent variable being measured by the researcher.

For example,
1. A tyre manufacturing company plans to conduct a tyre-quality study in which qual-

ity is the independent variabnle called factor or criterion and the treatment levels or
classifications are low, medium and high quality. The dependent (or response) variable
might be the number of kilometers driven before the tyre is rejected for use. A study
of daily sales volumes may be taken by using a completely randomized design with
demographic setting as the independent variable. A treatment levels or classifica-
tions would be inner-city stores, stores in metro-cities, stores in state capitals, stores
in small towns, etc. The dependent variable would be sales in rupees.

2. For a production volume in three shifts in a factory, there are two variables—days of
the week and the volume of production in each shift. If one of the objectives is to
determine whether mean production volume is the same during days of the week,
then the dependance (or response) variable of interest, is the mean production volume.
The variables that are related to a response variable are called factors, that is, a day of
the week is the independent variable and the value assumed by a factor in an experi-
ment is called a level. The combinations of levels of the factors for which the re-
sponse will be observed are called treatments, i.e. days of the week. These treatments
define the populations or samples which are differentiated in terms of production
volume and we may need to compare them with each other.

Analysis of variance: A
statistical procedure for
determining whether the
means of several different
populations are equal.

Factor: Another word
for independent variable
of interest that is
controlled in the analysis
of variance.

Factor level: A value at
which the factor is
controlled.
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12.2 ANALYSIS OF VARIANCE APPROACH

The first step in the analysis of variance is to partition the total variation in the sample
data into the following two component variations in such a way that it is possible to
estimate the contribution of factors that may cause variation.
1. The amount of variation among the sample means or the variation attributable to the

difference among sample means. This variation is either on account of difference in
treatment or due to element of chance. This difference is denoted by SSC or SSTR.

2. The amount of variation within the sample observations. This difference is considered
due to chance causes or experimental (random) errors. The difference in the values
of various elements in a sample due to chance is called an estimate and is denoted by
SSE.
The observations in the sample data may be classified according to one factor (criterion)

or two factors (criteria). The classifications according to one factor and two factors are
called one-way classification and two-way classification, respectively. The calculations for
total variation and its components may be carried out in each of the two-types of
classifications by (i) direct method, (ii) short-cut method, and (iii) coding method.

Assumptions for Analysis of Variance
The following assumptions are required for analysis of variance:
1. Each population under study is normally distributed with a mean µr that may or may

not be equal but with equal variances σ2
r.

2. Each sample is drawn randomly and is independent of other samples.

12.3 TESTING EQUALITY OF POPULATION (TREATMENT) MEANS :
ONE-WAY CLASSIFICATION

Many business applications involve experiments in which different populations (or groups)
are classified with respect to only one attribute of interest such a (i) percentage of marks
secured by students in a course, (ii) flavour preference of ice-cream by customers, (iii) yield
of crop due to varieties of seeds, and so on. In all such cases observations in the sample
data are classified into several groups based on a single attribute and is called one-way
classification of sample data.

As mentioned before, for all theoretical purposes we refer populations (i.e., several
groups classified based on single factor or criterion in a sample data) as treatments. We
will study the effect of a factor (criterion) such as flavour preference on the dependent
variable (i.e. sales) at different groups (i.e. variety of ice-creams). These groups  are the
treatments in this particular example.

Suppose our aim is to make inferences about r population means µ1, µ2, . . . µr based
on  independent random samples of size n1, n2, . . ., nr, from normal populations with a
common variances σ2. That is, each of the normal population has same shape but their
locations might be different. The null hypothesis to be tested is stated as:

H0 : µ1 = µ2 = . . . = µr ← Null hypothesis
H1 : Not all µj ( j = 1, 2, . . ., r) are equal ← Alternative hypothesis

Let nj = size of the jth sample ( j = 1, 2,...., r)
n = total number of observations in all samples combined (i.e. n = n1 + n2 + . . .

+ nr)
xij = the ith observation value within the sample from jth population

The observations values obtained for r independent samples based on one-criterion
classification can be arranged as shown in Table 12.2.

One-way analysis of
variance: Analysis of variance
in which only one criterion
(variable) is used to analyse the
difference between more than
two population means.
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Table 12.2: One-Criterion Classification of Data

Observations Populations
(Number of Samples)

1 2 . . . r

1 x11 x12 . . . x1r
2 x21 x22 . . . x2r

� �
k xk1 xk2 . . . xkr

Sum T1 T2 . . . Tr = T

A.M. 1x 2x . . . rx  = x

where Ti = 1
1

k
i

i
x

=
∑ T = 

1
T

r
i

j =
∑

xi = 1
1

1 k
i

i
x

k =
∑ x  = 

1 1 1

1 1
=

r k r
j ij

j i j
x x

r k n= = =
∑ ∑ ∑

The values of xi  are called sample means and x  is the grand mean of all observations
(or measurements) in all the samples.

Since there are k rows and r columns in Table 12.2, therefore total number of
observations are rk = n, provided each row has equal number of observations. But, if the
number of observations in each row varies, then the total number of observations is n1 +
n2 + . . . + nr = n.

Illustration: Three brands A, B, and C of tyres were tested for durability. A sample of
four tyres of each brand is subjected to the same test and the number of kilometres until
wearout was noted for each brand of tyres. The data in thousand kilometres is given in
Table 12.3.

Table 12.3: Example of Data in ANOVA

Observations Population
(Number of Brands)

A B C

1 26 18 23
2 25 16 19
3 28 17 26
4 12 18 30

Sum 91 69 98
Sample size 94 94 94
Mean 22.75 17.25 24.50

Since the same number of observations is obtained from each brand of tyres
(population), therefore the number of observations in the table is n = rk = 3×4 = 12.

• The sample mean of each of three samples is given by

1x =
4

1
1

1 1
(91) 22.75

4 4i
i

x
=

= =∑

2x =
4

2
1

1 1
(69) 17.25

4 4i
i

x
=

= =∑  and 3x  = 24.50

• The grand mean for all samples is

x = ( )1 2 3
1
3

x x x+ +  = 1
3

 (22.75 + 17.25 + 24.50) = 21.50
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12.3.1 Steps for Testing Null Hypothesis

Step 1: State the null and alternative hypotheses to test the equality of population means
as:

H0 :  µ1 = µ2 = . . . = µr ← Null hypothesis
H1 :  Not all µjs are equal ( j = 1, 2, . . ., r) ← Alternative hypothesis

α = level of significance

Step 2: Calculate total variation If a single sample of size n is taken from the population,
then estimate of the population variance based on the variance of sampling distribution
of mean is given by

s2 =
2( )

1
x x
n

Σ −
−

 = 
SS
df

The numerator in s2 is called sum of squares of deviations of sample values about the
sample mean x  and is denoted as SS. Consequently ‘sum of squares’ is a measure of
variation. Thus when SS is divided by df, the result is often called the mean square which
is an alternative term for sample variance.

Total variation is represented by the ‘sum of squares total’ (SST) and is equal to the sum
of the squared differences between each sample value from the grand mean x

SST = 2

1 1
( )

jnr
ij

i j
x x

= =
−∑ ∑

where  r = number of samples (or treatment levels)
nj = size of jth sample

The total variation is divided into two parts as shown below:

Variation between (or among) sample means
(Also called sum of squares for treatment)

Total variation
Variation within the samples values
(Also called sum of squares for error)

Step 3: Calculate variation between sample means This is usually called the ‘sum of squares
between’ and measures the variation between samples due to treatments. In statistical
terms, variation between samples means is also called the between-column variance. The
procedure is as follows:

(a) Calculate mean values 1 2,x x , . . ., rx  of all r samples

(b) Calculate grand mean x  = 1
r

( 1 2x x+  + . . . + rx ) = T
n

where T = grand total of all observations.
n = number of observations in all r samples.

(c) Calculate difference between the mean of each sample and the grand mean as

1x x− , 2x x− , . . ., rx x− . Multiply each of these by the number of observations
in the corresponding sample and add. The total gives the sum of the squared
differences between the sample means in each group and is denoted by SSC or
SSTR.

SSTR = 2

1
( )

r
j j

j
n x x

=
−∑

This sum is also called sum of squares for treatment (SSTR)

Step 4: Calculate variation within samples This is usually called the ‘sum of squares within’
and measures the difference within samples due to chance error. Such variation is also
called within sample variance. The procedure is as follows:

(a) Calculate mean values 1x , 2x  , ..., rx  of all r samples.
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(b) Calculate difference of each observation in r samples from the mean values of the
respective samples.

(c) Square all the differences obtained in Step (b) and find the total of these differences.
The total gives the sum of the squares of differences within the samples and is
denoted by SSE.

SSE = 2

1 1
( )

jnk
ij j

i j
x x

= =
−∑ ∑

This sum is also called the sum of squares for error, SSE = SST – SSTR.

Step 5: Calculate average variation between and within samples—mean squares Since r
independent samples are being compared, therefore r – 1 degrees of freedom are associated
with the sum of the squares among samples. As each of the r samples contributes nj – 1
degrees of freedom for each independent sample within itself, therefore there are n – r
degrees of freedom associated with the sum of the squares within samples. Thus total
degrees of freedom equal to the degrees of freedom associated with SSC (or SSTR) and
SSE. That is

Total df =Between samples (treatments) df + Within samples (error) df
n – 1 =(r – 1) + (n – r)

When these ‘sum of squares’ are divided by their associated degrees of freedom, we
get the following variances or mean square terms:

MSTR =
SSTR

1r −
; MSE = 

SSE
n r−

; and MST = 
SST

1n −
It may be noted that the quantity MSE = SSE/(n – r) is a pooled estimate of σ2 (weighted
average of all r sample variances whether H0 is true or not)

Step 6: Apply F-test statistic with r – 1 degrees of freedom for the numerator and n – r
degrees of freedom for the denominator

F =
2
between
2
within

σ
σ

 = 
SSTR/( 1)
SSE/( )

r
n r

−
−

 = MSTR
MSE

Step 7: Make decision regarding null hypothesis If the calculated value of F-test statistic is
more than its right tail critical value F(r – 1, n – r) at a given level of significance α and
degrees of freedom r – 1 and n – r, then reject the null hypothesis. In other words, as
shown in shown in Fig. 12.1, the decision rule is:

• Reject H0 if the calculated value of F > its critical value Fα(r – 1, n – r)
• Otherwise accept H0

The F-distribution is a family of distributions, each identified by a pair of degrees of
freedom. The first number refers to the number of degrees of freedom in the numerator
of the F ratio, and the second refers to the number of degrees of freedom in the
denominator. In the F table, columns represent the degrees of freedom for numerator
and the rows represents the degrees of freedom for denominator.

If null hypothesis H0 is true, then the variance in the sample means measured by
MSTR = SSTR/(r – 1) provides an unbiased estimate of σ2. But if H0 is false, and population
means are different, then MSTR is large as shown in Fig 12.2

Figure 12.1
Rejection Region for Null Hypoth-
esis using ANOVA
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Table 12.4 shows the general arrangement of the ANOVA table for one-factor analysis
of variance.

Table 12.4: ANOVA Summary Table

Source of Sum of Degrees of Mean Test-Statistic or
Variation Squares Freedom Squares F-Value

• Between samples SSTR r – 1 MSTR = SSTR
1r −

(Treatments)

F = MSTR
MSE

• Within samples SSE n – r MSE =
SSE
n r−

error

Total SST n – 1

Short-Cut Method The values of SSTR and SSE can be calculated by applying the following
short-cut methods:

• Calculate the grand total of all observations in samples, T
T = Σ x1 + Σ x2 + . . . + Σ xr

• Calculate the correction factor CF = T
2

n
; n = n1 + n2 + . . . + nr

• Find the sum of the squares of all observations in samples from each of r samples
and subtract CF form this sum to obtain the total sum of the squares of deviations
SST:

SST = (Σx1
2 + Σx2

2 + ... + Σxr
2) – CF = 2

1 1

jnk
ij

i j
x

= =
∑ ∑  – CF

SSTR =
2( )Σ j

j

x
n

 – CF

and SSE = SST – SSTR

Coding Method Sometimes the method explained above takes a lot of computational time
due to the magnitude of numerical values of observations. The coding method is based
on the fact that the F-test statistic used in the analysis of variance is the ratio of variances
without unit of measurement. Thus its values does not change if an appropriate constant
value is either multiplied, divided, subtracted or added to each of the observations in the
sample data. This adjustment reduces the magnitude of numerical values in the sample
data and reduces computational time to calculate F value without any change.

Example 12.1: To test the significance of variation in the retail prices of a commodity in
three principal cities, Mumbai, Kolkata, and Delhi, four shops were chosen at random
in each city and the priceswho lack confidence in their mathematical ability observed in
rupees were as follows:

Figure 12.2
Sample Means Drawn from
Identical Populations

ANOVA table: A
standard table used to
summarize the analysis of
variance calculations and
results.
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Mumbai : 16 8 12 14

Kolkata : 14 10 10 6

Delhi : 4 10 8 8
Do the data indicate that the price in the three cities are significantly different?

[Jammu Univ., M.Com, 1997]
Solution: Let us take the null hypothesis that there is no significant difference in the
prices of a commodity in the three cities. Calculations for analysis of variance are as
under.

Sample 1 Sample 2 Sample 3

Mumbai Kolkata Delhi

x1 x1
2 x2 x2

2 x3 x3
2

16 256 14 196 4 16
28 64 10 100 10 100
12 144 10 100 8 64
14 196 6 36 8 64

Σ x1 = 50 Σ x1
2 = 660 Σ x2 = 40 Σ x2

2 = 432 Σ x3 = 30 Σ x3
2 = 244

There are r=3 treatments (samples) with n1=4, n2=4, n3=4, and n=12.
T = Sum of all the observations in the three samples

= Σx1 + Σx2 + Σx3 = 50 + 40 + 30 = 120

 CF = Correction factor = 
2T

n
 = 

2(120)
12

 = 1200

SST = Total sum of the squares
= (Σx1

2 + Σx2
2 + Σx3

2) – CF = (660 + 432 + 244) – 1200
= 136

SSTR = Sum of squares between the samples

= 
22 2

21 3

1 2 3

( )( ) ( )xx x
n n n

 ΣΣ Σ
+ +   

 – CF

= 
2 2 2(50) (40) (30)

4 4 4

  + + 
  

 – 1200

= { }2500 1600 900
4 4 4

+ +  – 1200 = 5000
4

 – 1200 = 50

SSE = SST – SSTR = 136 – 50 = 86
Degrees of freedom: df1= r – 1 = 3 – 1 = 2 and df2 = n – r = 12 – 3 = 9

Thus MSTR = 
1

SSTR
df

 = 
50
2

 = 25 and MSE = 
2

SSE
df

 = 86
9

 = 9.55

Table 12.5: ANOVA Table

Source of Sum of Degrees of Mean Test-Statistic
Variation Squares Freedom Squares

• Between samples 50 2 25 F = 
25
9.55

• Within samples 86 9 9.55 = 2.617
Total 136 11

The table value of F for df1 = 2, df2 = 9, and α = 5 per cent level of significance is
4.26. Since calculated value of F is less than its critical (or table) value, the null hypothesis
is accepted. Hence we conclude that the prices of a commodity in three cities have no
significant difference.
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Example 12.2: A study investigated the perception of corporate ethical values among
individuals specializing in marketing. Using α = 0.05 and the following data (higher
scores indicate higher ethical values), test for significant differences in perception among
three groups.

Marketing Manager Marketing Research Advertising

6 5 6
5 5 7
4 4 6
5 4 5
6 5 6
4 4 6

Solution: Let us assume the null hypothesis that there is no significant difference in
ethical values among individuals specializing in marketing. Calculations for analysis of
variance are as under:

Marketing Manager Marketing Research Advertising

x1 x1
2 x2 x2

2 x3 x3
2

6 36 5 25 6 36
5 25 5 25 7 49
4 16 4 16 6 36
5 25 4 16 5 25
6 36 5 25 6 36
4 16 4 16 6 36

30 154 27 123 36 218

There are r = 3 treatments (samples) with n1 = n2 = n3 = 6 and n = 18.
T = Sum of all the observations in three samples

= Σ x1 + Σ x2 + Σ x3 = 30 + 27 + 36 = 93

 CF = Correction factor = 
2T

n
 = 

2(93)
18

 = 480.50

SST = Total sum of the squares

= (Σx1
2 + Σx2

2 + Σx3
2 ) – CF = (154 + 123 + 218) – 480.50

= 14.50

SSTR = Sum of squares between the samples

=
22 2

21 3

1 2 3

( )( ) ( )xx x
n n n

 ΣΣ Σ
+ +   

 – CF

= 
2 2 2(30) (27) (36)

6 6 6

  + + 
  

 – 480.50

=
900 729 1296

6 6 6
 + +  

 – 480.50

= (150 + 121.5 + 216) – 480.50 = 7

SSE = SST – SSTR = 14.50 – 7 = 7.50

Degrees of freedom: df1 = r – 1=3 – 1=2 and df2 = n – r=18 – 3=15

Thus MSTR =
1

SSTR
df

 = 
7
2

 = 3.5 and MSE = 
2

SSE
df

 = 
7.50
15

 = 0.5
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Table 12.6: ANOVA Table

Source of Sum of Degrees of Mean Test-Statistic
Variation Squares Freedom Squares

• Between samples 7.5 20 3.5 F = 
3.5
0.5

• Within samples 7.5 15 0.5 = 7
Total 14.5 17

The table value of F for df1 = 2, df2 = 15, and α = 0.05 is 3.68. Since calculated value
of F=7 is more than its table value, the null hypothesis is rejected. Hence we conclude
that there is significant difference in ethical values among individuals specializing in
marketing.

Example 12.3: As head of the department of a consumer’s research organization, you
have the responsibility for testing and comparing lifetimes of four brands of electric
bulbs. Suppose you test the life-time of three electric bulbs of each of the four brands.
The data are shown below, each entry representing the lifetime of an electric bulb,
measured in hundreds of hours:

Brand

A B C D

20 25 24 23
19 23 20 20
21 21 22 20

Can we infer that the mean lifetimes of the four brands of electric bulbs are equal?
[Roorkee Univ., MBA, 2000]

Solution: Let us take the null hypothesis that the mean lifetime of the four brands of
electric bulbs is equal.

Substracting a common figure 20 from each observation. The calculations with code
data are as under:

Sample 1(A) Sample 2(B) Sample 3(C) Sample 4(D)

x1 x1
2 x2 x2

2 x3 x3
2 x4 x4

2

00 0 5 25 4 16 3 9
–1 1 3 09 0 00 0 0
01 1 1 01 2 04 0 0
00 2 9 35 6 20 3 9

T = Sum of all the observations in four samples
= Σx1 + Σ x2 + Σ x3

 + Σ x4 = 0 + 9 + 6 + 3 = 18

CF = Correction factor = 
2T

n
=

2(18)
12

 = 27

SST = Total sum of the squares
= (Σx1

2 + Σx2
2 + Σx3

2 + Σx4
2) – CF

= (2 + 35 + 20 + 9) – 27 =  39
SSTR = Sum of squares between the samples

= 
22 2 2

21 3 4

1 2 3 4

( )( ) ( ) ( )xx x x
n n n n

 ΣΣ Σ Σ + + + 
  

 – CF

= 
2 2 2(9) (6) (3)

0
3 3 3

  + + + 
  

 – 18 = (0 + 27 + 12 + 3) – 27 = 15

SSE = SST – SSTR = 39 – 15 = 24
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Degrees of freedom: df1 = r – 1 = 4 – 1 = 3, df2 = n – r = 12 – 4 = 8. Thus

MSTR =
1

SSTR
df

 = 15
3

and MSE = 
2

SSE
df

 = 24
8

 = 3

Table 12.7: ANOVA Table

Source of Sum of Degrees of Mean Test
Variation Squares Freedom Squares Statistic

• Between samples 15 3 5 F = 
5
3

= 1.67
• Within samples 24 8 3

Total 39 11

The table value of F for df1 = 3, df2 = 8, and α = 0.05 is 4.07. Since the calculated
value of F = 1.67 is less than its table value, the null hypothesis is accepted. Hence we
conclude that the difference in the mean lifetime of four brands of bulbs is not significant
and we infer that the average lifetime of the four brands of bulbs is equal.

12.4 INFERENCES ABOUT POPULATION (TREATMENT) MEANS

When null hypothesis H0 is rejected, it implies that all population means are not equal.
However, we may not be satisfied with this conclusion and may want to know which
population means differ. The answer to this question comes from the construction of
confidence intervals using the small sample procedures, based on t-distribution.

For a single populatin mean, µ the confidence interval is given by

x ± ( )α / 2 /t s n
where x  is the sample mean from a population. Similarly, confidence interval for the
difference between two population means µ1 and µ2 is given by

1 2( )x x− ± 2
/ 2

1 2

1 1
t s

n nα
 

+ 
 

where 1x  and 2x = mean of sample population 1 and 2 respectively;
n1 and n2 = number of observations in sample 1 and 2 respectively.

To use these confidence intervals, we need to know
• How to calculate s or s2, which is the best estimate of the common sample variance?
• How many degrees of freedom are used for the critical value of t-test statistic?

To answer these questions, recall that in the analysis of variance, we assume that the
population variances are equal for all populations. This common value is the mean square
error MSE = SSE/(n – r) which provides an unbiased estimate of σ2, regardless of test or
estimation used. We use, s2 = MSE or s = MSE  = SSE /( )n r−  with df = (n – r) and
tα/2 at specified level of significance α to estimate σ2, where n = n1+n2 + . . . + nr.

Illustration
From Example 12.1 we know that, x1 = 5; x3 = 6, n = n1 + n2 + n3 = 18, s2 = MSE
= 0.5 and α = 0.05 level of signifiance. So the confidence interval is computed as:

2
1 3 / 2

1 2

1 1
( )x x t s

n nα
 

− ± + 
 

= 
1 1

(5 6) 2.131 0.5
6 6

 − ± +  
= –1 ± 1.225 = – 2.225 and 0.225

Since zero is included in this interval, we may conclude that there is no significant difference
in the selected population means. That is, there is no difference between eithical values of
marketing and advertising managers.
Remark: If the end points of the confidence interval have the same sign, then we may
conclude that there  is a significant difference between the selected population means.

Mean square error
(MSE): The mean of the
squared errors used to
judge the quality of a set of
errors.
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S e l f-P r a c t i c e  P r o b l e m s  12A

12.1 Kerala Traders Co. Ltd., wishes to test whether its three
salesmen A, B, and C tend to make sales of the same
size or whether they differ in their selling ability as
measured by the average size of their sales. During the
last week there have been 14 sales calls—A made 5 calls,
B made 4 calls, and C made 5 calls. Following are the
weekly sales record of the three salesmen:

A : 300 400 300 500 0
B : 600 300 300 400 —
C : 700 300 400 600 500

Perform the analysis of variance and draw you
conclusions.
[Madras Univ., MCom, 1996; Madurai Univ., MCom,1996]

12.2 There are three main brands of a certain powder. A
sample of 120 packets sold is examined and found to
be allocated among four groups A, B, C, and D, and
brands I, II and III, as shown below:

Brand Group

A B C D

I 10 14 18 15
II 15 18 13 16
III 18 19 11 13

Is there any significant difference in brand preferences?
12.3 An agriculture research organization wants to study the

effect of four types of fertilizers on the yield of a crop. It
divided the entire field into 24 plots of land and used
fertilizer at random in 6 plots of land. Part of the
calculations are shown below:

Source of Sum of Degrees of Mean F-Test
Variation Squares Freedom Squares Statistic

• Fertilizers 2940 3 —
5.99

• Within
   groups — — —
Total 6212 24

(a) Fill in the blanks in the ANOVA table.
(b) Test at α = 0.05, whether the fertilizers differ

significantly
12.4 A manufacturing company has purchased three new

machines of different makes and wishes to determine
whether one of them is faster than the others in

producing a certain output. Five hourly production
figures are observed at random from each machine and
the results are given below:

Observations A1 A2 A3

1 25 31 24
2 30 39 30
3 36 38 28
4 38 42 25
5 31 35 28

Use analysis of variance and determine whether the
machines are significantly different in their mean speed.

12.5 The following figures related to the number of units of
a product sold in five different areas by four salesmen:

Area Number of units

A B C D

1 80 100 95 70
2 82 110 90 75
3 88 105 100 82
4 85 115 105 88
5 75 90 80 65

Is there a significant difference in the efficiency of these
salesmen? [Osmania Univ., MBA, 1998]

12.6 Four machines A, B, C, and D are used to produce a
certain kind of cotton fabric. Samples of size 4 with each
unit as 100 square metres are selected from the outputs
of the machines at random, and the number of flowers
in each 100 square metres are counted, with the
following results:

Machines

A B C D

8 6 14 20
9 8 12 22

11 10 18 25
12 4 9 23

Do you think that there is significant difference in the
performance of the four machines?

[Kumaon Univ., MBA, 1998]

H i n t s  a n d  A n s w e r s

12.1 Let H0 : No difference in average sales of three
salesmen.

Divide each observation by 100 and use the code
data for analysis of variance.
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Source of Sum of Degrees of Mean Test Statistic
Variation Squares Freedom Square

• Between 10 2 5 F = 
5

2.73Samples = 1.83
• Within 30 11 2.73

Samples
Total 40 13

Since the calculated value of F = 1.83 is less than its
table value F = 3.98 at df1 = 2, df2 = 11, and α = 0.05,
the null hypothesis is accepted.

12.2 Let H0 : There is no significant difference in brand
preference.

Source of Sum of Degrees of Mean Test Statistic
Variation Squares Freedom Square

•Between 168.5 12 84.25 F = 84.25
22.83Samples = 3.69

•Within 205.5 19 22.83
Samples
Total 374.0 11

Since calculated value of F = 3.69 is less than its table
value F = 4.26 at df1 = 2, df2 = 9, and α = 0.05, the null
hypothesis is accepted.

12.3 Given total number of observations, n = 24; Number
of samples, r = 4
df = n – 1 = 24 – 1 = 23 (For between the groups–

fertilizers)
df1 = r – 1 = 4 – 1 = 3; df2 = n – r = 24 – 4 = 20

(For within the groups)
SSTR =  2940;

SSE = SST – SSB = 6212 – 2940 = 3272

MSTR = 
1

SSTR
df

 = 
2940

3
 = 980;

MSE = 
2

SSE
df

 = 3272
20

 = 163.6

∴ F = MSTR
MSE

 = 980
163.6

 = 5.99

Since the calculated value of F = 5.99 is more than its
table value F = 3.10 at df1 = 3, df2 = 20, and α = 0.05,
the null hypothesis is rejected.

12.4 Let H0 : Machines are not significantly different in their
mean speed.

Source of Sum of Degrees of Mean Test Statistic
Variation Squares Freedom Square

•Between 250 2 125 F = 
125

16.66
Samples = 7.50

•Within 200 12 16.66
Samples
Total 450 14

Since the calculated value of F = 7.50 is more than its
table value F = 3.89 at df1 = 2, df2 = 12, and α = 0.05,
the null hypothesis is rejected.

12.5 Let H0 : No significant difference in the performance
of four salesmen.

Source of Sum of Degrees of Mean Test Statistic
Variation Squares Freedom Square

•Between 2340 3 780 F = 780
73.5

Samples = 7.50
•Within 1176 16 73.5

Samples
Total 3516 19

Since the calculated value of F = 10.61 is greater its
table value F = 3.24 at df1 = 3, df2 = 12, and
α = 0.05, the null hypothesis is rejected.

12.6 Let H0 : Machines do not differ significantly in
performance.

Source of Sum of Degrees of Mean Test Statistic
Variation Squares Freedom Square

•Between 540.69 03 180.23 F = 
180.23

7.15
Samples =7.50

•Within 85.75 12 7.15
Samples
Total 626.44 15

Since the calculated value of F = 25.207 is more than its
table value F = 5.95 at df1 = 3, df2 = 12, and
α = 0.05, the null hypothesis is rejected.

12.5 TESTING EQUALITY OF POPULATION (TREATMENT) MEANS: TWO-WAY
CLASSIFICATION

In one-way ANOVA, the partitioning of the total variation in the sample data is done
into two components: (i) Variation among the samples due to different samples (or
treatments) and (ii) Variation within the samples due to random error. However, there
might be a possibility that some of the variation left in the random error from one-way
analysis of variation was not due to random error or chance but due to some other
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Blocking: The removal of a
source of variation from the
error term in the analysis of
variance.

measurable factor. For instance, in Example 12.1 we might feel that part of the variation
in price was due to the inability in data collection or condensation of data. If so, this
accountable variation was deliberately included in the sum of squares for error (SSE)
and therefore caused the mean sum of squares for error (MSE) to be little large.
Consequently, F-Value would then be small and responsible for the rejection of null
hypothesis.

The two-way analysis of variance can be used to
• explore one criterion (or factor) of interest to partition the sample data so as to

remove the unaccountable variation, and arriving at a true conclusion.
• investigate two criteria (factors) of interest for testing the difference between

sample means.
• consider any interaction between two variables.

In two-way analysis of variance we are introducing another term called ‘blocking
variable’ to remove the undesirable accountable variation. A block variable is the variable
that the researcher wants to control but is not the treatment variable of interest. The term
‘blocking’ refers to block of land and comes from agricultural origin. The ‘block’ of land
might make some difference in the study of growth pattern of varieties  of seeds for a
given type of land. R. A. Fisher designated several different plots of land as blocks,
which he  controlled as a second variable. Each of the seed varieties were planted on
each of the blocks. The main aim of his study was to compare the seed varieties
(independent variable). He wanted only to control the difference in plots of land (blocking
variable).For instance, in Example 12.1, each set of three prices in three cities under a
given condition would constitute a ‘block’ of sample data. ‘Blocking’ is an extension of
the idea of pairing observations in hypothesis testing. Blocking provides the opportunity
for one-to-one comparison of prices, where any observed difference cannot be due to
difference among blocking variables.

To ensure a right conclusion to be reached, each sample data (group) should be
measured under the same conditions by removing variations due to these conditions by
the use of a blocking factor.

The partitioning of total variation in the sample data is shown below:

Variation between samples
(or groups), SSTR or SSC

Total variation
(SST)

Variation within samples (or groups)
due to error, SSE

Unwanted variation due to New variation due to
difference between block random error—new sum
means, i.e. sum of square of  squares of error (SSE)
rows (blocking), SSR.

The general ANOVA table for c samples (columns), r blocks, and number of
observations n is shown in Table 12.8.

Table 12.8: General ANOVA Table for Two-way Classification

 Source of Sum of Degrees of Mean Square Test Statistic
 Variation Square Freedom

• Between columns SSTR c – 1 MSTR = SSTR /(c – 1) Ftreatment = MSTR/MSE
• Between rows SSR r – 1 MSR = SSR /(r – 1)   Fblocks = MSR/MSE
• Residual error SSE (c – 1)(r – 1) MSE = SSE /(c – 1) (r – 1)

Total SST n – 1

Two-way analysis of
variance: Analysis of
variance in which two
criteria (or variables) are
used to analyse the
difference between more
than two population means.
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As stated above, total variation consists of three parts: (i) variation between columns,
SSTR; (ii) variation between rows, SSR; and (iii) actual variation due to random error,
SSE. That is

SST = SSTR + (SSR + SSE)
The degrees of freedom associated with SST are cr – 1, where c and r are the number

of columns and rows, respectively
Degrees of freedom between columns = c – 1
Degrees of freedom between rows = r – 1
Degrees of freedom for residual error = (c – 1) (r – 1) = N – n – c + 1

The test-statistic F for analysis of variance is given by
Ftreatment = MSTR/MSE; MSTR > MSE or MSE/MSTR; MSE > MSTR
   Fblocks = MSR/MSE;   MSR > MSE or MSE/MSR;   MSE > MSR

Decision rule

• If Fcal < Ftable, accept null hypothesis H0
• Otherwise reject H0

Example 12.5: The following table gives the number of refrigerators sold by 4 salesmen
in three months May, June and July:

Month Salesman

A B C D

May 50 40 48 39
June 46 48 50 45
July 39 44 40 39

Is there a significant difference in the sales made by the four salesmen? Is there a
significant difference in the sales made during different months?

[Delhi Univ., MCom, 1998]
Solution: Let us take the null hypothesis that there is no significant difference between
sales made by the four salesmen during different months. The given data are coded by
subtracting 40 from each observation. Calculations for a two-criteria—month and
salesman—analysis of variance are shown in Table 12.9.

Table 12.9: Two-way ANOVA Table

Month Salesman Row

A(x1) x1
2 B(x2) x2

2 C(x3) x3
2 D(x4) x4

2 Sum

May 10 100 0 0 8 64 – 1 1 17
June 6 36 8 64 10 100 5 25 29
July – 1 01 4 16 0 0 – 1 1 2

Column sum 15 137 12 80 18 164 3 27 48

T = Sum of all observations in three samples of months = 48

 CF = Correction factor = 
2T

n
 = 

2(48)
12

 = 192

SSTR = Sum of squares between salesmen (columns)

=
2 2 2 2(15) (12) (18) (3)

3 3 3 3

  + + + 
  

 – 192

= (75 + 48 + 108 + 3) – 192 = 42
SSR = Sum of squares between months (rows)

=
2 2 2(17) (29) (2)

4 4 4

  + + 
  

 – 192

= (72.25 + 210.25 + 1) – 192 = 91.5

Randomized block
design: A two-way analysis
of variance designed to
eliminate any assignable
variation from the analysis.
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SST = Total sum of squares
= (Σ x1

2 + Σ x2
2 + Σ x3

2 + Σ x4
2) – CF

= (137 + 80 + 164 + 27) – 192 = 216
SSE = SST – (SSC + SSR) = 216 – (42 + 91.5) = 82.5

The total degrees of freedom are, df = n – 1 = 12 – 1 = 11. So
dfc = c – 1 = 4 – 1 = 3,  dfr = r – 1 = 3 – 1 = 2; df = (c – 1) (r – 1) = 3 × 2 = 6

Thus MSTR = SSTR/(c – 1) = 42/3 = 14,
MSR = SSR/(r –1) = 91.5/2 = 45.75
MSE = SSE/(c – 1) (r – 1)=82.5/6=13.75

The ANOVA table is shown in Table 12.10.

Table 12.10: Two-way ANOVA Table

Source of Sum of Squares Degrees of Mean Squares Variance Ratio
Variation Freedom

•Between 42.0 3 14.00 Ftreatment = 14/13.75
salesmen = 1.018

•Between 91.5 2 45.75 Fblock = 45.75/13.75
months = 3.327

•Residual error 82.5 6 13.75
Total 216 11

(a) The table value of F = 4.75 for df1 = 3, df2 = 6, and α = 0.05. Since the calculated
value of Ftreatment = 1.018 is less than its table value, the null hypothesis is accepted.
Hence we conclude that sales made by the salesmen do not differ significantly

(b) The table value of F=5.14 for df1= 2, df2 = 6, and α = 0.05. Since the calculated
value of Fblock = 3.327 is less than its table value, the null hypothesis is accepted. Hence
we conclude that sales made during different months do not differ significantly.

Example 12.6: To study the performance of three detergents and three different water
temperatures, the following ‘whiteness’ readings were obtained with specially designed
equipment:

Water Temperature Detergent A Detergent B Detergent C

Cold water 57 55 67
Warm water 49 52 68
Hot water 54 46 58

Perform a two-way analysis of variance, using 5 per cent level of significance.
[Osmania Univ., MBA, 1998]

Solution: Let us take the null hypothesis that there is no significant difference in the
performance of three detergents due to water temperature and vice-versa. The data are
coded by subtracting 50 from each observation. The data in coded form are in Table
12.11:

Table 12.11: Coded Data

Water Detergents

Temperature A(x1) x1
2 B(x2) x2

2 C(x3) x3
2 Row Sum

Cold water + 7 49 + 5 25 + 17 289 29
Warm water – 1 01 + 2 04 + 18 324 19
Hot water + 4 16 – 4 16 + 8 64 8

Column sum 10 66 3 45 43 677 56
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T = Sum of all observations in three samples of detergents = 56

 CF = Correction factor = 
2T

n
 = 

2(56)
9

 = 348.44

SSTR = Sum of squares between detergents (columns)

=
2 2 2(10) (3) (43)

3 3 3

  + + 
  

 – CF

= 33.33 + 3 + 616.33 – 348.44 = 304.22
SSR = Sum of squares between water temperature (rows)

=
2 2 2(29) (19) (8)

3 3 3

  + + 
  

 – CF

= (280.33 + 120.33 + 21.33) – 348.44 = 73.55
SST = Total sum of squares

= (Σ x1
2 + Σ x2

2 + Σ x3
2 ) – CF = (66 + 45 + 677) – 348.44 = 439.56

SSE = SST – (SSC + SSR) = 439.56 – (304.22 + 73.55) = 61.79
Thus MSTR = SSTR /(c – 1) = 304.22/2 = 152.11;

MSR = SSR /(r – 1) = 73.55/2 = 36.775
MSE = SSE/(c – 1) (r – 1) = 61.79/4 = 15.447

Table 12.12: Two-way ANOVA Table

Source of Sum of Squares Degree of Mean Squares Variance Ratio
Variation Freedom

Between detergents 304.22 2 152.110 Ftreatment = 152.11/15.447
(columns) = 9.847
Between temp. 73.55 2 36.775 Fblock = 36.775/15.447
(rows) = 2.380
Residual error 61.79 4 15.447
Total 439.56 8

(a) Since calculated value of Ftreatment = 9.847 at df1 = 2, df2 = 4, and, α = 0.05 is
greater than its table value F = 6.94, the null hypothesis is rejected. Hence we conclude
that there is significant difference between the performance of the three detergents.

(b) Since the calculated value of Fblock = 2.380 at df1 = 2, df2 = 4, and α = 0.05 is less
than its table value F = 6.94, the null hypothesis is accepted. Hence we conclude that the
water temperature do not make a significant difference in the performance of the detergent.

C o n c e p t u a l  Q u e s t i o n s  12A

1. What are some of the criteria used in the selection of a
particular hypothesis testing procedure?

2. What are the major assumptions of ANOVA?
3. Under what conditions should the one-way ANOVA

F-test be selected to examine the possible difference in the
means of independent populations?

4. How is analysis of variance technique helpful in solving
business problems? Illustrate your answer with suitable
examples. [Kumaon Univ., MBA, 2000]

5. Distinguish between one-way and two-way classifications
to test the equality of population means.

6. What is meant by the term analysis of variance? What
types of problems are solved using ANOVA? Explain.

7. Describe the procedure for performing the test of
hypothesis in the analysis of variance. What is the basic
assumption underlying this test?

8. What is meant by the critical value used in the analysis of
variance? How is it found?

9. How is the F-distribution related to the student’s
t-distribution and the chi-square distribution? What
important hypothesis can be tested by the F-distribution?
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10. Discuss the components of total variation when samples
are selected in blocks.

11. Define the terms treatment, error – ‘with in’ ‘between’
and the context in which these are used.

12. Explain the sum-of-square principle.
13. Explain how the total deviation is partitioned into the

treatment deviation and the error deviation.
14. Does the quantity MSTR/MSE follow an F-distribution

when the null hypothesis of ANOVA is false? Explain.

S e l f-P r a c t i c e  P r o b l e m s  12B

12.7 A tea company appoints four salesmen A, B, C, and D,
and observes their sales in three seasons—summer,
winter and monsoon. The figures (in lakhs) are given in
the following table:

 Season Salesman

A B C D Total

 Summer 36 36 21 35 128
 Winter 28 29 31 32 120
 Monsoon 26 28 29 29 112
Totals 90 93 81 96 360

(a) Do the salesmen significantly differ in performance?
(b) Is there significant difference between the seasons?
[Calcutta Univ., MCom, 1996; Calcultta Univ., MCom, 1998]

12.8 Perform a two-way ANOVA on the data given below:

Plots of Treatment
Land A B C D

1 38 40 41 39
2 45 42 49 36
3 40 38 42 42

Use the coding method for subtracting 40 from the
given numbers. [CA, May 1996]

12.9 The following data represent the production per day
turned out by 5 different workers using 4 different types
of machines:

Workers Machine Type

A B C D

1 44 38 47 36
2 46 40 52 43
3 34 36 44 32
4 43 38 46 33
5 38 42 49 39

(a) Test whether the mean productivity is the same for
the different machine types.

(b) Test whether the 5 men differ with respect to mean
productivity. [Madras Univ., MCom, 1997]

12.10 The following table gives the number of units of
production per day turned out by four different types
of machines:

Employees Type of Machine

M1 M2 M3 M4

E1 40 36 45 30
E2 38 42 50 41
E3 36 30 48 35
E4 46 47 52 44

Using analysis of variance (a) test the hypothesis that
the mean production is same for four machines and (b)
test the hypothesis that the employees do not differ
with respect to mean productivity.

[Osmania Univ., MCom, 1999]
12.11 In a certain factory, production can be accomplished by

four different workers on five different types of
machines. A sample study, in the context of a two-way
design without repeated values, is being made with two
fold objectives of examining whether the four workers
differ with respect to mean productivity and whether
the mean productivity is the same for the five different
machines. The researcher involved in this study reports
while analysing the gathered data as under:
(a) Sum of squares for variance between machines

= 35.2
(b) Sum of squares for variance between workmen

= 53.8
(c) Sum of squares for total variance = 174.2

Set up ANOVA table for the given information and
draw the inference about variance at 5 per cent
level of significance.

12.12 Apply the technique of analysis of variance of the
following data showing the yields of 3 varieties of a crop
each from 4 blocks, and test whether the average yields
of the varieties are equal or not. Also test equality of the
block means

Varieties Blocks

I II III IV

A 4 8 6 8
B 5 5 7 8
C 6 7 9 5

12.13 Three varieties of potato are planted each on four plots
of land of the same size and type, each variety is treated
with four different fertilizers. The yield in tonnes are as
follows:
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Fertilizer Variety

V1 V2 V3

F1 164 172 174
F2 155 157 147
F3 159 166 158
F4 158 157 153

Perform an analysis of variance and show whether (a)
there is any significant difference between the average
yield of potatoes due to different fertilizers being
different used, and (b) there is any difference in the
average yield of potatoes of different varieties.

H i n t s  a n d  A n s w e r s

12.7 Let H0 : No significant difference between sales by
salesmen and that of seasons.

Decoding the data by subtracting 30 from each figure.

Source of Sum of Degrees of Mean Variance Ratio
Variation Squares Freedom Square

•Between 42 3 14 F1 = 
22.67

14
salemen = 1.619
(column)

•Between 32 2 16 F2 = 
22.67

16
seasons = 1.417
(row)

•Residual 136 6 22.67
error
Total 210 11

• Since F1 = 1.619 < F0.05 (6, 3) = 4.76, accept null
hypothesis.

• Since F2 = 1.417 < F0.05(6, 2) = 5.14, accept null
hypothesis.

12.8

Source of Sum of Degrees of Mean Variance Ratio
Variation Squares Freedom Square

•Between 42 3 14 F1 = 
14

10.67columns = 1.312

•Between 26 2 13 F2 = 
13

10.67rows = 1.218
•Residual 64 6 10.67

error
Total 132 11

(a) F1 = 1.312 < F0.05 (3, 6) = 4.76, accept null hypothesis.
(b) F2 = 1.218 < F0.05 (2, 6) = 5.14, accept null hypothesis.

12.9 Let H0 :(a) Mean productivity is same for all machines
(b) Men do not differ with respect to mean productivity
Decoding the data by subtracting 40 from each figure.

Source of Sum of Degrees of Mean Variance Ratio
Variation Squares Freedom Square

•Between 338.8 3 112.933 F1 = 112.933
6.142

machine = 18.387
type

•Between 161.5 4 40.375 F2 = 
40.375
6.142

workers
= 6.574

•Residual 73.7 12 6.142
error

Total 574 19

(a) F0.05 = 3.49 at df1 = 3 and df2 = 12. Since the
calculated value F1 = 18.387 is greater than the table
value, the null hypothesis is rejected.

(b) F0.05 = 3.26 at df1 = 4 and df2 = 12. Since the
calculated value F2 = 6.574 is greater than the table
value, the null hypothesis is rejected.

12.10 Let H0: (a) Mean production does not differ for all
machines

  (b) Employees do not differ with respect to
mean productivity

Decoding the data by subtracting 40 from each figure.

Source of Sum of Degrees of Mean Variance Ratio
Variation Squares Freedom Square

•Between 312.5 3 104.17 F1 = 
104.17
10.72

machine = 9.72

•Between 1266.0 3 88.67 F2 = 
88.67
10.72

employees = 8.27
•Residual 96.5 9 10.72

error
Total 675.0 15

(a) F0.05 = 3.86 at df1 = 3 and df2 = 9. Since the calculated
value F1 = 9.72 is more than its table value, reject the
null hypothesis.

(b) F0.05 = 3.86 at df1 = 3 and df2 = 9. Since the calculated
value F2 = 8.27 is more than its table value, reject the
null hypothesis
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12.11 Let H0 :(a) Workers do not differ with respect to their
mean productivity

(b) Mean productivity of all machines is the
same

Source of Sum of Degrees of Mean Variance Ratio
Variation Squares Freedom Square

•Between 35.2 4 8.8 F1 = 8.8
7.1machine = 1.24

•Between 53.8 3 17.93 F2 = 17.93
7.1workmen

= 2.53
•Residual 85.2 12 7.1

error
•Total 174.2 19

(a) The calculated value of F1 = 1.24 is less than its table
value F0.05 = 3.25 at df1 = 4 and df2 = 12, hence the
null hypothesis is accepted.

(b) The calculated value of F2 = 2.53 is less than its table
value F0.05 = 3.49 at df1 = 3 and df2 = 12, hence the
null hypothesis accepted.

12.12 Let H0: (a) Mean yields of the varieties are equal
(b) Block means are equal

Decoding the data by subtracting 5 from each figure.

Source of Sum of Degrees of Mean Variance Ratio
Variation Squares Freedom Square

•Between 9.67 3 3.22 F1 = 3.22
2.80

blocks
= 1.15

•Between 0.5 2 0.25 F2 = 
2.80
0.25

varieties
= 11.20

•Residual 16.83 6 2.80
error
Total 27.00 12

(a) Since the calculated value F1 = 1.15 is less than its
table value F0.05 = 4.757 at df = (3, 6), the null
hypothesis is accepted.

(b) Since the calculated value F2 = 11.20 is less than its
table value F0.05 = 19.33 at df = (6, 2), the null
hypothesis is accepted.

12.13 Let H0 :(a) No significant difference in the average yield
of potatoes due to different fertilizers

(b) No significant difference in the average yield
of the three varieties of potatoes

Decoding the data by subtracting 158 from each figure.

Source of Sum of Degrees of Mean Variance Ratio
Variation Squares Freedom Square

•Between 56 2 28 F1 = 28
18varieties

= 1.55

•Between 498 3 166 F2 = 
166
18fertilizers

= 9.22

•Residual 108 6 18

error
Total 662 11

(a) Fcal = 1.55 is less than its table value F0.05 = 5.14 at
df = (2, 6), the null hypothesis is accepted.

(b) Fcal = 9.22 is more than its table value F0.05 = 4.67 at
df = (3, 6), the null hypothesis is rejected.

F o r m u l a e  U s e d

1. One-way analysis of variance
• Grand sample mean

x = 1 1

k r
ij

i j
x

n
= =
∑ ∑

, n = n1 + n2 + . . . + nr

• Correction factor CF = 
2T

n

• Total sum of squares

SST =
2

1 1
( )

k r
ij

i j
x x

= =
−∑ ∑  = 2 CFij

i j
x −∑ ∑

• Sum of squares of variations between samples due
to treatment

SSTR = 2

1
( )

r
j j

j
n x x

=
−∑  = 2

1

1
CF

r
j

jj
x

n =
−∑
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• Sum of squares of variations within samples or error
sum of squares

SSE = 2( )
k r

ij i
i j

x x−∑ ∑  = SST – SSTR

• Mean square between samples due to treatments

MSTR =
SSTR

1r −
• Mean square within samples due to error

MSE =
SSE
n r−

• Test statistic for equality of k population means

F = MSTR
MSE

• Degrees of freedom
 Total df(n – 1) = Treatment df (r – 1) + Random

error df (n – r)
2. Two-way analysis of variance

• Total sum of squares

SST = 2 2

1 1
( )

r k
ij

j i
x n x

= =
−∑ ∑

• Sum of squares of variances between columns due
to treatments

SSTR = 2 2

1
( ) ( )

r
j

j
x n x

=
−∑

• Sum of squares between rows due to blocks

SSR = 2 2

1
( ) ( )

k
i

i
x n x

=
−∑

• Sum of squares due to error
SSE = SST – (SSTR + SSR)

• Degrees of freedom
dfc = c – 1; dfr = (r – 1)

• df (residual error) = Blocks df + Treatments df
= (r – 1) (c – 1)

• Mean squares between columns due to treatment

MSTR =
SSTR

1c −
• Mean square between rows due to blocks

MSR =
SSR

1r −
• Mean square of residual error

MSE =
SSE

( 1) ( 1)c r− −
• Test statistic

F1 = MSTR
MSE

; F2 = MSR
MSE

• provided numerator is bigger than denominator.

C h a p t e r  C o n c e p t s  Q u i z

True or False
samples for analysis of variance. (T/F)

7. If samples of size n each are drawn from k normal
populations, the degrees of freedom for variation within
the samples is n (k – 1). (T/F)

8. Analysis of variance is an extension of the tests for
differences between two means. (T/F)

9. In the analysis of variance the assumption that population
variances are equal is called homogeneity of variance.  (T/F)

10. The homogeneity of variance means that the test is
concerned with the hypothesis that the several means came
from the same population. (T/F)

1. Analysis of variance serves as the basis for a variety of
statistical models related to the design of experiments.

(T/F)
2. Analysis of variance is used to test the hypothesis that the

means of several populations do not differ. (T/F)
3. Analysis of variance is used to test the hypothesis that the

variances of several populations do not differ. (T/F)
4. Analysis of variance cannot be used when samples are of

unequal size. (T/F)
5. For analysis of variance, samples drawn from populations

need not be independent. (T/F)
6. All populations need not be normally distributed to draw

Multiple Choice
11. The number of parts in which total variance in a one-way

analysis of variance partitioned is:
(a) 2 (b) 3
(c) 4 (d) none of these

12. The number of parts in which total variance in a two-way
analysis of variance partitioned is:
(a) 2 (b) 3
(c) 4 (d) none of these

13. Any difference among the population means in the analysis
of variance will inflate the expected value of
(a) SSE (b) MSTR
(c) MSE (d) all of these

14. If data in a two-way classification is displayed in r rows and
c columns, then the degrees of freedom will be
(a) r – 1 (b) c – 1
(c) r (c – 1) (d) (r – 1) (c – 1)
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15. The degrees of freedom between samples for k samples
of size n will be
(a) r – 1 (b) n – 1
(c) nr – 1 (d) none of these

16. The degrees of freedom associated with the denominator
of F-test in the analysis of variance are:
(a) r (n – 1) (b) n (r – 1)
(c) nr – 1 (d) none of these

17. The sum of squares within a one-way analysis of variance
is given by:
(a) SST + SSTR (b) SSTR – SST
(c) SST – SSTR (d) none of these

18. The total sum of squares in a two-way analysis of variance
is given by

(a) ΣΣ (xij – x j )
2 (b) ΣΣxij

2 – n ( x )2

(c) ΣΣ (xij – x )2 (d) none of these
19. The error sum of squares can be obtained from the

equation:
(a) SSE = SST + SSR + SSTR
(b) SSE = SSR + SSC – SST
(c) SSE = SST – SSR – SSTR
(d) none of these

20. The degrees of freedom for the error sum of squares are:
(a) dfe = dft – dfr – dfc (b) dfe = dfr + dfc – dft
(c) dfe = dft + dfr + dfc (d) none of these

21. Which of these distributions has a pair of degrees of
freedom
(a) Binomial (b) Chi-square
(c) Poisson (d) none of these

22. To test equality of proportions of more than two
populations which of following techniques is used
(a) interval estimate
(b) analysis of variance
(c) chi-square test
(d) none of these

23. Which of the following assumptions of ANOVA can be
discarded in case the sample size is large
(a) Each population has equal variance
(b) samples are drawn from a normal population
(c) both (a) and (b)
(d) none of these

24. Test statistic for equality of r population means is
(a) MSTR/MSE (b) MSTR/MSR
(c) MSR/MSE (d) none of these

Concepts Quiz Answers

1. T 2. T 3. F 4. T 5. F 6. F 7. F 8. T 9. T
10. T 11. (a) 12. (b) 13. (b) 14. (d) 15. (a) 16. (a) 17. (c) 18. (b)
19. (c) 20. (a) 21. (d) 22. (d) 23. (b) 24. (a)

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s

12.14 Complete the ANOVA table and determine the extent
to which this information supports the claim that on an
average there are no treatment differences:

Source df SS MSS F-value

Between 2 — 5
Within — 14 — —
Total 9 —

12.15 A manager obtained the following data on the time (in
days) needed to do a job. Use these data to test whether
the mean time needed to complete a job differs for four
persons. Use α = 0.05.

Persons Time

1 08 10 09
2 12 16 15
3 15 18 14
4 06 10 07

12.16 A leading oil company claims that its engine oil improves
engine efficiency. To verify this claim, the company’s

brand A is compared with three other competing brands
B, C, and D. The data of the survey consists of the km
per litre consumption for a combination of city and
highway travel, and are as follows:

Size of Brand
Container A B C D

1 36 34 33 35
2 29 26 28 27
3 25 24 25 23
4 19 20 18 18

(a) Is there any difference in the average mileage for
these four brands?

(b) Is there any difference in the average mileage for a
combination of city and highway travel?

12.17 A TV manufacturing company claims that the
performance of its brand A TV set is better than two
other brands. To verify this claim, a sample of 5 TV sets
are selected from each brand and the frequency of repair
during the first year of purchase is recorded. The results
are as under:
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TV Brands

A B C

4 7 4
6 4 6
7 3 6
5 6 3
8 5 1

In view of this data, can it be concluded that there is a
significant difference between the three brands?

12.18 Three varieties of coal were tested for ash content by
five different laboratories. The results are as under:

  Variety of Coal Laboratory

1 2 3 4 5

A 9 7 6 5 8
B 7 4 5 4 5
C 6 5 6 7 6

In view of this data, can it be concluded that all three
varieties of coal have an equal amount of ash content?

12.19 An Insurance Company wants to test whether three of
its field officers, A, B, and C in a given territory, meet
equal number of prospective customers during a given
period of time. A record of the previous four months
showed the following results for the number of
customers contacted by each field officer for each month:

Month Field Officer

A B C

1 8 6 14
2 9 8 12
3 11 10 18
4 12 4 8

Is there any significant difference in the average number
of contacts made by the three field officers per month?

12.20 A departmental store chain is considering opening a
new store at one of three locations. An important factor
in making such a decision is the household income in
these areas. If the average income per household is
similar, then the management can choose any one of
these three locations. A random survey of various
households in each location is undertaken and their
annual combined income is recorded. This data is as
under:

Annual Household Income (Rs ’000s)

Area 1 Area 2 Area 3

70 100 60
72 110 65
75 108 57
80 112 84
83 113 84
— 120 70
— 100 —

Can the average income per household in these areas
be considered to be the same?

12.21 Four types of advertising displays were set up in twelve
retail outlets, with three outlets randomly assigned to
each of the displays. The data on product sales according
to the advertising displays are as under:

Types of Display

A B C D

40 53 48 48
44 54 38 61
43 59 46 47

Does the type of advertising display used at the point of
purchase affect the average level of sales?

H i n t s  a n d  A n s w e r s

12.14 df (within) = total df – df (between) = 9 – 2 = 7, that is,
k – 1 = 2 and n – k = 7

MSB = 
SSB

1k −
or 5 = 

SSB
2

, SSB = 10 and

MSW = 
SSW
n k−

 = 
14
7

 = 2

SST = SSB + SSW = 10 + 14 = 24; 

F = MSB
MSW

 = 5
2

 = 2.5

Source SS df MSS F-value

• Between 10 2 5
• raws
• Within 14 7 2 2.5

column
Total 24 9

12.15 Let H0: (a) No significant difference in efficiency of four
persons

(b) Mean time needed to complete the job is
equal

Source SS df MSS F-value

• Between 138.667 3 46.22 F1 = 47.64
rows

• Within 22.167 2 11.08 F2 = 11.42
columns

• Residual 5.833 6 0.97
error
Total 166.667 11

(a) Fcal = 47.64 is more than its table value F0.05 = 4.75 at
df = (3, 6), the null hypothesis is rejected.

(b) Fcal = 11.42 is more than its table value F0.05 = 5.14
at df = (2, 6), the null hypothesis is rejected.
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12.16 Let H0 : (a) No significant difference in average
mileage for four brands of engine oils.

(b) No significant difference in average
mileage for a combination of city and
highway travel.

Source SS df MSS F-value

• Between 519.50 3 173.16 F1 = 
173.16

1.11sizes = 156.00

• Within 5.50 3 1.83 F2 = 
1.83
1.11brands = 1.64

• Residual error 10.00 9 1.11
Total 535.00 15

(a) Fcal = 156 is more than its table value F0.05 = 3.862,
for df = (3, 9), the null hypothesis is rejected.

(b) Fcal = 1.64 is less than its table value F0.05 = 3.862 for
df = (3, 9), the null hypothesis is accepted.

12.17 Let H0 : No significant difference in the performance
of three brands of TV sets.

Source SS df MSS F-value

• Between
samples 10 2 5.00

5.00
3.17

 = 1.58

• Within
samples 38 12 3.17
Total 48 14

Since Fcal = 1.58 is less than its table value F0.05 = 3.89
at df = (2, 12), the null hypothesis is accepted.

12.18 Let H0 : Ash content is equal in all varieties of coal.

Source SS df MSS F-value

• Between

samples 8.673 02 4.337
4.337
1.611

 = 2.69

• Within
samples 19.336 12 1.611
Total 28.01 14

Since Fcal = 2.69 is less than its table value F0.05 = 3.89
at df = (2, 12), the null hypothesis is accepted.

12.19 Let H0 : All field officers met equal number of
customers in the previous four months.

Source SS df MSS F-value

• Between

• samples 72 02 36
36
9.1

=3.95

•Within
samples 10 09 9.1
Total 82 11

Since Fcal = 3.95 is less than its table value F0.05 = 4.26
at df = (2, 9), the null hypothesis is accepted.

12.20 Let H0 : No significant difference in the average income
per household in all the three areas.

Source SS df MSS F-value

• Between
samples 5787 2 2893.5

2893.5
74.26

• Within
samples 114 15 74.26 = 38.96
Total 6901 17

Since Fcal = 38.96 is more than its table value F0.05 =
3.68 at df = (2, 15), the null hypothesis is rejected.

12.21 Let H0 : Type of advertising display used at the point of
purchase does not affect the average level of
sales.

Source SS 1df MSS F-value

•Between 351.5 13 117.2 117.2
25.9

 = 4.53
types of display

•Within displays 207.4 18 25.9

Total 558.9 11

Since Fcal = 4.53 is more than its table value F0.05 = 4.07
at df = (3, 8), the null hypothesis is rejected.

C a s e  S t u d i e s

Case 12.1: FMCG Company

A FMCG company wished to study the effects of four
training programmes on the sales abilities of their sales
personnel. Thirty-two people were randomly divided into
four groups of equal size, and the groups were then sub-
jected to the different sales training programmes. Be-
cause there were some dropouts during the training
programmes due to illness, vacations, and so on, the

number of trainees completing the programmes varied
from group to group. At the end of the training
programmes, each salesperson was randomly assigned a
sales area from a group of sales areas that were judge to
have equivalent sales potentials. The sales made by each
of the four groups of salespeople during the first week
after completing the training programme are listed in
the table:
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Training Programme

1 2 3 4

78 99 74 81
84 86 87 63
86 90 80 71
92 93 83 65
69 94 78 86
73 85 73 79
97 70
91

482 735 402 588

Questions for Discussion

1. Analyse the experiment using the appropriate
method.

2. Identify the treatments or factors of interest to the
researcher and investigate any significant effects.

3. What are the practical implications of this experi-
ment?

4. Write a paragraph explaining the results of your
analysis.
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13C h a p t e r

Correlation Analysis

Nothing is good or bad by
comparison.

—Thomas Fuller

After studying this chapter, you should be able to
express quantitatively the degree and direction of the covariation or association
between two variables.
determine the validity and reliability of the covariation or association between
two variables.
provide a test of hypothesis to determine whether a linear relationship actually
exists between the variables.

13.1 INTRODUCTION

The statistical methods, discussed so far, are used to analyse the data involving only one
variable. Often an analysis of data concerning two or more quantitative variables is needed
to look for any statistical relationship or association between them that can describe
specific numerical features of the association. The knowledge of such a relationship is
important to make inferences from the relationship between variables in a given situation.
Few instances where the knowledge of an association or relationship between two variables
would prove vital to make decision are:

• Family income and expenditure on luxury items.
• Yield of a crop and quantity of fertilizer used.
• Sales revenue and expenses incurred on advertising.
• Frequency of smoking and lung damage.
• Weight and height of individents.
• Age and sign legibility distance.
• Age and hours of TV viewing per day.

A statistical tichnique that is used to analyse the strength and direction of the
relationship between two quantitative variables, is called correlation analysis. A few
definitions of correlation analysis are:

• An analysis of the relationship of two or more variables is usually called correlation.
— A. M. Tuttle

• When the relationship is of a quantitative nature, the appropriate statistical tool for
discovering and measuring the relationship and expressing it in a brief formula is
known as correlation. — Croxton and Cowden

447

L E A R N I N G  O B J E C T I V E S



448 BUSINESS S TAT I S T I C S

The coefficient of correlation, is a number that indicates the strength (magnitude) and
direction of statistical relationship between two variables.

• The strength of the relationship is determined by the closeness of the points to a
straight line when a pair of values of two variables are plotted on a graph. A straight
line is used as the frame of reference for evaluating the relationship.

• The direction is determined by whether one variable generally increases or decreasis
when the other variable increases.

The importance of examining the statistical relationship between two or more variables
can be divided into the following questions and accordingly requires the statistical methods
to answer these questions:

(i) Is there an association between two or more variables? If yes, what is form and
degree of that relationship?

(ii) Is the relationship strong or significant enough to be useful to arrive at a desirable
conclusion?

(iii) Can the relationship be used for predictive purposes, that is, to predict the most
likely value of a dependent variable corresponding to the given value of
independent variable or variables?

In this chapter the first two questions will be answered, while the third question will be
answered in Chapter 14.

For correlation analysis, the data on values of two variables must come from sampling
in pairs, one for each of the two variables. The pairing relationship should represent
some time, place, or condition.

13.2 SIGNIFICANCE OF MEASURING CORRELATION

The objective of any scientific and clinical research is to establish relationships between
two or more sets of observations or variables to arrive at some conclusion which is also
near to reality. Finding such relationships is often an initial step for identifying causal
relationships. Few advantages of measuring an association (or correlation) between two
or more variables are as under:
1. Correlation analysis contributes to the understanding of economic behaviour, aids

in locating the critically important variables on which others depend, may reveal to
the economist the connections by which disturbances spread and suggest to him the
paths through which stabilizing forces may become effective. —W. A. Neiswanger

2. The effect of correlation is to reduce the range of uncertainty of our prediction. The
prediction based on correlation analysis will be more reliable and near to reality.

— Tippett
3. In economic theory we come across several types of variables which show some kind

of relationship. For example, there exists a relationship between price, supply, and
quantity demanded; convenience, amenities, and service standards are related to
customer retention; yield of a crop related to quantity of fertilizer applied, type of
soil, quality of seeds, rainfall, and so on. Correlation analysis helps in quantifying
precisely the degree of association and direction of such relationships.

4. Correlations are useful in the areas of healthcare such as determining the validity
and reliability of clinical measures or in expressing how health problems are related
to certain biological or environmental factors. For example, correlation coefficient
can be used to determine the degree of inter-observer reliability for two doctors who
are assessing a patient’s disease.

13.3 CORRELATION AND CAUSATION

There are at least three criteria for establishing a causal relationship; correlation is one
of them. While drawing inferences from the value of correlation coefficient, we overlook
the fact that it measures only the strength of a linear relationship and it does not necessarily

Coefficient of
correlation: A statistical
measure of the degree of
association between two
variables.
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imply a causal relationship. That is, there are several other explanations for finding a
correlation.

The following factors should be examined to interpret the nature and extent of
relationship between two or more variables:

1. Chance coincidence: A correlation coefficient may not reach any statistical significance,
that is, it may represent a nonsense (spurious) or chance association. For example,
(i) a positive correlation between growth in population and wheat production in the
country has no statistical significance. Because, each of the two events might have
entirely different, unrelated causes. (ii) While estimating the correlation in sales
revenue and expenditure on advertisements over a period of time, the investigator
must be certain that the outcome is not due to biased sampling or sampling error.
That is, he needs to show that a correlation coefficient is statistically significant and
not just due to random sampling error.

2. Influence of third variable: If the correlation coefficient does not establish any
relationship, it can be used as a source for testing null and allternative hypotheses
about a population. For example, it has been proved that smoking causes lung damage.
However, given that there is often multiple reasons of health problems, the reason of
stress cannot be ruled out. Similarly, there is a positive correlation between the yield
of rice and tea because the crops are influenced by the amount of rainfall. But the
yield of any one is not influenced by other.

3. Mutual influence: There may be a high degree of relationship between two variables
but it is difficult to say as to which variable is influencing the other. For example,
variables like price, supply, and demand of a commodity are mutually correlated.
According to the principle of economics, as the price of a commodity increases, its
demand decreases, so price influences the demand level. But if demand of a
commodity increases due to growth in population, then its price also increases. In
this case increased demand make an effect on the price. However, the amount of
export of a commodity is influenced by an increase or decrease in custom duties but
the reverse is normally not true.

13.4 TYPES OF CORRELATIONS

There are three broad types of correlations:
1. Positive and negative,
2. Linear and non-linear,
3. Simple, partial, and multiple.

In this chapter we will discuss simple linear positive or negative correlation analysis.

13.4.1 Positive and Negative Correlation

A positive (or direct) correlation refers to the same direction of change in the values of
variables. In other words, if values of variables are varying (i.e., increasing or decreasing)
in the same direction, then such correlation is referred to as positive correlation.

A negative (or inverse) correlation refers to the change in the values of variables in
opposite direction.

The following examples illustrate the concept of positive and negative correlation.
Positive Correlation
Increasing → x : 5 80 10 15 17
Increasing → y : 10 12 16 18 20

Decreasing → x : 17 15 10 8 5
Decreasing → y : 20 18 16 12 10

Negative Correlation
Increasing → x : 5 8 10 15 17
Decreasing → y : 20 18 16 12 10

Decreasing → x : 17 15 12 10 6
Increasing → y : 2 7 9 13 14
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It may be noted here that the change (increasing or decreasing) in values of both the
variables is not proportional or fixed.

13.4.2 Linear and Non-Linear Correlation

A linear correlation implies a constant change in one of the variable values with respect
to a change in the corresponding values of another variable. In other words, a correlation
is referred to as linear correlation when variations in the values of two variables have a
constant ratio. The following example illustrates a linear correlation between two variables
x and y.

x : 10 20 30 40 50
y : 40 60 80 100 120

When these pairs of values of x and y are plotted on a graph paper, the line joining
these points would be a straight line.

A non-linear (or curvi-linear) correlation implies an absolute change in one of the
variable values with respect to changes in values of another variable. In other words, a
correlation is referred to as a non-linear correlation when the amount of change in the
values of one variable does not bear a constant ratio to the amount of change in the
corresponding values of another variable. The following example illustrates a non-linear
correlation between two variables x and y.

x : 8 9 9 10 10 28 29 30
y : 80 130 170 150 230 560 460 600

When these pair of values of x and y are plotted on a graph paper, the line joining
these points would not be a straight line, rather it would be curvi-linear.

13.4.3 Simple, Partial, and Multiple Correlation

The distinction between simple, partial, and multiple correlation is based upon the
number of variables involved in the correlation analysis.

If only two variables are chosen to study correlation between them, then such a
correlation is referred to as simple correlation. A study on the yield of a crop with respect
to only amount of fertilizer, or sales revenue with respect to amount of money spent on
advertisement, are a few examples of simple correlation.

In partial correlation, two variables are chosen to study the correlation between
them, but the effect of other influencing variables is kept constant. For example (i) yield
of a crop is influenced by the amount of fertilizer applied, rainfall, quality of seed, type
of soil, and pesticides, (ii) sales revenue from a product is influenced by the level of
advertising expenditure, quality of the product, price, competitors, distribution, and so
on. In such cases an attempt to measure the correlation between yield and seed quality,
assuming that the average values of other factors exist, becomes a problem of partial
correlation.

In multiple correlation, the relationship between more than three variables is
considered simultaneously for study. For example, employer-employee relationship in
any organization may be examined with reference to, training and development facilities;
medical, housing, and education to children facilities; salary structure; grievances handling
system; and so on.

13.5 METHODS OF CORRELATION ANALYSIS

The correlation between two ratio-scaled (numeric) variables is represented by the letter
r which takes on values between –1 and +1 only. Sometimes this measure is called the
‘Pearson product moment correction’ or the correlation coefficient. The correlation
coefficient is scale free and therefore its interpretation is independent of the units of
measurement of two varibles, say x and y.
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In this chapter, the following methods of finding the correlation coefficient between
two variables x and y are discussed:
1. Scatter Diagram method
2. Karl Pearson’s Coefficient of Correlation method
3. Spearman’s Rank Correlation method
4. Method of Least-squares

Figure 13.1 shows how the strength of the association between two variables is
represented by the coefficient of correlation.

13.5.1 Scatter Diagram Method

The scatter diagram method is a quick at-a-glance method of determining of an apparent
relationship between two variables, if any. A scatter diagram (or a graph) can be obtained
on a graph paper by plotting observed (or known) pairs of values of variables x and y,
taking the independent variable values on the x-axis and the dependent variable values
on the y-axis.

It is common to try to draw a straight line through data points so that an equal
number of points lie on either side of the line. The relationship between two variables x
and y described by the data points is defined by this straight line.

In a scatter diagram the horizontal and vertical axes are scaled in units corresponding
to the variables x and y, respectively. Figure 13.2 shows examples of different types of
relationships based on pairs of values of x and y in a sample data. The pattern of data
points in the diagram indicates that the variables are related. If the variables are related,
then the dotted line appearing in each diagram describes relationship between the two
variables.

The patterns depicted in Fig. 13.2(a) and (b) represent linear relationships since the
patterns are described by straight lines. The pattern in Fig. 13.2(a) shows a positive
relationship since the value of y tends to increase as the value of x increases, whereas
pattern in Fig. 13.2(b) shows a negative relationship since the value of y tends to decrease
as the value of x increases.

The pattern depicted in Fig. 13.2(c) illustrates very low or no relationship between
the values of x and y, whereas Fig. 13.2(d) represents a curvilinear relationship since it is
described by a curve rather than a straight line. Figure 13.2(e) illustrates a positive
linear relationship with a widely scattered pattern of points. The wider scattering indicates
that there is a lower degree of association between the two variables x and y than there is
in Fig. 13.2(a).

Interpretation of Correlation Coefficients While interpretating correlation coefficient r, the
following points should be taken into account:

(i) A low value of r does not indicate that the variables are unrelated but indicates
that the relationship is poorly described by a straight line. A non-linear relatinship
may also exist.

(ii) A correlation does not imply a cause-and-effect relationship, it is merely an observed
association.

Figure 13.1
Interpretation of Correlation
Coefficient

Scatter diagram: A graph
of pairs of values of two
variables that is plotted to
indicate a visual display of
the pattern of their
relationship.
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Types of Correlation Coefficients Table 13.1 shows several types of correlation coefficients
used in statistics along with the conditions of their use. All of them are appropriate for
quantifying linear relationship between two variables x and y.

Table 13.1: Types of Correlation Coefficients

Coefficient Conditions Applied for Use

• φ (phi) Both x and y variables are measured on a nominal scale
• ρ (rho) Both x and y variables are measured on, or changed to, ordinal

scales (rank data)
• r Both x and y variables are measured on an interval or ratio scale

scales (numeric data)

The correlation coefficient, denoted by η (eta) is used for quantifying nonlinear
relationships (It is beyond the scope of this text). In this chapter we will calculate only
the commonly used Pearson’s r and Spearman’s ρ correlation coefficients.

Specific Features of the Correlation Coefficient Regardless of the type of correlation
coefficient we use, the following are the common among all of them.

Figure 13.2
Typical Examples of Correlation Coefficient
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(i) The value of r depends on the slope of the line passing through the data points
and the scattering of the pair of values of variables x and y about this line (for
detail see Chapter 14).

(ii) The sign of the correlation coefficient indicates the direction of the relationship.
A positive correlation denoted by + (positive sign) indicates that the two
variables tend to increase (or decrease) together (a positive association) and
a negative correlation by – (minus sign) indicates that when one variable
increases the other is likely to decrease (a negative association).

(iii) The values of the correlation coefficient range from + 1 to – 1 regardless
of the units of measurements of x and y.

(iv) The value of r = +1 or –1 indicates that there is a perfect linear relationship
between two variables, x and y. A perfect correlation implies that every observed
pair of values of x and y falls on the straight line.

(v) The magnitude of the correlation indicates the strength of the relationship,
which is the overall closeness of the points to a straight line. The sign of
the correlation does indicates about the strength of the linear relationship.

(vi) Correlation coefficient is independent of the change of origin and scale of
reference. In other words, its value remains unchanged when we subtract
some constant from every given value of variables x and y (change of origin)
and when we divide or multiply by some constant every given value of x
and y (change of scale).

(vii) Correlation coefficient is a pure number independent of the unit of
measurement.

(viii) The value of r= 0 indicates that the straight line through the data is exactly
horizontal, so that the value of variable x does not change the predicated
value of variable y.

(ix) The square of r, i.e., r2 is referred to as coefficient of determination.
Further, from Fig. 13.2(a) to (e) we conclude that the closer the value of r is to
either + 1 or – 1, the stronger is the association between x and y. Also, closer the
value of r to 0, the weaker the association between x and y appears to be.

Example 13.1: Given the following data:

Student : 1 2 3 4 5 6 7 8 9 10
Management aptitude score : 400 675 475 350 425 600 550 325 675 450
Grade point average : 1.8 3.8 2.8 1.7 2.8 3.1 2.6 1.9 3.2 2.3

(a) Draw this data on a graph paper.
(b) Is there any correlation between per capita national income and per capita

consumer expenditure? If yes, what is your opinion.
Solution: By taking an appropriate scale on the x and y axes, the pair of observations are
plotted on a graph paper as shown in Fig. 13.3. The scatter diagram in Fig. 13.3 with
straight line represents the relationship between x and y ‘fitted’ through it.

Figure 13.3
Scatter Diagram
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Interpretation: From the scatter diagram shown in Fig. 13.3, it appears that there
is a high degree of association between two variable values. It is because the data
points are very close to a straight line passing through the points. This pattern of
dotted points also indicates a high degree of linear positive correlation.

13.5.2 Karl Pearson’s Correlation Coefficient

Karl Pearson’s correlation coefficient measures quantitatively the extent to which
two variables x and y are correlated. For a set of n pairs of values of x and y,
Pearson’s correlation coefficient r is given by

r = Covariance ( , )
var var

x y
x y

= Cov( , )

x y

x y
σ σ

where Cov(x, y) = 1
( ) ( )x x y y

n
− −∑

σx =
2( )x x

n
−∑

← standard deviation of sample data on

variable x

σy =
2( )y y

n
−∑

← standard deviation of sample data on

variable y
Substituting mathematical formula for Cov (x, y) and σx and σy, we have

r = 
2 2

1 ( ) ( )

( ) ( )

x x y y
n
x x y y

n n

Σ − −

Σ − Σ −
 = 

2 2 2 2

( ) ( )

( ) ( )

n xy x y

n x x n y y

Σ − Σ Σ

Σ − Σ Σ − Σ
(13-1)

Step Deviation Method for Ungrouped Data When actual mean values x  and y  are in
fraction, the calculation of Pearson’s correlation coefficient can be simplified by
taking deviations of x and y values from their assumed means A and B, respectively.
That is, dx = x – A and dy = y – B, where A and B are assumed means of x and
y values. The formula (13-1) becomes

r =
Σ − Σ Σ

Σ − Σ Σ − Σ2 2 2 2

( ) ( )

( ) ( )

x y x y

x x y y

n d d d d

n d d n d d
(13-2)

Step Deviation Method for Grouped Data When data on x and y values are classified
or grouped into a frequency distribution, the formula (13-2) is modified as:

r =
Σ − Σ Σ

Σ − Σ Σ − Σ2 2 2 2

( ) ( )

( ) ( )

x y x y

x x y y

n fd d fd fd

n fd fd n fd fd
(13-3)

Assumptions of Using Pearson’s Correlation Coefficient

(i) Pearson’s correlation coefficient is appropriate to calculate when both variables
x and y are measured on an interval or a ratio scale.

(ii) Both variables x and y are normally distributed, and that there is a linear
relationship between these variables.

(iii) The correlation coefficient is largely affected due to truncation of the range
of values in one or both of the variables. This occurs when the distributions
of both the variables greatly deviate from the normal shape.

(iv) There is a cause and effect relationship between two variables that influences
the distributions of both the variables. Otherwise correlation coefficient
might either be extremely low or even zero.

Advantage and Disadvantages of Pearson’s Correlation Coefficient The correlation coefficient
is a numerical number between – 1 and 1 that summarizes the magnitude as well
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as direction (positive or negative) of association between two variables. The chief
limitations of Pearson’s method are:

(i) The correlation coefficient always assumes a linear relationship between
two variables, whether it is true or not.

(ii) Great care must be exercised in interpreting the value of this coefficient as
very often its value is misinterpreted.

(iii) The value of the coefficient is unduly affected by the extreme values of two
variable values.

(iv) As compared with other methods the computational time required to calculate
the value of r using Pearson’s method is lengthy.

13.5.3 Probable Error and Standard Error of Coefficient of Correlation

The probable error (PE) of coefficient of correlation indicates extent to which its
value depends on the condition of random sampling. If r is the calculated value
of correlation coefficient in a sample of n pairs of observations, then the standard
error SEr of the correlation coefficient r is given by

SEr =
21 r

n
−

The probable error of the coefficient of correlation is calculated by the expression:

PEr = 0.6745 SEr = 0.6745 
21 r

n
−

Thus with the help of PEr we can determine the range within which population
coefficient of correlation is expected to fall using following formula:

ρ = r ± PEr
where ρ (rho) represents population coefficient of correlation.

Remarks

1. If r < PEr then the value of r is not significant, that is, there is no relationship
between two variables of interest.

2. If r > 6PEr then value of r is significant, that is, there exists a relationship between
two variables.

Illustration: If r = 0.8 and n = 25, then PEr is

PEr = 0.6745 
1 0 8

25

2− ( . )
 = 0.6745 

0 36
5
.

 = 0.048

Thus the limits within which population correlation coefficient (ρr ) should fall are
r ± PEr = 0.8 ± 0.048 or 0.752 ≤ ρr ≤ 0.848

13.5.4 The Coefficient of Determination

The squared value of the correlation coefficint r is called coefficient of determination,
denoted as r2, It always has a value between 0 and 1. By squaring the correlation coefficient
we retain information about the strength of the relationship but we lose information
about the direction. This measure represents the proportion (or percentage) of the total variability
of the dependent variable, y that is accounted for or explained by the independent variable, x. The
proportion (or percentage) of variation in y that x can explain determines more precisely
the extent or strength of association between two variables x and y (see Chapter 14 for
details).

• The coefficient of correlation r has been grossly overrated and is used entirely too
much. Its square, coefficient of determination r2, is a much more useful measure of
the linear covariation of two variables. The reader should develop the habit of squaring
every correlation coefficient he finds cited or stated before coming to any conclusion
about the extent of the linear relationship between two correlated variables.  —Tuttle

Coefficient of
determination: A statistical
measure of the proportion
of the variation in the
dependent variable that is
explained by independent
variable.
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Interpretation of Coefficient of Determination: Coefficient of determination is preferred
for interpreting the strength of association between two variables becuase it is easier
to interpret a percentage. Figure 13.4 illustrates the meaning of the coefficient of
determination:

• If r2 = 0, then no variation in y can be explain by the variable x. It is shown
in Fig 13.2(c) where x is of no value in predicting the value of y. There is
no association between x and y.

• If r2 = 1, then values of y are completely explained by x. There is perfect association
between x and y.

• If 0 ≤ r2 ≤ 1, the degree of explained variation in y as a result of variation in values
of x depends on the value of r2. Value of r2 closer to 0 shows low proportion of
variation in y explained by x. On the other hand value of r2 closer to 1 show that
variable x can predict the actual value of the variable y.

Mathematically, the coefficient of determination is given by

r 2 = 1 – 
Explained variability in 

Total variability in 
y

y

= 1 – 
2

2
ˆ( )

( )
y y
y y

Σ −
Σ −

 = 1 – 
2

2 2( )
n y a y b xy

n y y
Σ − Σ − Σ

Σ −

where  ŷ  = a + bx is the estimated value of y for given values of x. One minus
the ratio between these two variations is referred as the coefficient of determination.

For example, let correlation between variable x (height) and variable y (weight)
be r = 0.70. Now the coefficient of determination r2 = 0.49 or 49 per cent, implies
that only 49 per cent of the variation in variable y (weight) can be accounted for
in terms of variable x (height). The remaining 51 per cent of the variability may
be due to other factors, say for instance, tendency to eat fatty foods.

It may be noted that even a relatively high correlation coefficient r = 0.70
accounts for less than 50 per cent of the variability. In this context, it is important to
know that ‘variability’ refers to how values of variable y are scattered around its own
mean value. That is, as in the above example, some people will be heavy, some average,
some light. So we can account for 49 per cent of the total variability of weight (y) in
terms of height (x) if r=0.70. The greater the correlation coefficient, the greater the
coefficient of determination, and the variability in dependent variable can be accounted
for in terms of independent variable.

Example 13.2: The following table gives indices of industrial production and
number of registered unemployed people (in lakh). Calculate the value of the
correlation coefficient.

Year : 1991 1992 1993 1994 1995 1996 1997 1998
Index of Production : 100 102 104 107 105 112 103 99
Number Unemployed : 15 12 13 11 12 12 19 26

Solution: Calculations of Karl Pearson’s correlation coefficient are shown in the
table below:

Figure 13.4
Interpretation of Coefficient of
Determination
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Year Production dx = ( )x x− d x
2 Unemployed d y yy

2 = −( ) d y
2 dx dy

x y

1991 100 – 4 16 15 0 0 0
1992 102 – 2 4 12 – 3 9 + 6
1993 104 0 0 13 – 2 4 0
1994 107 + 3 9 11 – 4 16 – 12
1995 105 + 1 1 12 – 3 9 – 3
1996 112 + 8 64 12 – 3 9 – 24
1997 103 – 1 1 19 + 4 16 – 4
1998 99 – 5 25 26 + 11 121 – 55

Total 832 0 120 120 0 184 – 92

x = 832
=

8
x

n
∑  = 104; y  = 120

=
8

y
n

∑  = 15

Applying the formula, r =
2 2 2 2

( ) ( )

( ) ( )

x y x y

x x y y

n d d d d

n d d n d d

Σ − Σ Σ

Σ − Σ Σ − Σ

=
8 92

8 120 8 184
× −

× ×
 = 

92
10.954 13.564

−
×

= 
92

148.580
−

 = – 0.619

Interpretation: Since coefficient of correlation r = – 0.619 is moderately negative,
it indicates that there is a moderately large inverse correlation between the two
variables. Hence we conclude that as the production index increases, the number
of unemployed decreases and vice-versa.

Example 13.3: The following table gives the distribution of items of production
and also the relatively defective items among them, according to size groups. Find
the correlation coefficient between size and defect in quality.

Size-group : 15–16 16–17 17–18 18–19 19–20 20–21
No. of items : 200 270 340 360 400 300
No. of defective items : 150 162 170 180 180 114

[Delhi Univ., BCom, 1999]
Solution: Let group size be denoted by variable x and number of defective items
by variable y. Calculations for Karl Pearson’s correlation coefficient are shown
below:

Size– Mid-value dx = m – 17.5 d x
2 Percent of dy = y – 50 d y

2 dxdy

Group m Defective Items

15–16 15.5 – 2 4 75 + 25 625 – 50
16–17 16.5 – 1 1 60 + 10 100 – 10
17–18 17.5 0 0 50 0 0 0
18–19 18.5 + 1 1 50 0 0 0
19–20 19.5 + 2 4 45 – 5 25 – 10
20–21 20.5 + 3 9 38 – 12 144 – 36

3 19 18 894 – 106

Substituting values in the formula of Karl Pearson’s correlation coefficient r, we
have

r =
2 2 2 2

( ) ( )

( ) ( )

x y x y

x x y y

n d d d d

n d d n d d

Σ − Σ Σ

Σ − Σ Σ − Σ
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=
2 2

6 106 3 18

6 19 (3) 6 894 (18)

× − − ×

× − × −
 = 

636 54
105 5040
− −

= – 690
727.46

 = – 0.949

Interpretation: Since value of r is negative, and is moderately close to –1, statistical
association between x (size group) and y (percent of defective items) is moderate and
negative, we conclude that when size of group increases, the number of defective
items decreases and vice-versa.

Example 13.4: The following data relate to age of employees and the number of
days they reported sick in a month.

Employees : 1 2 3 4 5 6 7 8 9 10
Age : 30 32 35 40 48 50 52 55 57 61
Sick days : 1 0 2 5 2 4 6 5 7 8
Calculate Karl Pearson’s coefficient of correlation and interpret it.

[Kashmir Univ., BCom, 1997]
Solution: Let age and sick days be represented by variables x and y, respectively.
Calculations for value of correlation coefficient are shown below:

Age Sick days

x dx = x – x dx
2 y dy = y – y dy

2 dx dy

30 – 16 256 1 – 3 9 48
32 – 14 196 0 – 4 16 56
35 – 11 121 2 – 2 4 22
40 – 6 36 5 1 1 – 6
48 2 4 2 – 2 4 – 4
50 4 16 4 0 0 0
52 6 36 6 2 4 12
55 9 81 5 1 1 9
57 11 121 7 3 9 33
61 15 225 8 4 16 60

460 0 1092 40 0 64 230

x = x
n

∑  = 460
10

 = 46 and y  = 
y

n
∑  = 40

10
 = 4

Substituting values in the formula of Karl Pearson’s correlation coefficient r, we
have

r = 
2 2 2 2

( ) ( )

( ) ( )

x y x y

x x y y

n d d d d

n d d n d d

Σ − Σ Σ

Σ − Σ Σ − Σ
 = 

10 230
10 1092 10 64

×
× ×

= 
230

264.363
 = 0.870

Interpretation: Since value of r is positive, therefore age of employees and number
of sick days are positively correlated to a high degree. Hence we conclude that as
the age of an employee increases, he is likely to go on sick leave more often than
others.

Example 13.5: The following table gives the frequency, according to the marks,
obtained by 67 students in an intelligence test. Measure the degree of relationship
between age and marks:
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Age in years Total

Test Marks 18 19 20 21

200–250 4 4 2 1 11
250–300 3 5 4 2 14
300–350 2 6 8 5 21
350–400 1 4 6 10 21

Total 10 19 20 18 67

[Allahabad Univ., BCom, 1999]
Solution: Let age of students and marks obtained by them be represented by
variables x and y, respectively. Calculations for correlation coefficient for this bivariate
data is shown below:

where dx = x – 19, dy = (m – 275)/50
Substituting values in the formula of Karl Pearson’s correlation coefficient, we

have

r = 
2 2 2 2

( ) ( )

( ) ( )

x y x y

x x y y

n fd d fd fd

n fd fd n fd fd

Σ − Σ Σ

Σ − Σ Σ − Σ
 = 

2 2

67 66 46 52

67 102 (46) 67 116 (52)

× − ×

× − × −

= 
4422 2392

6834 2116 7772 2704
−

− −
 = 2030

4718 5068

= 
2030

68.688 71.19×
 = 0.415

Interpretation: Since the value of r is positive, therefore age of students and marks
obtained in an intelligence test are positively correlated to the extent of 0.415.
Hence, we conclude that as the age of students increases, score of marks in intelligence
test also increases.

Example 13.6: Calculate the coefficient of correlation from the following bivariate
frequency distribution:

Age in years
    x 18 19 20 21

     dx – 1 0 1 2 Total, f fdy fdy
2 fdxdy

y dy

200–250 – 1 4 0 – 2 – 2 11 – 11 11 0
4 4 2 1

250–300 0 0 0 0 0 14 0 0 0
3 5 4 2

300–350 1 – 2 0 8 10 21 21 21 16
2 6 8 5

350–400 2 – 2 0 12 40 21 42 84 50
1 4 6 10

Total, f 10 19 20 18 n = 67 Σ fdy Σ fdy
2 Σ fdxdy

 = 52 = 116 = 66

fdx – 10 0 20 36 Σ fdx
= 46

fdx
2 10 0 20 72 Σ fdx

2

= 102

fdxdy 0 0 18 48 Σ fdxdy
= 66
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Sales Revenue Advertising Expenditure Total
(Rs in lakh) (Rs in ’000)

5–10 10–15 15–20 20–25

75–125 4 1 — — 5
125–175 7 6 2 1 16
175–225 1 3 4 2 10
225–275 1 1 3 4 9

Total 13 11 9 7 40

[Delhi Univ., MBA, 1997]
Solution: Let advertising expenditure and sales revenue be represented by variables
x and y, respectively. The calculations for correlation coefficient are shown below:

Advertising Expenditure
5–10 10–15 15–20 20–25
7.5 12.5 17.5 22.5
– 1 0 1 2 Total, f fdy fdy

2 fdxdy
Revenue Mid-value

y (m) dy

75–125 100 – 2 8 0 0 0
4 1 — — 5 – 10 20 181

125–175 150 – 1 7 0 – 2 – 2
7 6 2 1 16 – 16 16 131

175–225 200 0 0 0 0 0
1 3 4 2 10 – 10 20 101

225–275 250 1 – 1 0 3 8
1 1 3 4 9 – 19 29 101

Total, f 13 11 9 7 n = 40 Σ dy Σ dy
2 Σ fdxdy

= – 17 = 45 = 21

fdx – 13 0 9 14 Σ fdx
= 10 

fdx
2 13 0 9 28 Σ fdx

2

= 50

fdxdy 14 0 1 6 Σ fdxdy
= 21

Substituting values in the formula of Karl Pearson’s correlation coefficient, we
have

r = 
2 2 2 2

( ) ( )

( ) ( )

x y x y

x x y y

n fd d fd fd

n fd fd n fd fd

Σ − Σ Σ

Σ − Σ Σ − Σ
 = 

2 2

40 21 10 17

40 50 (10) 40 45 ( 17)

× − × −

× − × − −

= 
840 170
1900 1511

+
 = 1010

1694.373
 = 0.596

Interpretation: Since the value of r is positive, advertising expenditure and sales
revenue are positively correlated to the extent of 0.596. Hence we conclude that as
expenditure on advertising increases, the sales revenue also increases.

Example 13.7: A computer, while calculating the correlation coefficient between
two variables x and y from 25 pairs of observations, obtained the following results:

n = 25, Σx = 125, Σx2 = 650 and Σy = 100, Σy2 = 460, Σxy = 508

x →
Mid-value (m)

dx

where, dx = (m – 12.5)/5 and dy = (m – 200)/50
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It was, however, discovered at the time of checking that he had copied down two
pairs of observations as:

x y x y
6 14 instead of 8 12
8 6 6 8

Obtain the correct value of correlation coefficient between x and y.
[MD Univ., MCom, 1998; Kumaon Univ., MBA, 2000]

Solution: The corrected values for termed needed in the formula of Pearson’s
correlation coefficient are determined as follows:

Correct Σ x = 125 – (6 + 8 – 8 – 6) = 125
Correct Σ y = 100 – (14 + 6 – 12 – 8) = 100

Correct Σ x2 = 650 – {(6)2 + (8)2 – (8)2 – (6)2}
= 650 – {36 + 64 – 64 – 36} = 650

Correct Σ y2 = 460 – {(14)2 + (6)2 – (12)2 – (8)2}
= 460 – {196 + 36 – 144 – 64} = 436

Correct Σ xy = 508 – {(6×14) + (8×6) – (8×12) – (6 × 8)}
= 508 – {84 – 48 – 96 – 48} = 520

Applying the formula

r = 
2 2 2 2

( ) ( )

( ) ( )

n xy x y

n x x n y y

Σ − Σ Σ

Σ − Σ Σ − Σ
 = 

2 2

25 520 125 100

25 650 (125) 25 436 (100)

× − ×

× − × −

= 
13,000 12,500

625 900
−

 = 
500

25 30×
 = 0.667

Thus, the correct value of correlation coefficient between x and y is 0.667.

S e l f-P r a c t i c e  P r o b l e m s  13A

13.1 Making use of the data summarized below, calculate
the coefficient of correlation.

Case x1 x2 Case x1 x2

A 10 9 E 12 11
B 6 4 F 13 13
C 9 6 G 11 8
D 10 9 H 9 4

13.2 Find the correlation coefficient by Karl Pearson’s
method between x and y and interpret its value.

x : 57 42 40 33 42 45 42 44 40 56 44 43
y : 10 60 30 41 29 27 27 19 18 19 31 29

13.3 Calculate the coefficient of correlation from the
following data:
x : 100 200 300 400 500 600 700
y : 130 150 160 180 100 110 130

13.4 Calculate the coefficient of correlation between x and
y from the following data and calculate the probable
errors. Assume 69 and 112 as the mean value for x
and y respectively.
x : 178 189 199 160 150 179 168 161
y : 125 137 156 112 107 136 123 108

13.5 Find the coefficient of correlation from the following
data:
Cost : 39 65 62 90 82 75 25 98 36 78
Sales : 47 53 58 86 62 68 60 91 51 84

[Madras Univ., BCom, 1997]
13.6 Calculate Karl Pearson’s coefficient of correlation

between age and playing habits from the data given
below. Also calculate the probable error and comment
on the value:
Age : 120 121 122 123 124 25
No. of students : 500 400 300 240 200 160
Regular players : 400 300 180 196 160 24

[HP Univ., MBA, 1997]
13.7 Find the coefficient of correlation between age and the

sum assured (in 1000 Rs) from the following table:

Age Group Sum Assured (in Rs)
( years) 10 20 30 40 50

20–30 4 6 03 7 1
30–40 2 8 15 7 1
40–50 3 9 12 6 2
50–60 8 4 02 — —

[Delhi Univ., MBA, 1999]
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13.8 Family income and its percentage spent on food in
the case of one hundred families gave the following
bivariate frequency distribution. Calculate the coefficient
of correlation and interpret its value.

Food
Monthly Family Income (Rs)

 Expenditure 2000– 3000– 4000– 5000– 6000–
(in percent) 3000 4000 5000 6000 7000

10–15 — — — 3 7
15–20 — 4 9 4 3
20–25 7 6 12 5 —
25–30 3 10 19 8 —

[Delhi Univ., MBA, 2000]
13.9 With the following data in 6 cities, calculate Pearson’s

coefficient of correlation between the density of
population and death rate:

City Area in Population No. of Deaths
Kilometres (in ’000)

A 150 30 300
B 180 90 1440
C 100 40 560
D 060 42 840
E 120 72 1224
F 080 24 312

[Sukhadia Univ., BCom, 1998]
13.10 The coefficient of correlation between two variables

x and y is 0.3. The covariance is 9. The variance of
x is 16. Find the standard deviation of y series.

H i n t s  a n d  A n s w e r s

13.1 1x = 80/8 = 10, 2x  = 64/8 = 8;

r = 
43

32 72
 = 0.896

13.2 r = – 0.554 13.3 r = 0.997
13.4 r = 0.014 13.5 r = 0.780

13.6 r = 0.005 13.7 r = – 0.256
13.8 r = – 0.438 13.9 r = 0.988

13.10 Given σx = 16  = 4; r = 
Cov( , )

x y

x y
σ σ

or 0.3 = 
9

4 yσ
 or σy = 7.5.

13.5.5 Spearman’s Rank Correlation Coefficient

This method of finding the correlation coefficient between two variables was
developed by the British psychologist Charles Edward Spearman in 1904. This
method is applied to measure the association between two variables when only
ordinal (or rank) data are available. In other words, this method is applied in a
situation in which quantitative measure of certain qualitative factors such as
judgement, brands personalities, TV programmes, leadership, colour, taste, cannot
be fixed, but individual observations can be arranged in a definite order (also
called rank). The ranking is decided by using a set of ordinal rank numbers,
with 1 for the individual observation ranked first either in terms of quantity or
quality; and n for the individual observation ranked last in a group of n pairs
of observations. Mathematically, Spearman’s rank correlation coefficient is defined
as:

R = 1 – 
2

2

6
( 1)

d
n n

Σ
−

(13-4)

where R = rank correlation coefficient
R1 = rank of observations with respect to first variable
R2 = rank of observations with respect to second variable

d = R1 – R2, difference in a pair of ranks
n = number of paired observations or individuals being ranked

The number ‘6’ is placed in the formula as a scaling device, it ensures that the
possible range of R is from – 1 to 1. While using this method we may come across
three types of cases.
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Advantages and Disadvantages of Spearman’s Correlation Coefficient Method

Advantages
(i) This method is easy to understand and its application is simpler than

Pearson’s method.

(ii) This method is useful for correlation analysis when variables are expressed
in qualitative terms like beauty, intelligence, honesty, efficiency, and so on.

(iii) This method is appropriate to measure the association between two variables
if the data type is at least ordinal scaled (ranked)

(iv) The sample data of values of two variables is converted into ranks either
in ascending order or decending order for calculating degree of correlation
between two variables.

Disadvantages

(i) Values of both variables  are assumed to be normally distributed and describing
a linear relationship rather than non-linear relationship.

(ii) A large computational time is required when number of pairs of values of
two variables exceed 30.

(iii) This method cannot be applied to measure the association between two
variable grouped data.

Case I: When Ranks are Given

When observations in a data set are already arranged in a particular order (rank),
take the differences in pairs of observations to determine d. Square these differences
and obtain the total Σ d2. Apply, formula (13-4) to calculate correlation coefficient.
Example 13.8: The coefficient of rank correlation between debenture prices and
share prices is found to be 0.143. If the sum of the squares of the differences in ranks
is given to be 48, find the values of n.
Solution: The formula for Spearman’s correlation coefficient is as follows:

R = 1 – 
2

2
6
( 1)

d
n n

Σ
−

Given, R = 0.143, Σ d2 = 48 and n=7. Substituting values in the formula, we get

0.143 = 1 – 2
6 48
( 1)n n

×
−

 = 1 – 3
288

n n−

0.143 (n3 – n) = (n3 – n) – 288
n3 – n – 336 = 0 or (n – 7) (n2 + 7n + 48) = 0

This implies that either n – 7 = 0, that is, n = 7 or n2 + 7n + 48 = 0. But n2

+ 7n + 48 = 0 on simplification gives undesirable value of n because its discriminant
b2 – 4ac is negative. Hence n = 7.

Example 13.9: The ranks of 15 students in two subjects A and B, are given below.
The two numbers within brackets denote the ranks of a student in A and B subjects
respectively.

(1, 10), (2, 7), (3, 2), (4, 6), (5, 4), (6, 8), (7, 3), (8, 1),
(9, 11), (10, 15), (11, 9), (12, 5), (13, 14), (14, 12), (15, 13)

Find Spearman’s rank correlation coefficient. [Sukhadia Univ., MBA, 1998]

Solution: Since ranks of students with respect to their performance in two subjects
are given, calculations for rank correlation coefficient are shown below:
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Rank in A Rank in B Difference d2

R1 R2 d = R1 – R2

1 10 – 9 81
2 7 – 5 25
3 2 1 1
4 6 – 2 4
5 4 1 1
6 8 – 2 4
7 3 4 16
8 1 7 49
9 11 – 2 4

10 15 – 5 25
11 9 2 4
12 5 7 49
13 14 – 1 1
14 12 2 4
15 13 2 4

Σd2 = 272

Apply the formula, R = 1 – 
2

3
6 d
n n

Σ
Σ

−
 = 1 – 2

6 272
15{(15) 1}

×
−

= 1 – 1632
3360

 = 1 – 0.4857 = 0.5143

The result shows a moderate degree positive correlation between performance
of students in two subjects.

Example 13.10: An office has 12 clerks. The long-serving clerks feel that they
should have a seniority increment based on length of service built into their salary
structure. An assessment of their efficiency by their departmental manager and the
personnel department produces a ranking of efficiency. This is shown below together
with a ranking of their length of service.

Ranking according
to length of service : 1 2 3 4 5 6 7 8 9 10 11 12
Ranking according
to efficiency : 2 3 5 1 9 10 11 12 8 7 6 4

Do the data support the clerks’ claim for seniority increment?
[Sukhadia Univ., MBA, 1991]

Solution: Since ranks are already given, calculations for rank correlation coefficient
are shown below:

Rank According to Rank According Difference d2

Length of Service to Efficiency d = R1 – R2
R1 R2

1 2 – 1 1
2 3 – 1 1
3 5 – 2 4
4 1 3 9
5 9 – 4 16
6 10 – 4 16
7 11 – 4 16
8 12 – 4 16
9 8 1 1

10 7 3 9
11 6 5 25
12 4 8 64

Σ d2 = 178
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Applying the formula, R = 1 – 
2

2
6
( 1)

d
n n

Σ
−

= 1 – 
6 178

12(144 1)
×

−
 = 1 – 1068

1716
 = 0.378

The result shows a low degree positive correlation between length of service
and efficiency, the claim of the clerks for a seniority increment based on length of
service is not justified.

Example 13.11: Ten competitors in a beauty contest are ranked by three judges in
the following order:

Judge 1: 1 6 5 10 3 2 4 9 7 8
Judge 2: 3 5 8 4 7 10 2 1 6 9
Judge 3: 6 4 9 8 1 2 3 10 5 7

Use the rank correlation coefficient to determine which pair of judges has the
nearest approach to common tastes in beauty. [MD Univ., MBA, 1996]
Solution: The pair of judges who have the nearest approach to common taste in
beauty can be obtained in 3C2 = 3 ways as follows:

(i) Judge 1 and judge 2.
(ii) Judge 2 and judge 3.

(iii) Judge 3 and judge 1.
Calculations for comparing their ranking are shown below:

Judge 1 Judge 2 Judge 3 d2 = (R1 – R2)2 d2 = (R2 – R3)2 d2 = (R3 – R1)2

R1 R2 R3

1 3 6 4 9 25
6 5 4 1 1 4
5 8 9 9 1 16

10 4 8 36 16 4
3 7 1 16 36 4
2 10 2 64 64 0
4 2 3 4 1 1
9 1 10 64 81 1
7 6 5 1 1 4
8 9 7 1 4 1

Σ d2 = 200 Σd2 = 214 Σ d2 = 60

Applying the formula

R12 = 1 – 
2

2
6
( 1)

d
n n

Σ
−

= 1 – 
6 200

10(100 1)
×

−
= 1 – 1200

990
= – 0.212

R23 = 1 – 
2

2
6
( 1)

d
n n

Σ
−

= 1 – 
6 214

10(100 1)
×

−
= 1 – 1284

990
= – 0.297

R13 = 1 – 
2

2
6
( 1)

d
n n

Σ
−

= 1 – 
6 60

10(100 1)
×

−
= 1 – 360

990
= 0.636

Since the correlation coefficient R13 = 0.636 is largest, the judges 1 and 3 have
nearest approach to common tastes in beauty.

Case 2: When Ranks are not Given

When pairs of observations in the data set are not ranked as in Case 1, the ranks
are assigned by taking either the highest value or the lowest value as 1 for both the
variable’s values.
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Example 13.12: Quotations of index numbers of security prices of a certain joint
stock company are given below:

Year Debenture Price Share Price

1 97.8 73.2
2 99.2 85.8
3 98.8 78.9
4 98.3 75.8
5 98.4 77.2
6 96.7 87.2
7 97.1 83.8

Using the rank correlation method, determine the relationship between debenture
prices and share prices. [Calicut Univ., BCom, 1997]
Solution: Let us start ranking from the lowest value for both the variables, as
shown below:

Debenture Price Rank Share Price Rank Difference d2 = (R1 – R2)2

(x) ( y) d = R1 – R2

97.8 3 73.2 1 2 4
99.2 7 85.8 6 1 1
98.8 6 78.9 4 2 4
98.3 4 75.8 2 2 4
98.4 5 77.2 3 2 4
96.7 1 87.2 7 – 6 36
97.1 2 83.8 5 – 3 9

Σ d2 = 62

Applying the formula R = 1 – 
2

3
6 d
n n

Σ
−

 = 1 – 3
6 62

(7) 7
×

−

= 1 – 
372
336

 = 1 – 0.107 = – 0.107

The result shows a low degree of negative correlation between the debenture
prices and share prices of a certain joint stock company.

Example 13.13 An economist wanted to find out if there was any relationship between
the unemployment rate in a country and its inflation rate. Data gathered from 7 countries
for the year 2004 are given below:

Country Unemployment Inflation
Rate (Percent) Rate (Per cent)

A 4.0 3.2
B 8.5 8.2
C 5.5 9.4
D 0.8 5.1
E 7.3 10.1
F 5.8 7.8
G 2.1 4.7

Find the degree of linear association between a country’s unemployment rate and its
level of inflation.
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Solution: Let us start ranking from the lowest value for both the variables as shown
below:

Unemployment Rank Inflation Rank Difference d2 = (R1 – R2)2

Rate (x) R1 Rate (y) R2 d = R1 – R2

4.0 3 3.2 1 2 4
8.5 7 8.2 5 2 4
5.5 4 9.4 6 – 2 4
0.8 1 5.1 3 – 2 4
7.3 6 10.1 7 – 1 1
5.8 5 7.8 4 1 1
2.1 2 4.7 2 0 0

 Σd2 = 18

Applying the formula,

R = 
2

3
6

1
d

n n
∑−

−
 = 3

6 18
1

(7) (7)
×−
−

 = 108
1

336
−  = 0.678

The result shows a moderately high degree of positive correlation between
unemployment rate and inflation rate of seven countries.

Case 3: When Ranks are Equal

While ranking observations in the data set by taking either the highest value or
lowest value as rank 1, we may come across a situation of more than one observations
being of equal size. In such a case the rank to be assigned to individual observations
is an average of the ranks which these individual observations would have got had
they differed from each other. For example, if two observations are ranked equal
at third place, then the average rank of (3 + 4)/2 = 3.5 is assigned to these two
observations. Similarly, if three observations are ranked equal at third place, then
the average rank of (3 + 4 + 5)/3 = 4 is assigned to these three observations.

While equal ranks are assigned to a few observations in the data set, an adjustment
is made in the Spearman rank correlation coefficient formula as given below:

R = 1 – 
( ) ( ){ }2 3 3

1 1 2 2

2

1 16 ...
12 12

( 1)

d m m m m

n n

Σ + − + − +

−
where mi (i = 1, 2, 3, . . .) stands for the number of times an observation is repeated
in the data set for both variables.

Example 13.14: A financial analyst wanted to find out whether inventory turnover
influences any company’s earnings per share (in per cent). A random sample of 7 companies
listed in a stock exchange were selected and the following data was recorded for each.

Company Inventory Earnings per
Turnover Share (Per cent)

(Number of Times)

A 4 11
B 5 9
C 7 13
D 8 7
E 6 13
F 3 8
G 5 8

Find the strength of association between inventory turnover and earnings per share.
Interpret this finding.
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Solution: Let us start ranking from lowest value forboth the variables. Since there are
tied ranks, the sum of the tied ranks is averaged and assigned to each of the tied
observations as shown below.

Inventory Rank Earnings Rank Difference d2 = (R1 – R2)2

Turnover (x) R1 Per Share (y) R2 d = R1 – R2

4 2 11 5 – 3.0 9.00
5 3.5 9 4 – 0.5 0.25
7 6 13 6.5 0.5 0.25
8 7 7 1 6.0 36.00
6 5 13 6.5 – 1.5 2.25
3 1 8 2.5 – 1.5 2.25
5 3.5 8 2.5 1.0 1.00

Σ d2 = 51

If may be noted that a value 5 of variable x is repeated twice (m1 = 2) and values 8 and
13 of variable y is also reperated twice, so m2 = 2 and m3 = 2. Applying the formula:

R = 
{ }2 3 3 3

1 1 2 2 3 3

2

1 1 1
6 ( ) ( ) ( )

12 12 121
( 1)

d m m m m m m

n n

+ − + − + −∑
−

−

= 1 – 
{ }3 3 31 1 16 51 (2 2) (2 2) (2 2)

12 12 12
7(49 1)

+ − + − + −

−

= 
6{51 0.5 0.5 0.5}

1
336

+ + +
−  = 1 – 0.9375 = 0.0625

The result shows a very week positive association between inventory turnover and
earningings per share.
Example 13.15: Obtain the rank correlation coefficient between the variables x and
y from the following pairs of observed values.

x : 50 55 65 50 55 60 50 65 70 75
y : 110 110 115 125 140 115 130 120 115 160

[Mangalore Univ., BCom, 1997]
Solution: Let us start ranking from lowest value for both the variables. Moreover,
certain observations in both sets of data are repeated, the ranking is done in
accordance with suitable average value as shown below.

Variable Rank Variable Rank Difference d2 = (R1 – R2)2

x R1 y R2 d = R1 – R2

50 2 110 1.5 0.5 0.25
55 4.5 110 1.5 3.0 9.00
65 7.5 115 4 3.5 12.25
50 2 125 7 – 5.0 25.00
55 4.5 140 9 – 4.5 20.25
60 6 115 4 2.0 4.00
50 2 130 8 – 6.0 36.00
65 7.5 120 6 1.5 2.25
70 9 115 4 5.0 25.00
75 10 160 10 0.0 00.00

Σ d2 = 134.00

It may be noted that for variable x, 50 is repeated thrice (m1 = 3), 55 is
repeated twice (m2 = 2), and 65 is repeated twice (m3 = 2). Also for variable y, 110
is repeated twice (m4 = 2) and 115 thrice (m5 = 3). Applying the formula:
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R = 1 –
{ }2 3 3 3 3 3

1 1 2 2 3 3 4 4 5 5

2

1 1 1 1 16 ( ) ( ) ( ) ( ) ( )
12 12 12 12 12

( 1)

d m m m m m m m m m m

n n

Σ + − + − + − + − + −

−

R = 1 – 
{ }3 3 3 3 31 1 1 1 16 134 (3 3) (2 2) (2 2) (2 2) (3 3)

12 12 12 12 12
10(100 1)

+ − + − + − + − + −

−

= 1 – 
6 [134 2 0.5 0.5 0.5 2]

990
+ + + + +

 = 1 – 
6 139.5

990
×

 = 1 – 
837
990

= 1 – 0.845 = 0.155
The result shows a weak positive association between variables x and y.

13.5.6 Method of Least-Squares

The method of least-squares to calculate the correlation coefficient requires the
values of regression coefficients bxy and byx, so that

r = xy yxb b×

In other words, correlation coefficient is the geometric mean of two regression
coefficients (see Chapter 14 for details).

13.5.7 Auto-Correlation Coefficient

The auto correlation coefficient describes the association or mutual dependence
between values of the same variable but at different time periods. The auto correlation
coefficient provides important information on how a variable relates to itself for a
specific time lag. The difference in the period before a cause-and-effect relationship
is established is called ‘lag’. While computing the correlation, the time gap must
be considered, otherwise misleading (deceptive) conclusions may be arrived at. For
example, the decrease or increase in supply of a commodity may not immediately
reflect on its price, it may take some lead time or time lag.

The formula for auto-correlation coefficient at time lag k is stated as:

rk =
1

2

1

( ) ( )

( )

n k

i i k
i

n
i

i

x x x x

x x

−
+

=

=

− −∑

−∑

where k = length of time lag
n = number of observations
x = mean of all observations

Example 13.16: The monthly sales of a product, in thousands of units, in the last
6 months are given below:

Month : 1 2 3 4 5 6
Sales : 1.8 2.5 3.1 3.0 4.2 3.4
Compute the auto-correlation coefficient upto lag 2. What conclusion can be

derived from these values regarding the presence of a trend in the data?
Solution: The calculations for auto-correlation coefficient are shown below:

Time Sales x1 = One Time Lag x2 = Two Time Lags
(x) Variable Constructed Variable Constructed

From x From x

1 1.8 2.5 3.1
2 2.5 3.1 3.0
3 3.1 3.0 4.2
4 3.0 4.2 3.4
5 4.2 3.4 —
6 3.4 — —
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For k = 1, x = 1
6

(1.8 + 2.5 + ... + 3.4) = 3

r1 = 2 2 2 2 2 2

{(1.8 3)(2.5 3) (2.5 3) (3.1 3) (3.1 3) (3 3)
(3 3) (4.2 3) (4.2 3) (3.4 3)}

(1.8 3) (2.5 3) (3.1 3) (3 3) (4.2 3) (3.4 3)

− − + − − + − −
+ − − + − −

− + − + − + − + − + −

=
( 1.2) ( 0.5) ( 0.5) (0.1) (0.1) (0) (0) (1.2) (1.2) (0.4)

1.44 0.25 0.01 0 1.44 0.16
− − + − + + +

+ + + + +

=
(0.6 0.5 0.48)

3.3
− +

 = 0.312

For  k = 2

r2 = 2 2 2
(1.8 3) (3.1 3) (2.5 3) (3 3) (3.1 3) (4.2 3) (3 3) (3.4 3)

(1.8 3) (2.5 3) ... (3.4 3)
− − + − − + − − + − −

− + − + + −

= 
( 1.2 0.1) ( 0.5 0) (0.1 1.2) (0 0.4)

3.3
− × + − × + × + ×

 = 
0.12 0.12

3.3
− +

 = 0

Since the value of r1 is positive, it implies that there is a seasonal pattern of 6
months duration and r2 = 0 implies that there is no significant change in sales.

13.11 The coefficient of rank correlation of the marks
obtained by 10 students in statistics and accountancy
was found to be 0.2. It was later discovered that the
difference in ranks in two subjects obtained by one
of the students was wrongly taken as 9 instead of 7.
Find the correct coefficient of rank correlation.

[Delhi Univ., BCom, 1996]
13.12 The ranking of 10 students in accordance with their

performance in two subjects A and B are as follows:

A: 6 5 3 10 2 4 9 7 8 1
B: 3 8 4 9 1 6 10 7 5 2

Calculate the rank correlation coefficient and comment
on its value.

13.13 Calculate Spearman’s coefficient of correlation between
marks assigned to ten students by judges x and y in
a certain competitive test as shown below:

Student Marks by Judge x Marks by Judge y

1 52 65
2 53 68
3 42 43
4 60 38
5 45 77
6 41 48
7 37 35
8 38 30
9 25 25

10 27 50

13.14 An examination of eight applicants for a clerical post
was taken by a firm. From the marks obtained by

the applicants in the accountancy and statistics papers,
compute the rank correlation coefficient.

Applicant : A B C D E F G H

Marks in
accountancy : 15 20 28 12 40 60 20 80
Marks in
statistics : 40 30 50 30 20 10 30 60

13.15 Seven methods of imparting business education were
ranked by the MBA students of two universities as
follows:

Method of Teaching : 1 2 3 4 5 6 7

Rank by students
of Univ. A : 2 1 5 3 4 7 6
Rank by students
of Univ. B : 1 3 2 4 7 5 6

Calculate the rank correlation coefficient and comment
on its value.

13.16 An investigator collected the following data with respect
to the socio-economic status and severity of respiratory
illness.

 Patient : 1 2 3 4 5 6 7 8

 Socio-economic
 status (rank) : 6 7 2 3 5 4 1 8
 Severity of illness
 rank) : 5 8 4 3 7 1 2 6

Calculate the rank correlation coefficient and comment
on its value.

S e l f-P r a c t i c e  P r o b l e m s  13B
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13.17 You are given the following data of marks obtained
by 11 students in statistics in two tests, one before
and other after special coaching:

First Test Second Test
(Before coaching) (After coaching)

23 24
20 19
19 22
21 18
18 20
20 22
18 20
20 22
18 20
17 20
23 23
16 20
19 17

Do the marks indicate that the special coaching has
benefited the students? [Delhi Univ., MCom, 1989]

13.18 Two departmental managers ranked a few trainees
according to their perceived abilities. The ranking
are given below:

Trainee : A B C D E F G H I J

Manager A : 1 09 6 2 5 8 7 3 10 4
Manager B : 3 10 8 1 7 5 6 2 09 4

Calculate an appropriate correlation coefficient to
measure the consistency in the ranking.

13.19 In an office some keyboard operators, who were
already ranked on their speed, were also ranked on
accuracy by their supervisor. The results were as
follows:

Operator : A B C D E F G H I J

Speed : 1 2 3 4 5 6 7 8 09 10
Accuracy : 7 9 3 4 1 6 8 2 10 05

Calculate the appropriate correlation coefficient
between speed and accuracy.

13.20 The personnel department is interested in comparing
the ratings of job applicants when measured by a
variety of standard tests. The ratings of 9 applicants
on interviews and standard psychological test are
shown below:

Applicant : A B C D E F G H I

Interview : 5 2 9 4 3 6 1 8 7
Standard test : 8 1 7 5 3 4 2 9 6

Calculate Spearman’s rank correlation coefficient and
comment on its value.

H i n t s  a n d  A n s w e r s

13.11 Given R = 0.2, n = 10; R = 1 – 
2

2
6
( 1)

d
n n

Σ
−

 or

0.2 = 1 – 
26

10(100 1)
dΣ
−

 or Σ d2 = 100

Correct value of R = 1 – 
6 100
10 99

×
×

 = 0.394

13.12 R = 1 – 
2

2
6
( 1)

d
n n

Σ
−

 = 1 – 
6 36

10(100 1)
×

−
 = 0.782

13.13 R = 1 – 
2

2
6
( 1)

d
n n

Σ
−

 = 1 – 
6 76

10(100 1)
×

−
 = 0.539

13.14 R  = 1 – 
( ) ( ){ }2 3 3

1 1 2 2

2

1 16
12 12

( 1)

d m m m m

n n

Σ + − + −

−

   = 1– 
{ }3 31 1

6 81.5 (2 2) (3 3)
12 12

8(64 1)

+ − + −

−
 = 0

13.15 R = 0.50 13.16 R = 0.477
13.17 R = 0.71 13.18 R = 0.842
13.19 R = 0.006 13.20 R = 0.817

13.6 HYPOTHESIS TESTING FOR CORRELATION COEFFICIENT

We often use the sample correlation coefficient r as an estimator to test whether the
possible strength of association between two random variables in the population
exist. In other words, we use r as an estimator in testing null and alternative
hypotheses about true population correlation coefficient ρ(Greek letter rho). When
such hypotheses are tested, the assumptions of normal distribution of two random
variables, say x and y is required.
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13.6.1 Hypothesis Testing about Population Correlation Coefficient (Small Sample)

The test of hypothesis for the existence of a linear relationship between two variables
x and y involves the determination of sample correlation coefficient r. This test of
linear relationship between x and y is the same as determining whether there is any
significant correlation between them. For determining the correlation, we start by
hypothesizing the population correlation coefficient ρ equal to zero. The population
correlation coefficient ρ measures the degree of association between two variables
in a population of interest. The null and alternative hypotheses are expressed as:

• Two-tailed Test

H0 : ρ = 0 (No correlation between variables x and y)
H1 : ρ ≠ 0 (Correlation exists between variables x and y)

• One-tailed Test

H0 : ρ = 0 and H1: ρ > 0 (or ρ < 0)
The t-test statistic for testing the null hypothesis is given by:

t =
r

r
s
− ρ

 = 
− −2(1 ) ( 2)

r

r n
 = 

2

2

1

r n

r

× −

−

where r = sample correlation coefficient
sr = standard error of correlation coefficient
n = sample size

The t-test statistic follows t-distribution with n – 2 degrees of freedom. If the
sample size is large, then the standard error of correlation coefficient is given by
sr = (1 – r2)/ n .

Decision Rule: The calculated value of t-test statistic is compared with its critical (or
table) value at n – 2 degrees of freedom and level of significance α to arrive at a
decision as follows:

One-tailed Test Two-tailed Test

• Reject H0 • Reject H0 if tcal > tα/2, n – 2
if tcal > tα, n–2 or tcal < – tα.

• Otherwise accept H0 • Otherwise accept H0

Example 13.17: A random sample of 27 pairs of observations from a normal
population gives a correlation coefficient of 0.42. Is it likely that the variables in
the population are uncorrelated? [Delhi Univ., MCom. 1997]
Solution: Let us take the null hypothesis that there is no significant difference in
the sample and population correlation coefficients, that is,

H0 : ρ = 0 and H1 : ρ ≠ 0
Given n = 27, df = n – 2 = 25, r = 0.42. Applying t-test statistic to test the null

hypothesis, H0:

t =
r

r
s
− ρ

 = 
2(1 ) ( 2)

r

r n− −
 = 

( )− −2

0.42

{1 0.42 } (27 2)

=
0.42

0.908 / 5
 = 2.312

Since the calculated value of t = 2.312 is more than the table value t = 1.708 at
α = 0.05 and df = 25, the null hypothesis is rejected. Hence it is likely that the
variables in the population are not correlated.
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Example 13.18: How many pairs of observations must be included in a sample so
that an observed correlation coefficient of value 0.42 shall have a calculated value
of t greater than 2.72?
Solution: Given, r = 0.42, t = 2.72. Applying t-test statistic, we get

2(1 ) /( 2)

r

r n− −
= t or r2× 2

2
1
n

r
−

−
 = t2

(0.42)2× 2
( 2)

1 (0.42)
n −

−
= (2.72)2

n – 2 = 
2 2

2
(2.72) [1 (0.42) ]

(0.42)
−

 = 
7.3984(0.8236)

0.1764

= 6.0933
0.1764

 = 34.542

n = 2 + 34.542 = 36.542 ≅ 37
Hence, the sample size should be of 37 pairs of observations.

Example 13.19: To study the correlation between the stature of father and son, a
sample of 1600 is taken from the universe of fathers and sons. The sample study
gives the correlation between the two to be 0.80. Within what limits does it hold
true for the universe?
Solution: Since the sample size is large, the standard error of the correlation
coefficient is given by

SEr =
21 r

n
−

Given, correlation coefficient, r = 0.8 and n = 1600. Thus

Standard error SEr =
21 (0.8)

1600
−

 = 
1 0.64

40
−

 = 0.36
40

 = 0.009

The limits within which the correlation coefficient should hold true is given by
r ± 3SEr = 0.80 ± 3 (0.009) or 0.773 ≤ r ≤ 0.827

13.6.2 Hypothesis Testing about Population Correlation Coefficient (Large Sample)

Since the distribution of sample correlation coefficient r is not normal and its
probability curve is skewed in the neighbourhood of population correlation coefficient
ρ = ± 1, even for large sample size n, therefore we use Fisher’s z-transformation
for transforming r into z, using the formula:

z =
11

log
2 1e

r
r

+
−

The value of z can be seen for different values of r from the standard tables given
in the Appendix.

Changing common logarithm to the base e to natural logarithm to the base 10
by multiplying with the constant 2.3026, that is,

loge x = 2.3026 log10 x
where x is a positive integer. Thus the transformation formula becomes

z =
1
2

(2.3026) log10
1
1

r
r

+
−

 = 1.1513 log10
1
1

r
r

+
−

Fisher showed that the distribution of z is approximately normal with

Mean zρ =
11

log
2 1e

+ ρ
− ρ

 = 1.1513 log10 
1
1

+ ρ
− ρ

and Standard deviation σz = 
1

3n −
This approximation is useful for large sample sizes, say n > 50. However it can also
be used for small sample sizes but at least n ≥ 10.
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The Z-test statistic to test the null hypothesis H0 : ρ = 0 and H1 : ρ ≠ 0 is given
by

Z =
z

z zρ−
σ

 = 
1 3

z z

n
ρ−
−

where σ is the standard error of Z.

Decision rule

• Accept null hypothesis H0 if |Z cal| < Table value of Zα/2
• Otherwise reject H0

13.6.3 Hypothesis Testing about the Difference between Two Independent
13.6.3 Correlation Coefficients

The formula for Z-test statistic given above can be generalized to test the hypothesis
of two correlation coefficients r1 and r2 derived from two independent samples as
follows:

Z =
1 2

1 2

z z

z z

−

−
σ

 = 1 2

1 2

1 1
3 3

z z

n n

−

+
− −

where z1 =
+
−

1

1

11
log

2 1e
r
r

 = 1.1513 log10
+
−

1

1

1
1

r
r

, and

z2 =
+
−

2

2

11
log

2 1e
r
r

 = 1.1513 log10
+
−

2

2

1
1

r
r

are approximately normally distributed with zero mean and unit standard deviation.
The null hypothesis H0 is accepted if the absolute value |Zcal| is less than the

table value Zα/2. Otherwise reject H0.

Example 13.20: What is the probability that a correlation coefficient of 0.75 or less
arises in a sample of 30 pairs of observations from a normal population in which
the true correlation is 0.9?
Solution: Given, r = 0.75, n = 30, and ρ = 0.9. Applying Fisher’s z-transformation,
we get

z = 1.1513 log10
1
1

r
r

+
−

 = 1.1513 log10 
1.75
0.25

= 1.1513 [log10 1.75 – log10 0.25]

= 1.1513 (0.24304 – 1 39794. ) = 0.973
The distribution of z is normal around the true population correlation value

ρ = 0.9. Therefore

Mean zρ = 1.1513 log10 
1
1

+ ρ
− ρ

 = 1.1513 log10 
1 0.90
1 0.90

+
−

 = 1.1513 log10 1.90
0.10

= 1.1513 [log10 1.90 – log10 0.10] = 1.1513 (0.27875 + 1) = 1.47
Thus, the Z-test statistic is given by

Z = ρ−
σ

| |

z

z z
 = ρ−

−
| |

1 3

z z

n
 = 

|0.973 1.47|
1 30 3

−
−

 = 0.498 × 5.196 = 2.59

Hence ρ (r ≤ 0.75) = P [Z ≤ 2.59] = 1 – 0.9952 = 0.0048.

Example 13.21: Test the significance of the correlation r = 0.5 from a sample of
size 18 against hypothesized  population correlation ρ = 0.70.
Solution: Let us take the null hypothesis that the difference is not significant, that
is,

H0 : ρ = 0.70 and H1 : ρ ≠ 0.70
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Given n = 18, r = 0.5. Applying z-transformation, we have

z = 1.1513 log10
1
1

r
r

+
−

 = 1.1513 log10
1 0.5
1 0.5

+
−

= 1.1513 log10
1.50
0.5

 = 1.1513 log10 3

= 1.1513 (0.4771) = 0.5492

and Mean zρ = 1.1513 log10
1
1

+ ρ
− ρ

 = 1.1513 log10
1 0.70
1 0.70

+
−

= 1.1513 log10
1.70
0.30

 = 1.1513 log10 5.67

= 1.1513 (0.7536) = 0.8676
Applying Z-test statistic, we get

Z = ρ−
σ

| |

z

z z
 = ρ−

−
| |

1 3

z z

n
 = |z – zρ| − 3n

= | 0.5492 – 0.8676 | 15  = 0.3184 (3.872) = 1.233

Since calculated value of Zcal = 1.233 is less than its table value Zα./2 = 1.96 at
5 per cent significance level, the null hypothesis is accepted. Hence we conclude
that the difference (if any) is due to sampling error.

Example 13.22: Two independent samples of size 23 and 21 pairs of observations
were analysed and their coefficient of correlation was found as 0.5 and 0.8, respectively.
Do these value differ significantly?
Solution: Let us take the null hypothesis that two values do not differ significantly,
that is, the samples are drawn from the same population.

Given n1 = 23, r1 = 0.5; n2 = 28, r2 = 0.8. Applying Z-test statistic as follows:

Z =
1 2

1 2

z z

z z

−

−
σ

; z1 = 1.1513 log10
1

1

1
1

r
r

+
−

 = 1.1513 log10
1 0.5
1 0.5

+
−

= 1 2

1 2

1 1
3 3

z z

n n

−

+
− −

 = 
0.55 1.10

1 1
20 25

−

+

= 1.1513 log10 3 = 0.55

 = 0.55
0.30

 = 1.833 z2 = 1.1513 log10
2

2

1
1

r
r

+
−

 = 1.1513 log10
1 0.8
1 0.8

+
−

= 1.1513 log10 9 = 1.10

Since the calculated value of Zcal = 1.833 is less than its table value Zα/2 = 1.96
at 5 per cent significance level, the null hypothesis is accepted. Hence the difference
in correlation values is not significant.

C o n c e p t u a l  Q u e s t i o n s  13A

1. What is the meaning of the coefficient of correlation?
2. Explain the meaning and significance of the term

correlation. [ Delhi Univ., MBA, 1995]
3. What is meant by ‘correlation’? Distinguish between

positive, negative, and zero correlation.
[Ranchi Univ., MBA, 1996]

4. What are the numerical limits of r2 and r? What does
it mean when r equals one? zero? minus one?

5. What is correlation? Clearly explain its role with suitable
illustration from simple business problems.

[Delhi Univ., MBA, 1997]



476 BUSINESS S TAT I S T I C S

6. What is the relationship between the coefficient of
determination and the coefficient of correlation? How
is the coefficient of determination interpreted?

7. Does correlation always signify a cause-and-effect
relationship between the variables?

[Osmania Univ., MBA, 1990]
8. What information is provided by the coefficient of

correlation of a sample? Why is it necessary to perform
a test of a hypothesis for correlation?

9. When the result of a test of correlation is significant,
what conclusion is drawn if r is positive? If r is negative?

10. What is the t-statistic that is used in a test for correlation?
What is meant by the number of degrees of freedom
in a test for correlation and how is it used?

11. What is coefficient of rank correlation? Bring out its
usefulness. How does this coefficient differ from the
coefficient of correlation? [Delhi Univ., MBA, 2000]

12. What is Spearman’s rank correlation coefficient? How
does it differ from Karl Pearson’s coefficient of
correlation?

13. (a) What is a scatter diagram? How do you interpret
a scatter diagram?

(b) What is a scatter diagram? How does it help in
studying the correlation between two variables, in
respect of both its direction and degree?

[Delhi Univ., MBA, 1999]
14. Define correlation coefficient ‘r’ and give its limitations.

What interpretation would you give if told that the
correlation between the number of truck accidents per
year and the age of the driver is (–) 0.60 if only drivers
with at least one accident are considered?

S e l f-P r a c t i c e  P r o b l e m s  13C

13.21 The correlation between the price of two commodities
x and y in a sample of 60 is 0.68. Could the observed
value have arisen
(a) from an uncorrelated population?
(b) from a population in which true correlation was

0.8?
13.22 The following data give sample sizes and correlation

coefficients. Test the significance of the difference
between two values using Fisher’s z-transformation.

Sample Size Value of r

5 0.870
12 0.560

13.23 A company wants to study the relationship between
R&D expenditure (in Rs 1000’s) and annual profit
(in Rs 1000’s). The following table presents the
information for the last 8 years.

Year : 1988 87 86 85 84 83 82 81

R&D expenses : 9 7 5 10 4 5 3 2
Annual profit : 45 42 41 60 30 34 25 20

(a) Estimate the sample correlation coefficient.

(b) Test the significance of correlation  coefficient at
a α = 5 per cent level of significance.

13.24 Find the least value of r in a sample of 27 pairs from
a bivariate normal population at α = 0.05 level of
significance, where tα = 0.05 = 2.06 at df = 25.

13.25 A small retail business has determined that the
correlation coefficient between monthly expenses and
profits for the past year, measured at the end of each
month, is r = 0.56. Assuming that both expenses
and profits are approximately normal, test at α = 0.05
level of significance the null hypothesis that there is
no correlation between them.

13.26 The manager of a small shop is hopeful that his
sales are rising significantly week by week. Treating
the sales for the previous six weeks as a typical
example of this rising trend, he recorded them in Rs
1000’s and analyzed the results. Has the rise been
significant?

Week : 1 2 3 4 5 6

Sales : 2.69 2.62 2.80 2.70 2.75 2.81

Find the correlation coefficient between sales and
week and test it for significance at α = 0.05.

H i n t s  a n d  A n s w e r s

13.21 (a) z = 1.1513 log10
1
1

r
r

+
−

 = 1.1513 log10
1 0.68
1 0.68

+
−

= 1.1513 log10
1.68
0.32

 = 0.829

13.22 Standard error,  σz = 
1

3n −
 = 

1
57

 = 0.13

Test statistic  Z = ρ−
σz

z z
 = 

0.829 0
0.13

−
 = 6.38
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Since deviation of z from zρ is 6 times more than
σz, the hypothesis is not correct, that is, population
is correlated.

     Mean zρ = 1.1513 log10
1
1

+ ρ
− ρ

= 1.1513 log10
1.8
1.2

 = 1.099

∴ Z = ρ−
σ

| |

z

z z
 = 

|0.829 1.099|
0.13

−
 = 2.08 > 2

times standard error, ρ is likely to be less than 0.8.
13.22 Let H0 : samples are drawn from the same population.

z1 = 1.1513 log10
1

1

1
1

r
r

+
−

= 1.1513 log
1 0.87
1 0.87

+
−

 = 1.333

z2 = 1.1513 log10
2

2

1
1

r
r

+
−

= 1.1513 log10
1 0.56
1 0.56

+
−

 = 0.633

σ z z1 2− =
1 2

1 1
3 3n n

+
− −

 = 
1 1

5 3 12 3
+

− −

= 0.782

Z =
1 2

1 2

z z

z z

−

−
σ

 = 
0.7

0.782
 = 0.895

Since the calculated value Z = 0.895 is less than its
table value Zα = 2.58 at α = 0.01 level of significance,
H0 is accepted.

13.23 (a) r = 0.95 (b) Let H0 : r = 0 and H1 : r ≠ 0

t =
2(1 ) /( 2)

r

r n− −

=
2

0.95

{1 (0.95) } (8 2)− −
 = 7.512

Since tcal = 7.512 > tα/2 = 2.447 for df = 6, the H0
is rejected.

13.24 t = 
2

2

1

r n

r

−

−
 = 

27 2

1

r

r

−
−

 = 
5
1

r
r−

 > 2.06

or | r | = 0.381
13.25 r = 0.560 and tcal = 0.576, H0 is rejected.
13.26 r = 0.656 and tcal = 0.729, H0 is rejected.

F o r m u l a e  U s e d

1. Karl Pearson’s correlation coefficient

r =
Covariance between and

x y

x y
σ σ

• Deviation from actual mean

r =
2 2

( ) ( )

( ) ( )

x x y y

x x y y

Σ − −

Σ − Σ −
• Deviation from assumed mean

r = 2 2 2

( ) ( )

( ) ( )

x y x y

x x y y

n d d d d

n d d n d d2

Σ − Σ Σ

Σ − Σ Σ − Σ

dx = x – A, dy = y – B
A, B = constants

• Bivariate frequency distribution

r = 
2 2 2 2

( ) ( )

( ) ( )

x y x y

x x y y

n fd d fd fd

n fd fd n fd fd

Σ − Σ Σ

Σ − Σ Σ − Σ

• Using actual values of x and y

r =
2 2 2 2

( ) ( )

( ) ( )

n xy x y

n x x n y y

Σ − Σ Σ

Σ − Σ Σ − Σ
2. Standard error of correlation coefficient, r

SEr =
21 r

n
−

• Probable error of correlation coefficient, r

PEr = 0.6745 
21 r

n
−

3. Coefficient of determination

r2 =
Explained variance

Total variance
= 1 – 

2

2
ˆ( )

( )
y y
y y

−∑
−∑

4. Spearman’s rank correlation coefficient
• Ranks are not equal

R = 1 – 
2

2
6
( 1)

d
n n

Σ
−

• Ranks are equal

R = 1 – 

2 3

2

1
6 ( )

12
( 1)

i id m m

n n

 Σ + −  
−

t = 1, 2, ...
5. Hypothesis testing

• Population correlation coefficient r for a small
sample

t =
SEr

r − ρ
 = r

2
2

1
n

r
−

−
• Population correlation coefficient for a large sample

Z =
z

z zρ−
σ

 = 
1 3

z z

n
ρ−
−
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True or False

C h a p t e r  C o n c e p t s  Q u i z

8. The closer the correlation coefficient is to zero, the greater
the predictive validity of a test. (T/F)

9. If a correlation coefficient for reliability of a test is close to
1, then the test is unreliable. (T/F)

10. Even a high correlation is not necessarily indicative of a
casual relationship between two variables. (T/F)

11. As the value of r increases, the proportion of variability of
one variable y that can be accounted for another variable x
decreases. (T/F)

12. If the relationship between two variables is nonlinear, the
value of the correlation coefficient must be negative.

13. Spearman’s correlation coefficient is used where one or
both variables are at least of interval scaling. (T/F)

14. A scatter diagram is used to help to decide if the
relationship between two variables is linear or curvilinear.

(T/F)
15. When calculating Spearman’s correlation coefficient, Σ d2

is the sum of the square of the difference between the
means (T/F)

1. There are several types of correlation coefficients, the
selection of which is determined by the level of scaling of
the two variables. (T/F)

2. When both variables use measured on an interval or ratio
scale, Pearson’s correlation coefficient is most appropriate.

(T/F)
3. To use Pearson’s correlation coefficient, it is assumed that

both variables are continuous and normally distributed.
(T/F)

4. When there is no linear association between two variables,
the value of r will be close to zero. (T/F)

5. A correlation coefficient r = – 1 represents a very low
linear correlation. (T/F)

6. The coefficient of determination is the square of the
correlation coefficient. (T/F)

7. As the correlation coefficient approaches zero, the possible
error in linear prediction increases. (T/F)

Multiple Choice
16. A scatter diagram

(a) is a statistical test (b) must be linear
(c) must be curvilinear (d) is a graph of x and y values

17. If the relationship between variables x and y is linear, then
the points on the scatter diagram
(a) will fall exactly on a straight
(b) will fall on a curve
(c) must represent population parameters
(d) are best represented by a straight line

18. If the relationship between x and y is positive, as variable y
decreases, variable x
(a) increases (b) decreases
(c) remains same (d) changes linearly

19. In a ‘negative’ relationship
(a) as x increases, y increases
(b) as x  decreases, y decreases
(c) as x increases, y decreases
(d) both (a) and (b)

20. The lowest strength of association is reflected by which of
the following correlation coefficients?
(a) 0.95 (b) – 0.60
(c) – 0.35 (d) 0.29

21. The highest strength of association is reflected by which
of the following correlation coefficients?
(a) – 1.0 (b) – 0.95
(c) 0.1 (d) 0.85

22. There is a high inverse association between measures
‘overweight’ and ‘life expectancy’. A correlation coefficient
consistent with the above statement is:
(a) r = 0.80 (b) r = 0.20
(c) r = – 0.20 (d) r = – 0.80

23. Of the following measurement levels, which is the required
level for the valid calculation of the Pearson correlation
coefficient

(a) nominal (b) ordinal
(c) internal (d) ratio

24. Of the following measurement levels, which is required
for the valid calculation of the Spearman correlation
coefficient?
(a) nominal (b) ordinal
(c) internal (d) ratio

25. There is a high direct association between measures of
‘cigarette smoking’ and ‘lung damage’. The correlation
coefficient consistent with the above statement is:
(a) 0.30 (b) 0.80
(c) – 0.80 (d) – 0.30

26. The correlation coefficient appropriate for establishing
the degree of correlation between the two variables
(assuming a linear relationship)
(a) is determined by the sample size
(b) is Spearman’s R
(c) is Pearson’s r
(d) both (b) and (c)

27. When deciding which measure of correlation to employ
with a specific set of data, you should consider
(a) whether the relationship is linear or nonlinear (b)
the type of scale of measurement for each variable
(c) both (a) and (b)
(d) neither (a) nor (b)

28. The proportion of variance accounted for by the level of
correlation between two variables is calculated by
(a) x (b) r2

(c) Σ x (d) not possible
29. The value of correlation coefficient

(a) depends on the origin
(b) depends on the unit of scale
(c) depends on both origin and unit of scale
(d) is independent with respect to origin and unit of scale
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Concepts Quiz Answers

1. T 2. T 3. T 4. T 5. F 6. T 7. T 8. F 9. F
10. T 11. F 12. F 13. F 14. T 15. F 16. (d) 17. (d) 18. (b)
19. (c) 20. (d) 21. (a) 22. (d) 23. (c) 24. (c) 25. (b) 26. (c) 27. (c)
28. (b) 29. (d) 30. (b) 31. (a) 32. (c) 33. (d) 34. (c) 35. (d)

R e v i e w-S e l f  P r a c t i c e  P r o b l e m s

13.27 The following are the monthly figures of the
advertising expenditure and sales of a firm. It is
generally found that advertising expenditure has its
impact on sales generally after 2 months. Allowing
for this time lag, calculate the coefficient of correlation.

Months Advertising Sales Months Advertising Sales
Expenditure Expenditure

Jan. 50 1200 July 140 2400
Feb. 60 1500 Aug. 160 2600
March 70 1600 Sep. 170 2800
April 90 2000 Oct. 190 2900
May 120 2200 Nov. 200 3100
June 150 2500 Dec. 250 3900

13.28 The coefficient of correlation between two variables
x and y is 0.64. Their covariance is 16. The variance
of x is 19. Find the standard deviation of y series.

13.29 Given r = 0.8, Σ xy = 60, σy = 2.5 and Σ x2 = 90,
find the number of observations, items. x and y are
deviations from arithmetic mean.

[Delhi Univ., BCom, 1998]
13.30 Calculate the Karl Pearson’s coefficient of correlation

between age and playing habits from the data given
below. Comment on the value

Age : 20 21 22 23 24 25

No. of students : 500 400 300 240 200 160
Regular players : 400 300 180 296 260 224

[Osmania Univ., MBA, 1998]

13.31 A survey regarding income and savings provided the
following data:

Income (Rs) Saving (Rs)

500 1000 1500 2000

40,000 8 4 — —
6000 — 12 24 6
8000 — 9 7 2

10,000 — — 10 5
12,000 — — 9 4

Compute Karl Pearson’s coefficient of correlation
and interpret its value.

[Kurukshetra Univ., MBA, 1997]
13.32 A company gives on-the-job training to its salesmen,

followed by a test. It is considering whether it should
terminate the services of any salesman who does not
do well in the test. Following data give the test scores
and sales (in 1000 Rs) made by nine salesmen during
the last one year

Test scores : 14 19 24 21 26 22 15 20 19
Sales : 31 36 48 37 50 45 33 41 39
Compute the coefficient of correlation between test
scores and sales. Does it indicate that termination of
the services of salesman with low test scores is justified?

[Madurai Univ., MBA, 1999]
13.33 Calculate the coefficient of correlation and its probable

error from the following:

30. Which of the following statements is false?
(a) In a perfect positive correlation, each individual

obtains the same z value on each variable
(b) Spearman’s correlation coefficient is used when one

or both variables are at least of interval scaling
(c) The range of the correlation coefficient is from – 1

to + 1
(d) A correlation of r = 0.85 implies a stronger

association than r = – 0.70
31. The strength of a linear relationship between two variables

x and y is measured by
(a) r (b) r2

(c) R2 (d) bxy or byx
32. If value of r2=0.64, then what is the coefficient of

correlation

(a) 0.40 (b) 0.04
(c) 0.80 (d) 0.08

33. If both dependent and independent variables increase in
an estimating equation, then coefficient of correlation falls
in the range.
(a) – 1 ≤ r ≤ 1 (b) 0 ≤ r ≤ 1
(c) – 3 ≤ r ≤ 3 (d) none of these

34. If unexplained variation between variables x and y is 0.25,
then r2 is
(a) 0.25 (b) 0.50
(c) 0.75 (d) none of these

35. What type of relationhship between the two variables is
indicated by the sign of r
(a) direct relation (b) indirect relation
(c) both (a) and (b) (d) none of these
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H i n t s  a n d  A n s w e r s

S.No. Subject Per cent Marks in Percent Marks
Final Year Exams in Sessionals

1 Hindi 75 62
2 English 81 68
3 Physics 70 65
4 Chemistry 76 60
5 Maths 77 69
6 Statistics 81 72
7 Botany 84 76
8 Zoology 75 72

13.34 Following figures give the rainfall in inches for the
year and the production (in 100’s kg) for the Rabi
crop and Kharif crops. Calculate Karl Pearson’s
coefficient of correlation, between rainfall and total
production

Rainfall : 20 22 24 26 28 30 32

Rabi production : 15 18 20 32 40 39 40
Kharif production : 15 17 20 18 20 21 15

[Pune Univ., MBA, 1996]

13.35 President of a consulting firm is interested in the
relationship between environmental work factors and
the employees turnover rate. He defines environmental
factors as those aspects of a job other than salary
and benefits. He visited to similar plants and gave
each plant a rating 1 to 25 on its environmental
factors. He then obtained each plant’s turnover rate
(Annual in percentage) examined the relationship.

Environmental
rating : 11 19 7 12 13 10 16 22 14 12
Turnover rate : 6 4 8 3 7 8 3 2 5 6
Compute the correlation coefficient between turnover
rate and environmental rating and test it.

[IGNOU, 1996]

13.36 Sixteen companies in a state have been ranked
according to profit earned during a particular financial
year, and the working capital for that year. Calculate
the rank correlation coefficient

Company Rank(Profit) Rank(Working capital)

A 1 13
B 2 16
C 3 14
D 4 15
E 5 10
F 6 12
G 7 4
H 8 11
I 9 5
J 10 9
K 11 8
L 12 3
M 13 1
N 14 6
O 15 7
P 16 2

13.37 Following are the percentage figures of expenditure
incurred on clothing (in Rs 100’s) and entertainment
(in Rs 100’s) by an average working class family in
a period of 10 years

Year : 1989 90 91 92 93 94 95 96 97 98

Expenditure
on clothing : 24 27 31 32 20 25 33 30 28 22
Expenditure on
entertainment : 11 28 25 23 13 10 22 27 29 22

Compute Spearman’s rank correlation coefficient and
comment on the result.

13.27 r = 0.918

13.28 r = 
x y

x y
n
Σ
σ σ

; σx = 9  = 3;

0.64 = 16
1

3 yσ
or σy = 8.33

13.29 r = 
x y

x y
n
Σ
σ σ

or r2 = 
2

2 2 2
( )

x y

x y
n
Σ

σ σ
;

(0.8)2 = 
2

2
(60)

(90 / ) 6.25n n ×
 = 

3600
90 6.25n ×

; 

n = 10

13.30 r = – 0.991 13.31  r = 0.0522
13.22 r = 0.947 13.33 r = 0.623, PEr = 0.146
13.34 r = 0.917 13.35  r = – 0.801
13.36 R = – 0.8176 13.37 R = – 0.60
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Regression Analysis

The cause is hidden, but the
result is known.

—Ovid
I never think of the future,
it comes soon enough.

—Albert Einstein

After studying this chapter, you should be able to
use simple linear regression for building models to business data.
understand how the method of least squares is used to predict values of a
dependent (or response) variable based on the values of an independent (or
explanatory) variable.
measure the variability (residual) of the dependent variable about a straight
line (also called regression line) and examine whether regression model fits
to the data.

14.1 INTRODUCTION

In Chapter 13 we introduced the concept of statistical relationship between two variables
such as: level of sales and amount of advertising; yield of a crop and the amount of
fertilizer used; price of a product and its supply, and so on. The relationship between
such variables indicate the degree and direction of their association, but fail to answer
following question:

• Is there any functional (or algebraic) relationship between two variables? If yes,
can it be used to estimate the most likely value of one variable, given the value of
other variable?

The statistical technique that expresses the relationship between  two or more variables
in the form of an equation to estimate the value of a variable, based on the given value of
another variable, is called regression analysis. The variable whose value is estimated  using
the algebraic equation is called dependent (or response) variable and the variable whose
value is used to estimate this value is called independent (regressor or predictor) variable. The
linear algebraic equation used for expressing a dependent variable in terms of independent
variable is called linear regression equation.

The term regression was used in 1877 by Sir Francis Galton while studying the
relationship between the height of father and sons. He found that though ‘tall father has
tall sons’, the average height of sons of tall father is x above the general height, the
average height of sons is 2x/3 above the general height. Such a fall in the average height
was described by Galton as ‘regression to mediocrity’. However, the theory of Galton is
not universally applicable and the term regression is applied to other types of variables
in business and economics. The term regression in the literary sense is also referred as
‘moving backward’.

481
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The basic differences between correlation and regression analysis are summarized as
follows:
1. Developing an algebraic equation between two variables from sample data and

predicting the value of one variable, given the value of the other variable is referred
to as regression analysis, while measuring the strength (or degree) of the relationship
between two variables is referred as correlation analysis. The sign of correlation
coefficient indicates the nature (direct or inverse) of relationship between two variables,
while the absolute value of correlation coefficient indicates the extent of relationship.

2. Correlation analysis determines an association between two variables x and y but not
that they have a cause-and-effect relationship. Regression analysis, in contrast to
correlation, determines the cause-and-effect relationship between x and y, that is, a
change in the value of independent variable x causes a corresponding change (effect)
in the value of dependent variable y if all other factors that affect y remain unchanged.

3. In linear regression analysis one variable is considered as dependent variable and
other as independent variable, while in correlation analysis both variables are
considered to be independent.

4. The coefficient of determination r2 indicates the proportion of total variance in the dependent
variable that is explained or accounted for by the variation in the independent variable. Since
value of r2 is determined from a sample, its value is subject to sampling error. Even
if the value of r2 is high, the assumption of a linear regression may be incorrect
because it may represent a portion of the relationship that actually is in the form of
a curve.

14.2 ADVANTAGES OF REGRESSION ANALYSIS

The following are some important advantages of regression analysis:
1. Regression analysis helps in developing a regression equation by which the value of

a dependent variable can be estimated given a value of an independent variable.
2. Regression analysis helps to determine standard error of estimate to measure the

variability or spread of values of a dependent variable with respect to the regression
line. Smaller the variance and error of estimate, the closer the pair of values (x, y) fall
about the regression line and better the line fits the data, that is, a good estimate can
be made of the value of variable y. When all the points fall on the line, the standard
error of estimate equals zero.

3. When the sample size is large (df ≥ 29), the interval estimation for predicting the
value of a dependent variable based on standard error of estimate is considered to be
acceptable by changing the values of either x or y. The magnitude of r2 remains the
same regardless of the values of the two variables.

14.3 TYPES OF REGRESSION MODELS

The primary objective of regression analysis is the development of a regression model to
explain the association between two or more variables in the given population. A regression
model is the mathematical equation that provides prediction of value of dependent variable
based on the known values of one or more independent variables.

The  particular form of regression model depends upon the nature of the problem
under study and the type of data available. However, each type of association or
relationship can be described by an equation relating a dependent variable to one or
more independent variables.

14.3.1 Simple and Multiple Regression Models

If a regression model characterizes the relationship between a dependent y and only one
independent variable x, then such a regression model is called a simple regression model.
But if more than one independent variables are associated with a dependent variable,
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then such a regression model is called a multiple regression model. For example, sales
turnover of a product (a dependent variable) is associated with multiple independent
variables such as price of the product, expenditure on advertisement, quality of the
product, competitors, and so on. Now if we want to estimate possible sales turnover with
respect to only one of these independent variables, then it is an example of a simple
regression model, otherwise multiple regression model is applicable.

14.3.2 Linear and Nonlinear Regression Models

If the value of a dependent (response) variable y in a regression model tends to increase
in direct proportion to an increase in the values of independent (predictor) variable x,
then such a regression model is called a linear model. Thus, it can be assumed that the
mean value of the variable y for a given value of x is related by a straight-line relationship.
Such a relationship is called simple linear regression model expressed with respect to the
population parameters β0 and β1 as:

E(y|x) = β0 + β1x (14-1)
where β0 = y-intercept that represents mean (or average) value of the dependent

variable y when x = 0
β1 = slope of the regression line that represents the expected change in the

value of y (either positive or negative) for a unit change in the value of x.

The intercept β0 and the slope β1 are unknown regression coefficients. The equation
(14-1) requires to compute the values  of β0 and β1 to predict average values of y for a
given value of x. However Fig. 14.1 presents a scatter diagram where each pair of values
(xi, yi) represents a point in a two-dimensional coordinate system. Although the mean or
average value of y is a linear function of x, but not all values of y fall exactly on the
straight line rather fall around the line.

Since few points do not fall on the regression line, therefore values of y are not
exactly equal to the values yielded by the equation: E(y|x) = β0 + β1x, also called line of
mean deviations of observed y value from the regression line. This situation is responsible for
random error (also called residual variation or residual error) in the prediction of y values for
given values of x. In such a situation, it is likely that the variable x does not explain all the
variability of the variable y. For instance, sales volume is related to advertising, but if
other factors related to sales are ignored, then a regression equation to predict the sales
volume (y) by using annual budget of advertising (x) as a predictor will probably involve
some error. Thus for a fixed value of x, the actual value of y is determined by the mean
value function plus a random error term as follows:

y =Mean value function + Deviation
=β0 + β1x + e = E(y) + e (14-2)

where e is the observed random error. This equation is also called simple probabilitic linear
regression model.

The error component e allows each individual value of y to deviate from the line of
means by a small amount. The random errors corresponding to different observations
(xi, yi) for i=1, 2, ..., n are assumed to follow a normal distribution with mean zero and
(unknown) constant standard deviation.

Figure 14.1
Straight Line Relationship



484 BUSINESS S TAT I S T I C S

The term e in the expression (14-2) is called the random error because its value,
associated with each value of variable y, is assumed to vary unpredictably. The extent of

this error for a given value of x is measured by the error variance σ2
e . Lower the value of

σ2
e , better is the fit of linear regression model to a sample data.

If the line passing through the pair of values of variables x and y is curvilinear, then
the relationship is called nonlinear. A nonlinear relationship implies a varying absolute
change in the dependent variable with respect to changes in the value of the independent
variable. A nonlinear relationship is not very useful for predictions.

In this chapter, we shall discuss methods of simple linear regression analysis involving
single independent variable, whereas those involving two or more independent variables
will be discussed in Chapter 15.

14.4 ESTIMATION : THE METHOD OF LEAST SQUARES

To estimate the values of regression coefficients β0 and β1, suppose a sample of n pairs of
observations (x1, y1), (x2, y2), . . ., (xn, yn) is drawn from the population under study. A
method that provides the best linear unbiased estimates of β0 and β1 is called the method
of least squares. The estimates of β0 and β1 should result in a straight line that is ‘best fit’ to
the data points. The straight line so drawn is referred to as ‘best fitted’ (least squares
or estimated) regression line because the sum of the squares of the vertical deviations (difference
between the acutal values of y and the estimated values �y  predicted from the fitted line) is as small
as possible.

Using equation (14-2), we may express given n observations in the sample data as:
yi = β0 + β1xi + ei or ei = yi – (β0 + β1xi), for all i

Mathematically, we intend to minimize

L =
=
∑ 2

1

n
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e  = 
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0 1
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i i
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y x

Let b0 and b1 be the least-squares estimators of β0 and β1 respectively. The least-
squares estimators b0 and b1 must satisfy
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Equations (14-3) are called the least-squares normal equations. The values of least squares
estimators b0 and b1 can be obtained by solving equations (14-3). Hence the fitted or
estimated regression line is given by:

ŷ = b0 + b1x

where ŷ  (called y hat) is the value of y lying on the fitted regression line for a given
x value and ei = yi – ŷ i is called the residual that describes the error in fitting of the
regression line to the observation yi. The fitted value ŷ  is also called the predicted value of
y because if actual value of y is not known, then it would be predicted for a given value of
x using the estimated regression line.

Remark:  The sum of the residuals is zero for any least-squares regression line. Since

iy∑  = îy∑ , therefore so ie∑  = 0.
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14.5 ASSUMPTIONS FOR A SIMPLE LINEAR REGRESSION MODEL

To make valid statistical inference using regression analysis, we make certain assumptions
about the bivariate population from which a sample of paired observations is drawn and
the manner in which observations are generated. These assumptions form the basis for
application of simple linear regression models. Figure 14.2 illustrates these assumptions.

Assumptions
1. The relationship between the dependent variable y and independent variable x exists

and is linear. The average relationship between x and y can be described by a simple
linear regression equation y = a + bx + e, where e is the deviation of a particular
value of y from  its expected value for a given value of independent variable x.

2. For every value of the independent variable x, there is an expected (or mean) value of
the dependent variable y and these values are normally distributed. The mean of
these normally distributed values fall on the line of regression.

3. The dependent variable y is a continuous random variable, whereas values of the
independent variable x are fixed values and are not random.

4. The sampling error associated with the expected value of the dependent variable y is
assumed to be an independent random variable distributed normally with mean
zero and constant standard deviation. The errors are not related with each other in
successive observations.

5. The standard deviation and variance of expected values of the dependent variable y
about the regression line are constant for all values of the independent variable x
within the range of the sample data.

6. The value of the dependent variable cannot be estimated for a value of an independent
variable lying outside the range of values in the sample data.

14.6 PARAMETERS OF SIMPLE LINEAR REGRESSION MODEL

The fundamental aim of regression analysis is to determine a regression equation (line)
that makes sense and fits the representative data such that the error of variance is as small
as possible. This implies that the regression equation should adequately be used for
prediction. J. R. Stockton stated that

• The device used for estimating the values of one variable from the value of the other
consists of a line through the points, drawn in such a manner as to represent the average
relationship between the two variables. Such a line is called line of regression.

Figure 14.2
Graphical Illustration of Assumptions
in Regression Analysis
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The two variables x and y which are correlated can be expressed in terms of each
other in the form of straight line equations called regression equations. Such lines should
be able to provide the best fit of sample data to the population data. The algebraic
expression of regression lines is written as:

• The regression equation of y on x
y = a + bx

is used for estimating the value of y for given values of x.
• Regression equation of x on y

x = c + dy
is used for estimating the value of x for given values of y.

Remarks

1. When variables x and y are correlated perfectly (either positive or negative) these lines
coincide, that is, we have only one line.

2. Higher the degree of correlation, nearer the two regression lines are to each other.
3. Lesser the degree of correlation, more the two regression lines are away from each other.

That is, when r = 0, the two lines are at right angle to each other.
4. Two linear regression lines intersect each other at the point of the average value of variables

x and y.

14.6.1 Regression Coefficients

To estimate values of population parameter β0 and β1, under certain assumptions, the
fitted or estimated regression equation representing the straight line regression model is
written as:

ŷ = a + bx

where ŷ = estimated average (mean) value of dependent variable y for a given value
of independent variable x.

a or b0 = y-intercept that represents average value of ŷ
b = slope of regression line that represents the expected change in the value

of y for unit change in the value of x

To determine the value of ŷ  for a given value of x, this equation requires the
determination of two unknown constants a (intercept) and b (also called regression
coefficient). Once these constants are calculated, the regression line can be used to
compute an estimated value of the dependent variable y for a given value of independent
variable x.

The particular values of a and b define a specific linear relationship between x and y
based on sample data. The coefficient ‘a’ represents the level of fitted line (i.e., the distance
of the line above or below the origin) when x equals zero, whereas coefficient ‘b’ represents
the slope of the line (a measure of the change in the estimated value of y for a one-unit
change in x).

The regression coefficient ‘b’ is also denoted as:
• byx (regression coefficient of y on x) in the regression line, y = a + bx
• bxy (regression coefficient of x on y) in the regression line, x = c + dy

Properties of regression coefficients

1. The correlation coefficient is the geometric mean of two regression coefficients, that is, r =

×yx xyb b .

2. If one regression coefficient is greater than one, then other regression coefficient must be
less than one, because the value of correlation coefficient r cannot exceed one. However,
both the regression coefficients may be less than one.

3. Both regression coefficients must have the same sign (either positive or negative). This
property rules out the case of opposite sign of two regression coefficients.
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4. The correlation coefficient will have the same sign (either positive or negative) as that of the
two regression coefficients. For example, if by x  = – 0.664 and bxy  = – 0.234, then

r = – 0.664 0.234×  = – 0.394.

5. The arithmetic mean of regression coefficients bxy and byx is more than or equal to the
correlation coefficient r, that is, (by x  + bx y ) /2  ≥  r. For example, if byx = – 0.664 and bxy  =
– 0.234, then the arithmetic mean of these two values is (– 0.664 – 0.234)/2 = – 0.449, and
this value is more than the value of r = – 0.394.

6. Regression coefficients are independent of origin but not of scale.

14.7 METHODS TO DETERMINE REGRESSION COEFFICIENTS

Following are the methods to determine the parameters of a fitted regression equation.

14.7.1 Least Squares Normal Equations

Let ŷ  = a + bx be the least squares line of y on x, where ŷ  is the estimated average value
of dependent variable y. The line that minimizes the sum of squares of the deviations of
the observed values of y from those predicted is the best fitting line. Thus the sum of
residuals for any least-square line is minimum, where

L = Σ − 2ˆ( )y y  = Σ {y – (a + bx)}2; a, b = constants

Differentiating L with respect to a and b and equating to zero, we have

∂
∂
L
a

= – 2 Σ{y – (a + bx)} = 0

∂
∂
S
b

= – 2 Σ{y – (a + bx)}x = 0

Solving these two equations, we get the same set of equations as equations (14-3)
Σ y = na + bΣ x (14-4)

Σ xy = aΣx + bΣ x2

where n is the total number of pairs of values of x and y in a sample data. The equations
(14-4) are called normal equations with respect to the regression line of y on x. After
solving these equations for a and b, the values of a and b are substituted in the regression
equation, y = a + bx.

Similarly if we have a least squares line x̂  = c + dy of x on y, where x̂  is the estimated
mean value of dependent variable x, then the normal equations will be

Σ x = nc + d Σ y
Σ xy = n Σ y + d Σ y2

These equations are solved in the same manner as described above for constants c and d.
The values of these constants are substituted to the regression equation x = c + dy.

Alternative method to calculate value of constants

Instead of using the algebraic method to calculate values of a and b, we may directly use
the results of the solutions of these normal equation.

The gradient ‘b’ (regression coefficient of y on x) and ‘d’ (regression coefficient of x
on y) are calculated as:

b = 
S

S
x y

xx
, where Sxy  = ( )( )

=
− −∑

1

n
i i

i
x x y y  = 

1 1 1

1n n n
i i i i

i i i
x y x y

n= = =
−∑ ∑ ∑

Sxx = ( )
=

−∑ 2

1

n
i

i
x x  = 

2
2

1 1

1n n
i i

i i
x x

n= =

 −∑ ∑  

and d = 
S

S
yx

yy
, where Syy = ( )

=
−∑ 2

1

n
i

i
y y = 

= =

 −∑ ∑  

2
2

1 1

1n n
i

i i
y y

n
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Since the regression line passes through the point ( ,x y ), the mean values of x and
y and the regression equations can be used to find the value of constants a and c as
follows:

a = −y bx  for regression equation of y on x

c = x – d y  for regression equation of x on y

The calculated values of a, b and c, d are substituted in the regression line y = a + bx
and x = c + dy respectively to determine the exact relationship.
Example 14.1: Use least squares regression line to estimate the increase in sales revenue
expected from an increase of 7.5 per cent in advertising expenditure.

Firm Annual Percentage Increase Annual Percentage Increase
in Advertising Expenditure in Sales Revenue

A 1 1
B 3 2
C 4 2
D 6 4
E 8 6
F 9 8
G 11 8
H 14 9

Solution: Assume sales revenue ( y) is dependent on advertising expenditure (x).
Calculations for regression line using following normal equations are shown in Table 14.1

Σ y = na + bΣx and Σ x y = a Σ x + bΣ x2

Table 14.1: Calculation for Normal Equations

Sales Revenue Advertising x2 x y
y Expenditure, x

1 1 1 1
2 3 9 6
2 4 16 8
4 6 36 24
6 8 64 48
8 9 81 72
8 11 121 88
9 14 196 126

 40  56  524  373

Approach 1 (Normal Equations):
Σ y = na + bΣ x or 40 = 8a + 56b

Σ xy = aΣx + bΣ x2 or 373 = 56a + 524b
Solving these equations, we get

a = 0.072 and b = 0.704
Substituting these values in the regression equation

y = a + bx = 0.072 + 0.704x
For x = 7.5% or 0.075 increase in advertising expenditure, the estimated increase in

sales revenue will be
y = 0.072 + 0.704 (0.075) = 0.1248 or 12.48%

Approach 2 (Short-cut method):

b = 
S

S
xy

xx
 = 

93
132

 = 0.704,
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where Sxy = Σ x y  – 
Σ Σx y

n
 = 373 – 

×40 56
8

 = 93

Sxx = Σx2 – 
Σ 2( )x

n
 = 524 – 

2(56)
8

 = 132

The intercept ‘a’ on the y-axis is calculated as:

a = −y b x  = 40
8

 – 0.704 × 56
8

 = 5 – 0.704×7 = 0.072

Substituting the values of a = 0.072 and b = 0.704 in the regression equation, we get
y = a + bx = 0.072 + 0.704 x

For x = 0.075, we have y = 0.072 + 0.704 (0.075) = 0.1248 or 12.48%.

Example 14.2: The owner of a small garment shop is hopeful that his sales are rising
significantly week by week. Treating the sales for the previous six weeks as a typical
example of this rising trend, he recorded them in Rs 1000’s and analysed the results

Week : 1 2 3 4 5 6
Sales : 2.69 2.62 2.80 2.70 2.75 2.81

Fit a linear regression equation to suggest to him the weekly rate at which his sales
are rising and use this equation to estimate expected sales for the 7th week.
Solution: Assume sales ( y) is dependent on weeks (x). Then the normal equations for
regression equation: y = a + bx are written as:

                          Σ y =  na + bΣx and Σxy = aΣx + bΣx2

Calculations for sales during various weeks are shown in Table 14.2.

Table 14.2: Calculations of Normal Equations

Week (x) Sales ( y) x2 xy

1 2.69 1 2.69
2 2.62 4 5.24
3 2.80 9 8.40
4 2.70 16 10.80
5 2.75 25 13.75
6 2.81 36 16.86

21 16.37 91 57.74

The gradient ‘b’ is calculated as:

b =
S

S
xy

xx
 = 0.445

17.5
 = 0.025; Sxy = Σ xy – Σ Σx y

n
 = 57.74 – 

21 16.37
6

×
 = 0.445

Sxx =
2

2 ( )x
x

n
∑−∑  = 91 – 

2(21)
6

 = 17.5

The intercept ‘a’ on the y-axis is calculated as

a = −y b x  = − ×16.37 21
0.025

6 6
= 2.728 – 0.025×3.5 = 2.64

Substituting the values a = 2.64 and b = 0.025 in the regression equation, we have
y = a + bx = 2.64 + 0.025x

For x = 7, we have y = 2.64 + 0.025 (7) = 2.815
Hence the expected sales during the 7th week is likely to be Rs 2.815 (in Rs 1000’s).

14.7.2 Deviations Method

Calculations to least squares normal equations become lengthy and tedious when values
of x and y are large. Thus the following two methods may be used to reduce the
computational time.
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(a) Deviations Taken from Actual Mean Values of x and y If deviations of actual values of
variables x and y are taken from their mean values x and y , then the regression
equations can be written as:

• Regression equation of y on x • Regression equation of x on y
y – y  = byx (x – x ) x – x  = bxy  (y – y )

where by x  = regression coefficient of where bxy  = regression coefficient
= y on x. where bxy = of x on y.

The value of byx can be calculated using The value of bxy  can be calculated
the  using the formula formula

byx  = 2
( ) ( )

( )
x x y y

x x
Σ − −

Σ −
bxy  = 

Σ − −
Σ − 2

( ) ( )
( )

x x y y
y y

(b) Deviations Taken from Assumed Mean Values for x and y If mean value of either x or y or
both are in fractions, then we must prefer to take deviations of actual values of
variables x and y from their assumed means.

• Regression equation of y on x • Regression equation of x on y
y – y  = byx (x – x ) x – x  = bxy (y – y )

where byx  = 2 2

( ) ( )

( )
x y x y

x x

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
where  bxy  = 2 2

( )( )

( )
x y x y

y y

n d d d d

n d d

Σ − Σ Σ

Σ − Σ

n = number of observations n = number of observations
dx = x – A; A is assumed mean of x dx = x – A; A is assumed mean

dx = = of x
dy = y – B; B is assumed mean of y dy = y – B; B is assumed mean

 of y

(c) Regression Coefficients in Terms of Correlation Coefficient If deviations are taken from
actual mean values, then the values of regression coefficients can be alternatively
calculated as follows:

byx = 
Σ − −

Σ − 2
( ) ( )

( )
x x y y

x x
bxy = 

Σ − −
Σ − 2

( ) ( )
( )

x x y y
y y

= 
σ2

Covariance( , )

x

x y
 = y

x
r

σ
⋅

σ
=

σ2
Covariance( , )

y

x y
 = x

y
r

σ⋅
σ

Example 14.3: The following data relate to the scores obtained by 9 salesmen of a company
in an intelligence test and their weekly sales (in Rs 1000’s)

Salesmen : A B C D E F G H I

Test scores : 50 60 50 60 80 50 80 40 70
Weekly sales : 30 60 40 50 60 30 70 50 60

(a) Obtain the regression equation of sales on intelligence test scores of the salesmen.
(b) If the intelligence test score of a salesman in 65, what would be his expected weekly

sales. [HP Univ., MCom, 1996]
Solution: Assume weekly sales (y) as dependent variable and test scores (x) as independent
variable. Calculations for the following regression equation are shown in Table 14.3.

y – y = byx  (x – x )
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Table 14.3: Calculation for Regression Equation

Weekly dx = x – 60 dx
2 Test dy = y – 50 dy

2 dxdy
Sales, x Score, y

50 – 10 100 30 – 20 400 200
60 0 0 60 10 100 0
50 – 10 100 40 – 10 100 100
60 0 0 50 0 0 0
80 20 400 60 10 100 200
50 – 10 100 30 – 20 400 200
80 20 400 70 20 400 400
40 – 20 400 50 0 0 0
70 10 100 60 10 100 100

540 0 1600 450 0 1600 1200

(a) x =
Σ x
n

 = 540
9

 = 60; y  = 
Σ y
n

 = 450
9

 = 50

byx = 2

( )( )

( )
x y x y

x x

d d d d

d d 2

Σ − Σ Σ

Σ − Σ
 = 1200

1600
 = 0.75

Substituting values in the regression equation, we have
y – 50 = 0.75 (x – 60) or y = 5 + 0.75x

For test score x = 65 of salesman, we have
y = 5 + 0.75 (65) = 53.75

Hence we conclude that the weekly sales is expected to be Rs 53.75 (in Rs 1000’s) for a
test score of 65.

Example 14.4: A company is introducing a job evaluation scheme in which all jobs are
graded by points for skill, responsibility, and so on. Monthly pay scales (Rs in 1000’s) are
then drawn up according to the number of points allocated and other factors such as
experience and local conditions. To date the company has applied this scheme to 9 jobs:

Job : A B C D E F G H I

Points : 5 25 7 19 10 12 15 28 16
Pay (Rs) : 3.0 5.0 3.25 6.5 5.5 5.6 6.0 7.2 6.1

(a) Find the least squares regression line for linking pay scales to points.
(b) Estimate the monthly pay for a job graded by 20 points.
Solution: Assume monthly pay (y) as the dependent variable and job grade points (x) as
the independent variable. Calculations for the following regression equation are shown
in Table 14.4.

y – y = byx (x – x )

Table 14.4: Calculations for Regression Equation

Grade dx = x – 15 dx
2 Pay Scale, y dy = y – 5 dy

2 dx dy
Points, x

5 – 10 100 3.0 – 2.0 4 20
25 10 100 5.0 ← B 0 0 0

7 – 8 64 3.25 – 1.75 3.06 14
19 4 16 6.5 1.50 2.25 6
10 – 5 25 5.5 0.50 0.25 – 2.5
12 – 3 9 5.6 0.60 0.36 – 1.8
15 ← A 0 0 6.0 1.00 1.00 0
28 13 169 7.2 2.2 4.84 28.6
16 1 1 6.1 1.1 1.21 1.1

137 2 484 48.15 3.15 16.97 65.40
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(a) x  = x
n

Σ  = 
137

9
 = 15.22; y  = 

y
n
Σ

 = 48.15
9

 = 5.35

Since mean values x  and y  are non-integer value, therefore deviations are taken from
assumed mean as shown in Table 14.4.

byx = 2 2

( ) ( )

( )
x y x y

x x

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
 = 2

9 65.40 2 3.15
9 484 (2)

× − ×
× −

 = 
582.3
4352

 = 0.133

Substituting values in the regression equation, we have
y – y  = byx (x – x ) or y – 5.35 = 0.133 (x – 15.22) = 3.326 + 0.133x

(b) For job grade point x=20, the estimated average pay scale is given by
y = 3.326 + 0.133x = 3.326 + 0.133 (20) = 5.986

Hence, likely monthly pay for a job with grade points 20 is Rs 5986.

Example 14.5: The following data give the ages and blood pressure of 10 women.
Age : 156 142 136 147 149 142 160 172 163 155
Blood pressure : 147 125 118 128 145 140 155 160 149 150

(a) Find the correlation coefficient between age and blood pressure.
(b) Determine the least squares regression equation of blood pressure on age.
(c) Estimate the blood pressure of a woman whose age is 45 years.

[Ranchi Univ. MBA; South Gujarat Univ., MBA, 1997]
Solution: Assume blood pressure (y) as the dependent variable and age (x) as the
independent variable. Calculations for regression equation of blood pressure on age are
shown in Table 14.5.

Table 14.5: Calculations for Regression Equation

Age, x dx = x – 49 dx
2 Blood, y dy = y – 145 dy

2 dx dy

56 7 49 147 2 4 14
42 – 7 49 125 – 20 400 140
36 – 13 169 118 – 27 729 351
47 – 2 4 128 – 17 289 34
49 ← A 0 0 145 ← B 0 0 0
42 – 7 49 140 – 5 25 35
60 11 121 155 10 100 110
72 23 529 160 15 225 345
63 14 196 149 4 16 56
55 6 36 150 5 25 30

522 32 1202 1417 – 33 1813 1115

(a) Coefficient of correlation between age and blood pressure is given by

r =
2 2 2 2( ) ( )

x y x y

x x y y

n d d d d

n d d n d d

Σ − Σ Σ

Σ − Σ Σ − Σ

=
2 2

10(1115) (32) ( 33)

10(1202) (32) 10(1813) ( 33)

− −

− − −

=
+

− −
11150 1056

12020 1024 18130 1089
 = 12206

13689
 = 0.892

We may conclude that there is a high degree of positive correlation between age and
blood pressure.

(b) The regression equation of blood pressure on age is given by

y – y = byx (x – x )
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x =  
x

n
Σ

 = 522
10

 = 52.2; y  = 
y

n
Σ

 = 
1417
10

 = 141.7

and byx = 2 2( )
x y x y

x x

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
 = 2

10(1115) 32( 33)
10(1202) (32)

− −
−

 = 12206
10996

 = 1.11

Substituting these values in the above equation, we have
y – 141.7 = 1.11 (x – 52.2) or y = 83.758+1.11x

This is the required regression equation of y on x.
(c) For a women whose age is 45, the estimated average blood pressure will be

y = 83.758+1.11(45) = 83.758+49.95 = 133.708
Hence, the likely blood pressure of a woman of 45 years is 134.

Example 14.6: The General Sales Manager of Kiran Enterprises—an enterprise dealing
in the sale of readymade men’s wear—is toying with the idea of increasing his sales to
Rs 80,000. On checking the records of sales during the last 10 years, it was found that
the annual sale proceeds and advertisement expenditure were highly correlated to the
extent of 0.8. It was further noted that the annual average sale has been Rs 45,000 and
annual average advertisement expenditure Rs 30,000, with a variance of Rs 1600 and Rs
625 in advertisement expenditure respectively.

In view of the above, how much expenditure on advertisement would you suggest
the General Sales Manager of the enterprise to incur to meet his target of sales?

[Kurukshetra Univ., MBA, 1998]
Solution: Assume advertisement expenditure (y) as the dependent variable and sales (x)
as the independent variable. Then the regression equation advertisement expenditure
on sales is given by

(y – y ) = r
σ

−
σ

( )y

x
x x

Given r = 0.8, σx = 40, σy = 25, x  = 45,000, y  = 30,000. Substituting these value
in the above equation, we have

(y – 30,000) = 0.8 25
40

 (x – 45,000) = 0.5 (x – 45,000)

y = 30,000 + 0.5x – 22,500 = 7500 + 0.5x
When a sales target is fixed at x = 80,000, the estimated amount likely to the spent on

advertisement would be
y = 7500 + 0.5×80,000 = 7500 + 40,000 = Rs 47,500

Example 14.7: You are given the following information about advertising expenditure
and sales:

Advertisement (x) Sales (y)
(Rs in lakh) (Rs in lakh)

Arithmetic mean, x 10 90
Standard deviation, σ 3 12

Correlation coefficient = 0.8
(a) Obtain the two regression equations.
(b) Find the likely sales when advertisement budget is Rs 15 lakh.
(c) What should be the advertisement budget if the company wants to attain sales target

of Rs 120 lakh? [Kumaon Univ., MBA, 2000, MBA, Delhi Univ., 2002]
Solution: (a) Regression equation of x on y is given by

x – x = r
σ
σ

x

y
y y( )−

Given x  = 10, r = 0.8, σx = 3, σy = 12, y  = 90. Substituting these values in the
above regression equation, we have
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x – 10 = 0.8 
3

12
 (y – 90) or  x = – 8 + 0.2y

Regression equation of y on x is given by

(y – y ) = ( )y

x
r x x

σ
−

σ

y – 90 = 0.8 12
( 10)

3
x − or y = 58 + 3.2x

(b) Substituting x = 15 in regression equation of y on x. The likely average sales
volume would be

y = 58 + 3.2 (15) = 58 + 48 = 106
Thus the likely sales for advertisement budget of Rs 15 lakh is Rs 106 lakh.

(c) Substituting y = 120 in the regression equation of x on y. The likely advertisement
budget to attain desired sales target of Rs 120 lakh would be

x = – 8 + 0.2 y = – 8 + 0.2 (120) = 16
Hence, the likely advertisement budget of Rs 16 lakh should be sufficient to attain

the sales target of Rs 120 lakh.

Example 14.8: In a partially destroyed laboratory record of an analysis of regression
data, the following results only are legible:

Variance of x = 9
Regression equations : 8x – 10y + 66 = 0 and 40x – 18y = 214

Find on the basis of the above information:
(a) The mean values of x and y,
(b) Coefficient of correlation between x and y, and
(c) Standard deviation of y. [Pune Univ., MBA, 1996; CA May 1999]
Solution: (a) Since two regression lines always intersect at a point ( ,x y ) representing
mean values of the variables involved, solving given regression equations to get the mean
values x  and y  as shown below:

8x – 10y = – 66
40x – 18y = 214

Multiplying the first equation by 5 and subtracting from the second, we have
32y = 544 or y = 17, i.e. y  = 17

Substituting the value of y in the first equation, we get
8x – 10(17) = – 66 or x = 13, that is, x  = 13

(b) To find correlation coefficient r between x and y, we need to determine the
regression coefficients bxy and byx.

Rewriting the given regression equations in such a way that the coefficient of dependent
variable is less than one at least in one equation.

8x – 10 y = – 66 or 10 y = 66 + 8x or y= 66 8
10 10

x+
That is, byx = 8/10 = 0.80

40x – 18y = 214 or 40x = 214 + 18y or x = 214 18
40 40

y+

That is, bxy = 18/40 = 0.45
Hence coefficient of correlation r between x and y is given by

r = xy yxb b×  = 0.45 0.80×  = 0.60
(c) To determine the standard deviation of y, consider the formula:

byx = r y

x

σ
σ

or σy = yx xb

r

σ
= 0.80 3

0.6
×  = 4

Example 14.9: There are two series of index numbers, P for price index and S for stock
of a commodity. The mean and standard deviation of P are 100 and 8 and of S are 103
and 4 respectively. The correlation coefficient between the two series is 0.4. With these
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data, work out a linear equation to read off values of P for various values of S. Can the
same equation be used to read off values of S for various values of P?
Solution: The regression equation to read off values of P for various values S is given by

P = a + bS or (P – P ) = r 
σ

−
σ

(S S)p

s

Given P  = 100, S  = 103, σp = 8, σs = 4, r = 0.4. Substituting these values in the
above equation, we have

P – 100 = 0.4 8
(S 103)

4
− or P = 17.6 + 0.8 S

This equation cannot be used to read off values of S for various values of P. Thus to read
off values of S for various values of P we use another regression equation of the form:

S = c + dP or S S−  = (P P)s

p

σ −
σ

Substituting given values in this equation, we have

S – 103 = 0.4 4
8

 (P – 100) or S = 83 + 0.2P

Example 14.10: The two regression lines obtained in a correlation analysis of 60
observations are:

5x = 6x + 24 and 1000y = 768 x – 3708
What is the correlation coefficient and what is its probable error? Show that the ratio

of the coefficient of variability of x to that of y is 5/24. What is the ratio of variances of x
and y?
Solution: Rewriting the regression equations

5x = 6y + 24 or x = 6 24
5 5

y +
That is, bxy = 6/5

1000y = 768x – 3708 or y = 
768 3708

1000 1000
x −

That is, byx = 768/1000

We know that bx y  = r 
σ
σ

x

y
 = 6

5
 and byx = r y

x

σ
σ

 = 
768

1000
, therefore

bx ybyx = r2 = 
6 768
5 1000

×  = 0.9216

Hence r = 0.9216  = 0.96.
Since both bxy and byx are positive, the correlation coefficient is positive and hence

r = 0.96.

Probable error of r = 0.6745 
21 r

n
−

= 0.6745 
21 (0.96)

60
−

= 0.0528
7.7459

= 0.0068

Solving the given regression equations for x and y, we get x  = 6 and y  = 1 because
regression lines passed through the point ( x y, ).

Since x

y
r

σ
σ

 = 6
5

 or  0.96 x

y

σ
σ

 = 6
5

 or x

y

σ
σ

 = 
6

5 0.96×
 = 5

4

Also the ratio of the coefficient of variability = /
/

x

y

x
y

σ
σ

 = x

y

y
x

σ⋅
σ

 = 1 5
6 4

×  = 
5

24
.

14.7.3 Regression Coefficients for Grouped Sample Data

The method of finding the regression coefficients bx y  and byx  would be little different
than the method discussed earlier for the case when data set is grouped or classified into
frequency distribution of either variable x or y or both. The values of bxy and byx shall be
calculated using the formulae:
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bxy = 2 2( )
x y x y

y y

n d d fd fd h
kn fd fd

Σ − Σ Σ
×

Σ − Σ

byx = 2 2( )
x y x y

x x

n fd d fd fd k
hn fd fd

Σ − Σ Σ
×

Σ − Σ
where h = width of the class interval of sample data on x variable

k = width of the class interval of sample data on y variable

Example 14.11: The following bivariate frequency distribution relates to sales turnover
(Rs in lakh) and money spent on advertising (Rs in 1000’s). Obtain the two regression
equations

Sales Turnover Advertising Budget (Rs in 1000’s)

(Rs in lakh) 50–60 60–70 70–80 80–90
20–050 2 1 2 5
50–080 3 4 7 6
80–110 1 5 8 6

110–140 2 7 9 2

Estimate (a) the sales turnover corresponding to advertising budget of Rs 1,50,000,
and (b) the advertising budget to achieve a sales turnover of Rs 200 lakh.
Solution: Let x and y represent sales turnover and advertising budget respectively. Then
the regression equation for estimating the sales turnover (x) on advertising budget (y) is
expressed as:

x – x = bxy (y – y )

where  bxy = 2 2( )
x y x y

y y

n fd d fd fd

n fd fd

Σ − Σ Σ

Σ − Σ

Table 14.6: Calculations for Regression Coefficients

Advertising Budget

 y 50–60 60–70 70–80 80–90
m.v 55 65 75 85 f fdx f dx

2 fdx dy
    Sales dy – 2 – 1 0 1

x m.v. dx

20–50 35 1 2 1 2 5 10 – 10 10 0
4 1 — – 5

50–80 65 0 3 4 7 6 20 0 0 0
— — — —

80–110 95 1 1 5 8 6 20 20 20 – 1
– 2 – 5 — 6

110–140 125 2 2 7 9 2 20 40 80 – 18
– 8 – 14 — 4

f 8 17 26 19 n = 70 50 = 110 = – 19
Σ fdx Σ fdx

2 Σ fdxdy

fdy – 16 – 17 0 19 – 14 =
Σ f dy

fdy
2 32 17 0 19 68 =

Σ f dy
2

fdxdy – 6 – 18 0 5 – 19 =
Σ fdxdy
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Similarly, the regression equation for estimating the advertising budget (y) on sales
turnover of Rs 200 lakh is written as:

y – y  = byx (x – x )

where  byx = 2 2

( ) ( )

( )
x y x y

x x

n fd d fd fd

n fd fd

Σ − Σ Σ

Σ − Σ
The calculations for regression coefficients bxy and byx are shown in Table 14.6.

x = A + xfd
h

n
Σ

×  = 65 + 50
30

70
×  = 65 + 21.428 = 86.428

y = B + yfd
k

n

Σ
×  = 75 – 14

70
 × 10 = 75 – 2 = 73

bxy = 2 2

( ) ( )

( )
x y x y

y y

n fd d fd fd h
kn fd fd

Σ − Σ Σ
×

Σ − Σ = 2

70 19 (50)( 14) 30
70 68 ( 14) 10
× − − − ×

× − −

= 
1330 700 30
4760 196 10

− + ×
−

 = 
18,900

45,640
−

 = – 0.414

byx = 2 2

( ) ( )

( )
x y x y

x x

n fd d fd fd k
hn fd fd

Σ − Σ Σ
×

Σ − Σ
= 2

70 19 (50) ( 14) 10
3070 110 (50)

× − − − ×
× −

= 
1330 700 10

7700 2500 30
− + ×

−
 = 

6300
1,56,000

−
 = – 0.040

Substituting these values in the two regression equations, we get
(a) Regression equation of sales turnover (x) to advertising budget ( y) is:

x – x = bxy  (y – y )
x – 86.428 = – 0.414 (y – 73), or x = 116.65 – 0.414 y

For y = 150, we have x = 116.65 – 0.414 × 150 = Rs 54.55 lakh
(b) Regression equation of advertising budget (y) on sales turnover (x) is:

y – y = byx (x – x )
y – 73 = – 0.040 (x – 86.428) or y = 76.457– 0.04x

For x = 200, we have y = 76.457 – 0.04 (200) = Rs 68.457 thousand.

S e l f-P r a c t i c e  P r o b l e m s  14A

14.1 The following calculations have been made for prices of
twelve stocks (x) at the Calcutta Stock Exchange on a
certain day along with the volume of sales in thousands
of shares (y). From these calculations find the regression
equation of price of stocks on the volume of sales of
shares.

Σ x = 580, Σ y = 370, Σ xy = 11494,
Σ x2 = 41658, Σ y2 = 17206.

[Rajasthan Univ., MCom, 1995]
14.2 A survey was conducted to study the relationship

between expenditure (in Rs) on accommodation (x) and
expenditure on food and entertainment (y) and the
following results were obtained:

Mean Standard
Deviation

• Expenditure on 173..1 63.15
• accommodation
• Expenditure on food 47.8 22.98
• and entertainment
• Coefficient of correlation  r = 0.57

Write down the regression equation and estimate the
expenditure on food and entertainment if the
expenditure on accommodation is Rs 200.

[Bangalore Univ., BCom, 1998]
14.3 The following data give the experience of machine

operators and their performance ratings given by the
number of good parts turned out per 100 pieces:
Operator : 11 12 13 4 5 16 7 18
experience (x) : 16 12 18 4 3 10 5 12
Performance
ratings  (y) : 87 88 89 68 78 80 75 83
Calculate the regression lines of performance ratings
on experience and estimate the probable performance
if an operator has 7 years experience.

[Jammu Univ., MCom; Lucknow Univ., MBA, 1996]
14.4 A study of prices of a certain commodity at Delhi and

Mumbai yield the following data:
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Delhi Mumbai

• Average price per kilo (Rs) 2.463 2.797
• Standard deviation 0.326 0.207
• Correlation coefficient
• between prices at Delhi
• and Mumbai r = 0.774

Estimate from the above data the most likely price (a) at
Delhi corresponding to  the price of Rs 2.334 per kilo at
Mumbai (b) at Mumbai corresponding to the price of
3.052 per kilo at Delhi.

14.5 The following table gives the aptitude test scores and
productivity indices of 10 workers selected at random:
Aptitude
scores (x) : 60 62 65 70 72 48 53 73 65 82
Productivity
index (y) : 68 60 62 80 85 40 52 62 60 81
Calculate the two regression equations and estimate (a)
the productivity index of a worker whose test score is
92, (b) the test score of a worker whose productivity
index is 75. [Delhi Univ., MBA, 2001]

14.6 A company wants to assess the impact of R&D
expenditure (Rs in 1000s) on its annual profit; (Rs in
1000’s). The following table presents the information
for the last eight years:

Year R & D expenditure Annual profit

1991 9 45
1992 7 42
1993 5 41
1994 10 60
1995 4 30
1996 5 34
1997 3 25
1998 2 20

Estimate the regression equation and predict the annual
profit for the year 2002 for  an allocated sum of Rs
1,00,000 as R&D expenditure.

[ Jodhpur Univ., MBA, 1998]
14.7 Obtain the two regression equations from the following

bivariate frequency distribution:

Sales Revenue Advertising Expenditure (Rs in thousand)
(Rs in lakh) 5–15 15–25 25–35 35–45

75–125 3 4 4 8
125–175 8 6 5 7
175–225 2 2 3 4
225–275 3 3 2 2

Estimate (a) the sales corresponding to advertising
expenditure of Rs 50,000, (b) the advertising
expenditure for a sales revenue of Rs 300 lakh, (c) the
coefficient of correlation. [Delhi Univ., MBA, 2002]

14.8 The personnel manager of an electronic manufacturing
company devises a manual test for job applicants to
predict their production rating in the assembly

department. In order to do this he selects a random
sample of 10 applicants. They are given the test and
later assigned a production rating. The results are as
follows:

Worker : A B C D E F G H I J

Test score : 53 36 88 84 86 64 45 48 39 69
Production
rating : 45 43 89 79 84 66 49 48 43 76

Fit a linear least squares regression equation of
production rating on test score.  [Delhi Univ., MBA, 200]

14.9 Find the regression equation showing the capacity
utilization on production from the following data:

Average Standard
Deviation

• Production 35.6 10.5
• (in lakh units) :
• Capacity utilization
• (in percentage) : 84.8 8.5
• Correlation coefficient r = 0.62

Estimate the production when the capacity utilization is
70 per cent.

[Delhi Univ., MBA, 1997; Pune Univ., MBA, 1998]
14.10 Suppose that you are interested in using past

expenditure on R&D by a firm to predict current
expenditures on R&D. You got the following data by
taking a random sample of firms, where x is the amount
spent on R&D (in lakh of rupees) 5 years ago and y is
the amount spent on R&D (in lakh of rupees) in the
current year:

x : 30 50 20 180 10 20 20 40
y : 50 80 30 110 20 20 40 50

(a) Find the regression equation of y on x.
(b) If a firm is chosen  randomly and x = 10, can you use

the regression to predict the value of y? Discuss.
[Madurai-Kamraj Univ., MBA, 2000]

14.11 The following data relates to the scores obtained by a
salesmen of a company in an intelligence test and their
weekly sales (in Rs. 1000’s ):

Salesman
intelligence : A B C D E F G H I
Test score : 50 60 50 60 80 50 80 40 70
Weekly sales : 30 60 40 50 60 30 70 50 60

(a) Obtain the regression equation of sales on
intelligence test scores of the salesmen.

(b) If the intelligence test score of a salesman is 65,
what would be his expected weekly sales?

[HP Univ., M.com., 1996]
14.12 Two random variables have the regression equations:

3x + 2y – 26 = 0 and 6x + y – 31 = 0
(a) Find the mean values of x and y and coefficient of

correlation between x and y.
(b) If the varaince of x is 25, then find the standard

deviation of y from the data.
[MD Univ., M.Com., 1997; Kumaun Univ., MBA, 2001]
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14.13 For a given set of bivariate data, the fiollowing results
were obtained

x = 53.2, y  = 27.9,
Regression coefficient of y on x = – 1.5, and Regression
coefficient of x and y = – 0.2.
Find the most probable value of y when x = 60.

14.14 In trying to evaluate the effectiveness in its advertising
compaign, a firm compiled the following information:
Calculate the regression equation of sales on advertising
expenditure. Estimate the probable sales when
advertisement expenditure is Rs. 60 thousand.

Year Adv. expenditure Sales
(Rs. 1000’s) (in lakhs Rs)

1996 12 5.0
1997 15 5.6
1998 17 5.8
1999 23 7.0
2000 24 7.2
2001 38 8.8
2002 42 9.2
2003 48 9.5

[Bharathidasan Univ., MBA, 2003]

H i n t s  a n d  A n s w e r s

14.1 x  = Σx/n = 580/12 = 48.33;

y  = Σy/n = 370/12 = 30.83

bxy = 2 2( )
xy n x y
y n y

Σ −
Σ −

= 2
11494 12 48.33 30.83

17206 12(30.83)
− × ×

−
= – 1.102

Regression equation of x on y:
x – x = bxy (y – y )

x – 48.33 = – 1.102 (y – 30.83)
or x = 82.304 – 1.102y

14.2 Given x  = 172, y = 47.8, σx = 63.15, σy = 22.98, and
r = 0.57
Regression equation of food and entertainment (y) on
accomodation (x) is given by

y – y = r ( )y

x
x x

σ
−

σ

y – 47.8 = 0.57 22.98
63.15

(x  – 173)

or y = 11.917 + 0.207x
For x = 200, we have y = 11.917 + 0.207(200) = 53.317

14.3 Let the experience and performance rating be
represented by x and y respectively.

x  = Σ x/n = 80/8 = 10; y  = Σ y/n = 648/8 = 81

byx = 2 2( )
x y x y

x x

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
 = 

247
218

 = 1.133;

where dx = x – x , dy = y – y

Regression equation of y on x

y – y = byx (x – x )

or y – 81 = 1.133 (x – 10)
or y = 69.67 + 1.133x
When x = 7, y = 69.67 + 1.133 (7) = 77.60 ≅ 78

14.4 Let price at Mumbai and Delhi be represented by x and
y, respectively

(a) Regression equation of y on x

y – y = r
σ
σ

y

x
 (x – x )

y – 2.463 = 0.774
0.326
0.207

(x – 2.797)

For x = Rs 2.334, the price at Delhi would be
y = Rs 1.899.
(b) Regression on equation of x on y

x – x =  r ( )x

y
y y

σ −
σ

or x – 2.791 = 0.774 
0.207
0.326

  (y – 2.463)

For y = Rs 3.052, the price at Mumbai would be
x = Rs 3.086.

14.5 Let aptitude score and productivity index be represented
by x and y respectively.

x  = Σx/n = 650/10 = 65; y  = Σy/n = 650/10 = 65

bxy = 2 2

( ) ( )

( )
x y x y

y y

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
 = 

1044
1752

 = 0.596;

where  dx = x – x ; dy = y – y

(a) Regression equation of x on y
x – x = bxy (y – y )

or x  – 65 = 0.596 (y – 65)
or x = 26.26 + 0.596y
When y = 75, x = 26.26 + 0.596 (75) = 70.96 ≅ 71

(b) byx = 2 2

( ) ( )

( )
x y x y

x x

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
 = 1044

894
 = 1.168

y – y = byx (x – x )
or y – 65 =  1.168 (x  – 65)
or y = – 10.92 + 1.168x
When  x = 92, y = – 10.92 + 1.168 (92) = 96.536 ≅ 97

14.6 Let R&D expenditure and annual profit be denoted by
x and y respectively



500 BUSINESS S TAT I S T I C S

x  = Σx/n = 40/8 = 5.625; y  = Σy/n = 297/8 = 37.125

byx = 2 2

( )( )

( )
x y x y

x x

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
= 2

8 238 ( 3) (1)
8 57 ( 3)
× − −

× − −

= 4.266 ;
where dx = x – 6, dy = y – 37
Regression equation of annual profit on R&D
expenditure

y – y = byx (x – x )
y – 37.125 = 4.26 (x – 5.625)

or   y = 13.163 + 4.266x
For x = Rs 1,00,000 as R&D expenditure, we have from
above equation y = Rs 439.763 as annual profit.

14.7 Let sales revenue and advertising expenditure be
denoted by x and y respectively

x  = A + xfd
h

n
Σ

×  = 150 + 
12

50
66

×  = 159.09

y  = B + yfd
k

n

Σ
×  = 30 – 

26
10

66
×  = 26.06

bxy = 2 2

( ) ( )

( )
x y x y

y y

n fd d fd fd h
kn fd fd

Σ − Σ Σ
×

Σ − Σ

= 2
66 ( 14) 12( 26) 50

1066(100) ( 26)
− − −

×
− −

 = – 0.516

(a) Regression equation of x on y
x – x = bxy (y – y )

x – 159.09 = – 0.516 (y – 26.06)
or  x = 172.536 – 0.516y
For y = 50, x = 147.036
(b) Regression equation of y on x

byx = 2 2

( ) ( )

( )
x y x y

x x

n fd d fd fd k
hn fd fd

Σ − Σ Σ
×

Σ − Σ

= 2
66 ( 14) 12( 26) 10

5066 (70) (12)
− − −

×
−

 = – 0.027.

y – y = byx (x – x )
   y – 26.06 = – 0.027 (x – 159.09)

y = 30.355 – 0.027x
For x = 300, y = 22.255

(c) r = xy yxb b×  = – ×0.516 0.027  = – 0.1180

14.8 Let test score and production rating be denoted by x
and y respectively.
x  = Σ x/n = 612/10 = 61.2;
y  = Σ y/n = 622/10 = 62.2

byx = 2 2

( ) ( )

( )
x y x y

x x

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
 = 2

10 3213 2 2
10 3554 (2)

× − ×
× −

 = 0.904

Regression equation of production rating (y) on test
score (x) is given by

y – y = byx (x – x )
y – 62.2 = 0.904 (x – 61.2)

y = 6.876 + 0.904x

14.9 Let production and capacity utilization be denoted by x
and y, respectively.
(a) Regression equation of capacity utilization (y) on
production (x)

y – y = r ( )y

x
x x

σ
−

σ

 y – 84.8 = 0.62 8.5
10.5

 (x – 35.6)

y = 66.9324 + 0.5019x
(b) Regression equation of production (x) on capacity
utilization (y)

x – x = r ( )x

y
y y

σ −
σ

x – 35.6 = 0.62 
10.5
8.5

(y – 84.8)

x = – 29.3483 + 0.7659y
When y = 70, x = – 29.3483+0.7659(70) = 24.2647
Hence the estimated production is 2,42,647 units when
the capacity utilization is 70 per cent.

14.10 x  = Σ x/n = 270/8 = 33.75; y  = Σ y/n = 400/8 = 50

byx = 2 2

( )( )

( )
x y x y

x x

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
= 2

8 4800 6 0
8 3592 (6)
× − ×
× −

= 1.338;
where dx = x – 33 and dy = y – 50
Regression equation of y on x

y – y = byx (x – x )
y – 50 = 1.338 (x – 33.75)

y = 4.84 + 1.338x
For x = 10, y = 18.22

14.11 Let intelligence test score be denoted by x and weekly
sales by y

x  = 540/9 = 60;  y  = 450/9 = 50,

byx = 2 2
( )( )
( )x x

n dx dy dx dy
n d d

Σ − Σ Σ
Σ − Σ

 = 
9 1200
9 1600

×
×

 = 0.75

Regression equation of y on x :

y y−  = ( )yxb x x−

y – 50 = 0.75 (x – 60)
y = 5 + 0.75x

For x = 65, y = 5 + 0.75 (65) = 53.75
14.12 (a) Solving two regression lines:

3x + 2y = 6 and 6x + y = 31

we get mean values as x  = 4 and  y  = 7
(b) Rewritting regression lines as follows:

3x + 2y = 26 or y = 13 – (3/2)x,
So byx = – 3/2

6x + y = 31 or x = 31/6 – (1/6)y,
So bxy = – 1/6
Correlation coefficient,

r = xy yxb b×  = (3 / 2)(1 / 6)−  = – 0.5
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Given, Var(x) = 25, so σx = 5. Calculate σy using the
formula:

byx = y

y
r

σ
σ

or 3
2

− = 0.5
5

yσ
or σy = 15

14.13 The regression equation of y on x is stated as:

y y− = ( )xyb x x− = ( )y

x
r x x

σ
⋅ −

σ

Given, x  = 53.20; y  = 27.90, byx = – 1.5;  bxy = – 0.2

Thus y – 27.90 = – 1.5(x – 53.20)
or y = 107.70 – 1.5x
For x = 60, we have y = 107.70 – 1.5(60) = 17.7

Also r = yx xyb b×  = – 1.5 0.2×  = – 0.5477

14.14 Let advertising expenditure and sales be denoted by x
and y respectively.

x  = Σ x/n = 217/8 = 27.125; y  = Σ y/n = 58.2/8 = 7.26

byx = 2 2
( )( )
( )x

n dx dy dx dy
n d dx

−∑ ∑ ∑
−∑ ∑

= 2
8(172.2) (25)(2.1)

8(1403) (25)
−

−
 = 

1325.1
10599

 = 0.125

Thus regression equation of y on x is:

y y− = ( )yxb x x−

or y – 7.26 = 0.125(x – 27.125)
y = 3.86 + 0.125x

When x = 60, the estimated value of y = 3.869 +
0.125(60) = 11.369

14.8 STANDARD ERROR OF ESTIMATE AND PREDICTION INTERVALS

The pattern of dot points on a scatter diagram is an indicator of the relationship between
two variables x and y. Wide scatter or variation of the dot points about the regression line
represents a poor relationship. But a very close scatter of dot points about the regression
line represents a close relationship between two variables. The variability in observed
values of dependent variable y about the regression line is measured in terms of residuals.
A residual is defined as the difference between an observed value of dependent variable
y and its estimated (or fitted) value ŷ  determined by regression equation for a given
value of the independent variable x. The residual about the regression line is given by

Residual ei = yi – îy

The residual values ei are plotted on a diagram with respect to the least squares
regression line ŷ  = a + bx. These residual values represent error of estimation for
individual values of dependent variable and are used to estimate, the variance σ2 of the
error term. In other words, residuals are used to estimate the amount of variation in the
dependent variable with respect to least squares regression line. Here it should be noted
that the variations are not the variations (deviations) of observations from the mean value
in the sample data set, rather these variations are the vertical distances of every  observation
(dot point) from the least squares line as shown in Fig. 14.3.

Since sum of the residuals is zero, therefore it is not possible to determine the total
amount of error by summing the residuals. This zero-sum characteristic of residuals can
be avoided by squaring the residuals and then summing them. That is

=
∑ 2

1

n
i

i
e = ( )

=
−∑ 2

1
ˆ

n
i i

i
y y  ← Error or Residual sum of squares

This quantity is called the sum of squares of errors (SSE).
The estimate of variance of the error term σe

2 or S2
y.x is obtained as follows:

2S yx  or 2ˆ eσ  = 
2

2
ie

n
Σ

−
 = 

2( )
2

i iy y
n

Σ −
−

 = 
2

SSE
n −

The denominator, n – 2 represents the error or residual degrees of freedom and is determined
by subtracting from sample size n the number of parameters β0 and β1 that are estimated
by the sample parameters a and b in the least squares equation. The subscript ‘yx’ indicates
that the standard deviation is of dependent variable y, given (or conditional) upon
independent variable x.

The standard error of estimate Syx also called standard deviation of the error term t measures
the variability of the observed values around the regression line, i.e. the amount
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by which the �y  values are away from the sample y values (dot points). In other words, Syx
is based on the deviations of the sample observations of y-values from the least squares
line or the estimated regression line of �y  values. The standard deviation of error about
the least squares line is defined as:

Syx or σe =
2ˆ( )

2
y y
n

Σ −
−

 = 
SSE

2n −
(14-4)

To simplify the calculations of Syx, generally the following formula is used

Syx = 
2ˆ( )

2
y y
n

Σ −
−

 = 
2

2
y a y b xy

n
Σ − Σ − Σ

−
The variance S2

yx measures how the least squares line ‘best fits’ the sample y-values. A large
variance and standard error of estimate indicates a large amount of scatter or dispersion
of dot points around the line. Smaller the value of Syx, the closer the dot points (y-values)
fall around the regression line and better the line fits the data and describes the better
average relationship between the two variables. When all dot points fall on the line, the
value of Syx is zero, and the relationship between the two variables is perfect.

A smaller variance about the regression line is considered useful in predicting the
value of a dependent  variable y. In actual practice, some variability is always left over
about the regression line. It is important to measure such variability due to the following
reasons:

(i) This value provides a way to determine the usefulness of the regression line in
predicting the value of the dependent variable.

(ii) This value can be used to construct interval estimates of the dependent variable.
(iii) Statistical inferences can be made about other components of the problem.
Figure 14.4 displays the distribution of conditional average values of y about a least

squares regression line for given values of independent variable x. Suppose the amount
of deviation in the values of y given any particular value of x follow normal distribution.
Since average value of y changes with the value  of x, we have different normal distributions
of y-values for every value of x, each having same standard deviation. When a relationship
between two variables x and y exists, the standard deviation (also called standard error of
estimate) is less than the standard deviation of all the x-values in the population computed
about their mean.

Based on the assumptions of regression analysis, we can describe sampling properties
of the sample estimates such as a, b, and Syx, as these vary from sample to sample. Such
knowledge is useful in making statistical inferences about the relationship between the
two variables x and y.

Figure 14.3
Residuals
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The standard error of estimate can also be used to determine an approximate interval
estimate based on sample data (n < 30) for the value of the dependent variable y for a
given value of the independent  variable x as follows:

Approximate interval estimate = ŷ  ± tdf Syx

where value of t is obtained using t-distribution table based upon a chosen probability
level. The interval estimate is also called a prediction interval.

Example 14.12: The following data relate to advertising expenditure (Rs in lakh) and
their corresponding sales (Rs in crore)

Advertising expenditure : 10 12 15 23 20
Sales : 14 17 23 25 21

(a) Find the equation of the least squares line fitting the data.
(b) Estimate the value of sales corresponding to advertising expenditure of Rs 30 lakh.
(c) Calculate the standard error of estimate of sales on advertising expenditure.
Solution: Let the advertising expenditure be denoted by x and sales by y.

(a) The calculations for the least squares line are shown in Table 14.7

Table 14.7: Calculations for Least Squares Line

Advt. dx = x – 16 dx
2 Sales dy = y – 20 dy

2 dxdy

Expenditure, x y

10 – 6 36 14 – 6 36 36
12 – 4 16 17 – 3 9 12
15 – 1 1 23 3 9 – 3
23 7 49 25 5 25 35
20 4 16 21 1 1 4
80 0 118 100 0 80 84

x = Σx/n =  80/5 = 16; y = Σy/n  = 100/5 = 20

byx = 2 2( )
x y x y

x x

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
 = 

5 84
5 118

×
×

 = 0.712

(a) Regression equation of y on x is

y – y = byx (x – x )
y – 20 = 0.712 (x – 16)

y = 8.608 + 0.712 x
where parameter a = 8.608 and b = 0.712.

Table 14.8 gives the fitted values and the residuals for the data in Table 14.7. The
fitted values are obtained by substituting the value of x into the regression equation
(equation for the least squares line). For example, 8.608 + 0.712(10) = 15.728. The

Figure 14.4
Regression Line Showing the
Error Variance
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residual is equal to the actual value minus fitted value. The residuals indicate how well
the least squares line fits the actual data values.

Table 14.8: Fitted Values and Residuals for Sample Data

Value, x Fitted Value Residuals
y = 8.608 + 0.712x

10 15.728 – 5.728
12 17.152 – 5.152
15 19.288 – 4.288
23 24.984 – 1.984
20 22.848 – 2.848

(b) The least squares equation obtained in part (a) may be used to estimate the sales
turnover corresponding to the advertising expenditure of Rs 30 lakh as:

ŷ  = 8.608 + 0.712x = 8.608 + 0.712 (30) = Rs 29.968 crore
(c) Calculations for standard error of estimate Sy⋅x of sales (y) on advertising expenditure

(x) are shown in Table 14.9.

Table 14.9: Calculations for Standard Error of Estimate

x y y2 xy

10 14 196 140
12 17 289 204
15 23 529 345
23 25 625 575
20 21 441 420

80 100 2080 1684

Sy⋅x = 
2

2
y a y b xy

n
Σ − Σ − Σ

−
= 

2080 8.608 100 0.712 1684
5 2

− × − ×
−

= 
2080 860.8 1199

3
− −

 = 2.594

14.8.1 Coefficient of Determination: Partitioning of Total Variation

The objective of regression analysis is to develop a regression model that best fits the

sample data, so that the residual variance 2
.S y x is as small as possible. But the value of 2

.S y x

depends on the scale with which the sample y-values are measured. This drawback with

the calculation of 2
.S y x  restricts its interpretation unless we consider the units in which

the y-values are measured. Thus, we need another measure of fit called coefficient of
determination that is not affected by the scale with which the sample y-values are measured.
It is the proportion of variability of the dependent variable, y accounted for or explained by the
independent variable, x, i.e. it measures how well (i.e. strength) the regression line fits the
data. The coefficient of determination is denoted by r2 and its value ranges from 0 to 1.
A particular r2 value should be interpreted as high or low depending upon the use and
context in which the regression model was developed. The coefficient of determination
is given by

r2 = SSR
SST

 = 
SST SSE

SST
−

 = 1 – SSE
SST

= 1 – 
Residual variation in response variable -values from least-squares line

Total variance of -values
y
y
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where SST = total sum of square deviations (or total variance) of sampled response
variable y-values from the mean value of y.

= Syy = 2

1
( )

n
i

i
y y

=
−∑  = 2 2

1
( )

n
i

i
y n y

=
−∑

SSE = sum of squares of error or unexplained variation in response variable
y-values from the least squares line due to sampling errors, i.e. it measures
the residual variation in the data that is not explained by predictor
variable x

= 2

=1
ˆ( )

n
i i

i
y y−∑  = 2

=1 =1 =1

n n n
i i i i

i i i
y a y b x y− −∑ ∑ ∑

SSR = sum of squares of regression or explained variation is the sample values of
response variable y accounted for or explained by variation among
x-values

= SST – SSE

= 2

1
ˆ( )

n
i

i
y y

=
−∑  = a 2

1 1
( )

n n
i i i

i i
y b x y n y

= =
+ −∑ ∑

The three variations associated with the regression analysis of a data set are shown in
Fig 14.5. Thus

r2 = 1 – 
2

2

ˆ( )
( )
y y
y y

Σ −
Σ −

 = 1 – 
2

2

S

S
yx

y
; 2S S 1y x y r⋅ = −

where 
2

2

ˆ( )
( )
y y
y y

Σ −
Σ −

 = fraction of the total variation that is explained or accounted for

Sy · x =
2ˆ( )

2
y y
n

Σ −
− , variance of response variable y-values from the least squares

line

Sy
2 = 21

( )
2

y y
n

Σ −
−

, total variance of response variable y-values

Since the formula of r2 is not convenient to use therefore an easy formula for the
sample coefficient of determination is given by

r2 =
2

2 2
( )

( )
a y b xy n y

y n y
Σ + Σ −

Σ −
← Short-cut method

For example, the coefficient of determination that indicates the extent of relationship
between sales revenue (y) and advertising expenditure (x) is calculated as follows from
Example 14.1:

Figure 14.5
Relationship Between Three
Types of Variations
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r2 =
2

2 2
( )

( )
a y b xy n y

y n y
Σ + Σ −

Σ −
 = 

2

2
0.072 40 0.704 373 8(5)

270 8(5)
× + × −

−

=
2.88 262.592 200

270 200
+ −

−
 = 

65.47
70

 = 0.9352

The value r2 = 0.9352 indicates that 93.52% of the variance in sales revenue is accounted
for or statistically explained by advertising expenditure.

A comparison between bivariate correlation and regression summarized in Table 14-
10 could provide further insight about the relationship between two variables x and y in
the data set.

Table 14.10: Comparison between Linear Correlation and Regression

Correlation Regression

 • Measurement level Interval or ratio scale Interval or ratio scale

 • Nature of variables Both continuous, and Both continuous, and
linearly related linearly related

 • x – y relationship x and y are symmetric y is dependent, x is independent;
regression of x on y differs from y
on x

 • Correlation bxy = byx Correlation between x and y is the
same as the correlation between
y and x

 • Coefficient of Explains common Proportion of variability of x exp-
determination variance of x and y lained by its least-squares regres-

sion on y

C o n c e p t u a l  Q u e s t i o n s  14A

1. (a) Explain the concept of regression and point out its
usefulness in dealing with business problems.

[Delhi Univ., MBA, 1993]
(b) Distinguish between correlation and regression. Also

point out the properties of regression coefficients.
2. Explain the concept of regression and point out its

importance in business forecasting.
[Delhi Univ., MBA, 1990, 1998]

3. Under what conditions can there be one regression line?
Explain. [HP Univ., MBA, 1996]

4. Why should a residual analysis always be done as part of
the development of a regression model?

5. What are the assumptions of simple linear regression
analysis and how can they be evaluated?

6. What is the meaning of the standard error of estimate?
7. What is the interpretation of y-intercept and the slope in a

regression model?
8. What are regression lines? With the help of an example

illustrate how they help in business decision-making.
[Delhi Univ., MBA, 1998]

9. Point out the role of regression analysis in business
decision-making. What are the important properties of
regression coefficients?

[Osmania Univ., MBA; Delhi Univ., MBA, 1999]
10. (a) Distinguish between correlation and regression

analysis.
[Dipl in Mgt., AIMA, Osmania Univ., MBA, 1998]

(b) The coefficient of correlation and coefficient of
determination are available as measures of association
in correlation analysis. Describe the different uses of
these two measures of association.

11. What are regression coefficients? State some of the
important properties of regression coefficients.

[Dipl in Mgt., AIMA, Osmania Univ., MBA, 1989]
12. What is regression? How is this concept useful to business

forecasting? [Jodhpur Univ., MBA, 1999]
13. What is the difference between a prediction interval and a

confidence interval in regression analysis?
14. Explain what is required to establish evidence of a cause-

and-effect relationship between y and x with regression
analysis.
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1. Simple linear regression model
y = β0 + β1x + e

2. Simple linear regression equation based on sample data
y = a + bx

3. Regression coefficient in sample regression equation

b = ŷ

a = y bx−

4. Residual representing the difference between an observed
value of dependent variable y and its fitted value

e = y – ŷ

5. Standard error of estimate based on sample data
• Deviations formula

Sy.x = 
2ˆ( )

2
y y
n

Σ −
−

F o r m u l a e  U s e d

• Computational formula

Sy.x = 
2

2
y a y b xy

n
Σ − Σ − Σ

−

6. Coefficient of determination based on sample data
• Sums of squares formula

r2 = 1 – 
2

2
ˆ( )

( )
y y
y y

Σ −
Σ −

• Computational formula

r2 = 
2

2 2
( )

( )
a y b xy n y

y n y
Σ + Σ −

Σ −
7. Regression sum of squares

Sy.x = Sy 
21 r−

8. Interval estimate based on sample data: �y  ± tdf Syx

15. What technique is used initially to identify the kind of
regression model that may be appropriate.

16. (a) What are regression lines? Why is it necessary to
consider two lines of regression?

(b) In case the two regression lines are identical, prove
that the correlation coefficient is either + 1 or – 1. If
two variables are independent, show that the two
regression lines cut at right angles.

17. What are the purpose and meaning of the error terms in
regression?

18. Give examples of business situations where you believe a
straight line relationship exists between two variables.
What would be the uses of a regression model in each of
these situations.

19. ‘The regression lines give only the best estimate of the
value of quantity in question. We may assess the degree of
uncertainty in the estimate by calculating a quantity known
as the standard error of estimate’ Elucidute.

20. Explain the advantages of the least-squares procedure for
fitting lines to data. Explain how the procedure works.

C h a p t e r  C o n c e p t s  Q u i z

True or False
8. Correlation coefficient is the geometric mean of regression

coefficients. (T/F)
9. If the sign of two regression coefficients is negative, then

sign of the correlation coefficient is positive. (T/F)
10. Correlation coefficient and regression coefficient are

independent. (T/F)
11. The point of intersection of two regression lines

represents average value of two variables. (T/F)
12. The two regression lines are at right angle when the

correlation coefficient is zero. (T/F)
13. When value of correlation coefficient is one, the two

regression lines coincide. (T/F)
14. The product of regression coefficients is always more than

one. (T/F)
15. The regression coefficients are independent of the change

of origin but not of scale. (T/F)

1. A statistical relationship between two variables does not
indicate a perfect relationship. (T/F)

2. A dependent variable in a regression equation is a
continuous random variable. (T/F)

3. The residual value is required to estimate the amount of
variation in the dependent variable with respect to the
fitted regression line. (T/F)

4. Standard error of estimate is the conditional standard
deviation of the dependent variable. (T/F)

5. Standard error of estimate is a measure of scatter of the
observations about the regression line. (T/F)

6. If one of the regression coefficients is greater than one the
other must also be greater than one. (T/F)

7. The signs of the regression coefficients are always same.
(T/F)
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Multiple Choice
24. If two regression lines are: y = a + bx and x = c + dy, then

the ratio of a/c is equal to

(a) b/d (b)
1
1

b
d

−
−

(c)
1
1

b
d

+
+

(d)
1
1

b
d

−
−

25. If two coefficients of regression are 0.8 and 0.2, then the
value of coefficient of correlation is
(a) 0.16 (b) – 0.16 (c) 0.40 (d) – 0.40

26. If two regression lines are: y = 4 + kx and x = 5 + 4y, then
the range of k is
(a) k ≤ 0 (b) k ≥ 0
(c) 0 ≤ k ≤ 1 (d) 0 ≤ 4k ≤ 1

27. If two regression lines are: x + 3y + 7 = 0 and 2x + 5y
= 12, then x  and y  are respectively
(a) 2, 1 (b) 1, 2
(c) 2, 3 (d) 2, 4

28. The residual sum of square is
(a) minimized (b) increased
(c) maximized (d) decreased

29. The standard error of estimate Sy⋅x is the measure of
(a) closeness (b) variability
(c) linearity (d) none of these

30. The standard error of estimate is equal to

(a) 21y rσ − (b) 21y rσ +

(c) 21x rσ − (d) 21x rσ +

Concepts Quiz Answers

1. T 2. T 3. T 4. T 5. T 6. F 7. T 8. T 9. F
10. F 11. T 12. T 13. T 14. F 15. T 16. (a) 17. (a) 18. (b)
19. (d) 20. (a) 21. (a) 22. (d) 23. (d) 24. (b) 25. (a) 26. (d) 27. (b)
28. (a) 29. (b) 30. (a)

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s

14.15 Given the following bivariate data:
x: – 1 5 3 2 1 1 7 3
y: – 6 1 0 0 1 2 1 5

(a) Fit a regression line of y on x and predict y if x = 10.
(b) Fit a regression line of x on y and predict x if y = 2.5.

[Osmania Univ., MBA, 1996]
14.16 Find the most likely production corresponding to a

rainfall of 40 inches from the following data:

Rainfall Production
(in inches) (in quintals)

Average 30 50
Standard deviation 35 10

Coefficient of correlation r = 0.8.
[Bharthidarsan Univ., MCom, 1996]

14.17 The coefficient of correlation between the ages of
husbands and wives in a community was found to be
+ 0.8, the average of husbands age was 25 years and
that of wives age 22 years. Their standard deviations
were 4 and 5 years respectively. Find with the help of
regression equations:
(a) the expected age of husband when wife’s age is 16

years, and
(b) the expected age of wife when husband’s age is 33

years. [Osmania Univ., MBA, 2000]

16. The line of ‘best fit’ to measure the variation of observed
values of dependent variable in the sample data is
(a) regression line (b) correlation coefficient
(c) standard error (d) none of these

17. Two regression lines are perpendicular to each other when
(a) r = 0 (b) r = 1/3
(c) r = – 1/2 (d) r = ± 1

18. The change in the dependent variable y corresponding to
a unit change in the independent variable x is measured by
(a) bxy (b) byx
(c) r (d) none of these

19. The regression lines are coincident provided
(a) r = 0 (b) r = 1/3
(c) r = – 1/2 (d) r = ± 1

20. If byx is greater than one, then bxy is
(a) less than one (b) more than one
(c) equal to one (d) none of these

21. If bxy is negative, then byx is
(a) negative (b) positive
(c) zero (d) none of these

22. If two regression lines are: y = a + bx and x = c + dy, then
the correlation coefficient between x and y is

(a) bc (b) ac (c) ad (d) bd
23. If two regression lines are: y = a + bx and x = c + dy, then

the ratio of standard deviations of x and y are

(a) /c b (b) /c a (c) /d a (d) /d b
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14.18 You are given below the following information about
advertisement expenditure and sales:

Adv. Exp. (x) Sales (y)
(Rs in crore) (Rs in crore)

Mean 20 120
Standard deviation 05 025

Correlation coefficient 0.8
(a) Calculate the two regression equations.
(b) Find the likely sales when advertisement

expenditure is Rs 25 crore.
(c) What should be the advertisement budget if the

company wants to attain sales target of Rs 150
crore?

[Jammu Univ., MCom, 1997; Delhi Univ., MBA, 1999]
14.19 For 50 students of a class the regression equation of

marks in Statistics (x) on the marks in Accountancy (y) is
3y – 5x + 180 = 0. The mean marks in Accountancy is
44 and the variance of marks in Statistics is 9/16th of
the variance of marks in Accountancy. Find the mean
marks in Statistics and the coefficient of correlation
between marks in the two subjects.

14.20 The HRD manager of a company wants to find a
measure which he can use to fix the monthly income of
persons applying for a job in the production department.
As an experimental project, he collected data on 7
persons from that department referring to years of
service and their monthly income.
Years of service : 11 7 9 5 8 6 10
Income (Rs in 1000’s) : 10 8 6 5 9 7 11

(a) Find the regression equation of income on years of
service.

(b) What initial start would you recommend for a person
applying for the job after having served in a similar
capacity in another company for 13 years?

(c) Do you think other factors are to be considered (in
addition to the years of service) in fixing the income
with reference to the above problems? Explain.

14.21 The following table gives the age of cars of a certain
make and their annual maintenance costs. Obtain the
regression equation for costs related to age.

Age of cars : 12 14 16 18
(in years)
Maintenance costs : 10 20 25 30
(Rs in 100’s) [HP Univ., MBA, 1994]

14.22 An analyst in a certain company was studying the
relationship between travel expenses in rupees (y) for
102 sales trips and the duration in days (x) of these trips.
He has found that the relationship between y and x is
linear. A summary of the data is given below:
Σx = 510; Σy = 7140; Σx2 = 4150; Σxy = 54,900,
and Σy2 = 7,40,200
(a) Estimate the two regression equations from the

above data.
(b) A given trip takes seven days. How much money

should a salesman be allowed so that he will not
run short of money?

14.23 The quantity of a raw material purchased by ABC Ltd.
at specified prices during the post 12 months is given
below.

Month Price per Quantity Month Price per Quantity
kg (in Rs) (in kg) kg (in Rs) (in kg)

Jan 96 250 July 112 220
Feb 110 200 Aug 112 220
March 100 250 Sept 108 200
April 90 280 Oct 116 210
May 86 300 Nov 86 300
June 92 300 Dec 92 250

(a) Find the regression equations based on the above
data.

(b) Can you estimate the approximate quantity likely
to be purchased if the price shoots up to Rs 124 per
kg?

(c) Hence or otherwise obtain the coefficient of
correlation between the price prevailing and the
quantity demanded.

14.24 With ten observations on price (x) and supply (y), the
following data were obtained (in appropriate units):
Σx = 130, Σ y = 220, Σx2 = 2288, Σ y2 = 5506, Σxy
= 3467. Obtain the line of regression of y on x and
estimate the supply when the price is 16 units. Also find
out the standard error of the estimate.

14.25 Data on the annual sales of a company in lakhs of rupees
over the past 11 years is shown below. Determine a
suitable straight line regression model y = β0 + β1x + ∈
for the data. Also calculate the standard error of
regression of y for values of x.
Year : 1978 79 80 81 82 83 84 85 86 87 88
sales : 1 5 4 7 10 8 9 13 14 13 18

From the regression line of y on x, predict the values of
annual sales for the year 1989.

14.26 Find the equation of the least squares line fitting the
following data:

x: 1 2 3 4 5
y: 2 6 5 3 4

Calculate the standard error of estimate of y on x.
14.27 The following data relating to the number of weeks of

experience in a job involving the wiring of an electric
motor and the number of motors rejected during the
past week for 12 randomly selected workers.

Workers Experience (weeks) No. of Rejects

1 2 26
2 9 20
3 6 28
4 14 16
5 8 23
6 12 18
7 10 24
8 4 26
9 2 38

10 11 22
11 1 32
12 8 25
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(a) Determine the linear regression equation for
estimating the number of components rejected
given the number of weeks of experience.
Comment on the relationship between the two
variables as indicated by the regression equation.

(b) Use the regression equation to estimate the number
of motors rejected for an employee with 3 weeks
of experience in the job.

(c) Determine the 95 per cent approximate prediction
interval for estimating the number of motors
rejected for an employee with 3 weeks of experience
in the job, using only the standard error of estimate.

14.28 A financial analyst has gathered the following data about
the relationship between income and investment in
securities in respect of 8 randomly selected families:
Income : 18 12 19 24 43 37 19 16
(Rs in 1000’s)
Per cent invested
in securities : 36 25 33 15 28 19 20 22
(a) Develop an estimating equation that best describes

these data.
(b) Find the coefficient of determination and interpret

it.
(c) Calculate the standard error of estimate for this

relationship.
(d) Find an approximate 90 per cent confidence interval

for the percentage of income invested in securities
by a family earning Rs 25,000 annually.

[Delhi Univ., MFC, 1997]

14.29 A financial analyst obtained the following information
relating to return on security A and that of market M
for the past 8 years:
Year : 11 12 13 14 15 16 17 8
Return A : 10 15 18 14 16 16 18 4
Market M : 12 14 13 10 9 13 14 7
(a) Develop an estimating equation that best describes

these data.
(b) Find the coefficient of determination and interpret

it.
(c) Determine the percentage of total variation in

security return being explained by the return on
the market portfolio.

14.30 The equation of a regression line is

ŷ = 50.506 – 1.646x

and the data are as follows:
x: 15 17 11 12 19 25
y: 47 38 32 24 22 10

Solve for residuals and graph a residual plot. Do these
data seem to violate any of the assumptions of
regression?

14.31 Graph the followign residuals and indicate which of the
assumptions underlying regresion appear to be in
jeopardy on the basis of the graph:
x : 13 16 27 29 37 47 63

ˆy y− : – 11 – 5 – 2 – 1 6 10 12

H i n t s  a n d  A n s w e r s

14.15 x  = Σx  = 21/8 = 2.625; y  = Σy/n  = 4/8  = 0.50

byx = 2 2

( ) ( )

( )
x y x y

x x

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
= 2

8 30 ( 3) ( 12)
8 45 ( 1)

× − − −
× − −

= 0.568;
dx = x – 3; dy = y – 3.
Regression equation:

y – y = byx (x – x )
or y – 0.5 = 0.568 (x – 2.625)

y = – 0.991 + 0.568x

(b) bxy = 2 2

( )( )

( )
x y x y

y y

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
= 2

8 30 ( 3) ( 12)
8 84 ( 12)
× − − −

× − −

= 0.386
Regression equation:

x – x = bxy (y – y )
or x – 2.625 = 0.386 (y – 5)

x = 0.695 + 0.386y
14.16 Let x = rainfall y = production by y. The expected yield

corresponding to a rainfall of 40 inches  is given by
regression equation of y on x.

Given y  = 50, σy = 10, x  = 30,  σx = 5, r = 0.8

y – y = r ( )y

x
x x

σ
−

σ
;

y – 50 = 0.8 
10
5

 (x – 30)

y = 2 + 1.6x
For x = 40,y = 2 + 1.6 (40) = 66 quintals.

14.17 Let x = age of wife y = age of husband.

Given x  = 25, y  = 22, σx = 4, σy = 5, r = 0.8
(a) Regression equation of x on y

x x− = ( )x

y
r y y

σ −
σ

x – 25 = 0.8 
4
5

 (y – 22)

x = 10.92 + 0.64 y
When age of wife is y = 16; x = 10.92 + 0.64 (16) = 22
approx.(husband’s age)
(b) Left as an exercise
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14.18 (a) Regression equation of x on y

x – x = bxy (y – y ) = r ( )x

y
y y

σ −
σ

x – 20 = 0.8 5
25

 (y – 120)

x = 0.8 + 0.16y
Regression equation of y on x

y – y = r ( )y

x
x x

σ
−

σ

y – 120 = 0.8 25
5

 (x – 20)

y = 40 + 4x
(b) When advertisement expenditure is of Rs 25 crore,

likely  sales is
y =  40 + 4x = 40 + 4 (25) = 140 crore.

(c) For y = 150, x = 0.8 + 0.16y = 0.8 + 0.16(150)
= 24.8

14.19 Let x = marks in Statistics and y = marks in Accountancy,
Given: 3y – 5x + 180  = 0
or x =(3/5) y + (180/5)
For y = 44, x = (3/5)×44 + (180/5) = 62.4
Regression coefficient of x on y, bxy = 3/5
Coefficient of regression

bxy = x

y
r

σ
σ

 = 
9

16
 (given)

or
3
5

= 
9

16
r or

3
5

 = 
3
4
r

Hence 3r = 2.4 or r = 0.8
14.20 Let x = years of service and y = income.

(a) Regression equation of y on x

byx = 2 2
( )( )

( )
n xy x y

n x x
Σ − Σ Σ

Σ − Σ
 = 2

7 469 56 56
7 476 (56)
× − ×

× −
 = 0.75

y – y = byx (x – x )
y – 8 = 0.75 (x – 8)

y = 2 + 0.75x
(b) When x = 13 years, the average income would be

y = 2 + 0.75x = 2 + 0.75(13) = Rs 11,750
14.21 Let x = age of cars and y = maintenance costs.

The regression equation of y on x

x  = Σ x/n = 20/4 = 5; y  = Σ y/n = 85/4 = 21.25

and byx = 2 2( )
n xy x y
n x x

Σ − Σ Σ
Σ − Σ

 = 2

7 490 20 85
7 120 (20)
× − ×

× −
 = 3.25

y y− = byx ( x – x )

y – 21.25 = 3.25 (x – 5)
y = 5 + 3.25x

14.22 x  = Σx/n = 510/102 = 5; y  = Σy/n = 7140/102 = 70

Regression coefficients:

bxy = 2 2
( ) ( )( )

( )
n xy x y

n y y
Σ − Σ Σ

Σ − Σ

= 2

102 54900 510 7140
102 740200 (7140)

× − ×
× −

 = 0.08

byx = 2 2
( ) ( ) ( )

( )
n xy x y

n x x
Σ − Σ Σ

Σ − Σ

= 2
102 54900 510 7140

102 4150 (510)
× − ×

× −
 = 12

Regression lines:

x x− = bxy ( y y− )

x – 5 = 0.08 (y – 70) or x = 0.08y – 0.6
and y y− = byx (x – x )

y – 70 = 12 (x – 5) or y = 12x + 10

When x = 7, y  = 12×7 + 10 = 94

14.23 Let price be denoted by x and quantity by y

x = Σx/n = 1200/12 = 100 ;

y = Σy/n = 2980/12 = 248.33

(a) Regression coefficients:

bxy = 2 2

( )( )

( )
x y

y y

n d d dx dy

n d d

Σ − Σ Σ

Σ − Σ
 = – 0.26

bxy = 2 2

( )( )

( )
x y x y

x x

n d d d d

n d d

Σ − Σ Σ

Σ − Σ
 = – 3.244

Regression lines:

x – x = bxy (y – y )

x – 100 = – 0.26 (y – 248.33)
or x = – 0.26y + 164.56

and y – y = byx (x – x )

y – 248.33 = – 3.244 (x – 100)
y = – 3.244x + 572.73

(b) For x = 124,
y = – 3.244 × 124 + 572.73 = 170.474

14.24 (a) Regression line of y on x is given by

Given y = Σy/n = 220/10 = 22 ;

x = Σx/n  = 130/10 = 13

y – y = byx (x –  x )

y – 22 = 1.015 (x – 13)
y = 8.805 + 1.015x

byx = 2 2( )
n xy x y
n x x

Σ − Σ Σ
Σ − Σ

 = 2
10 3467 130 220

10 2288 (130)
× − ×

× −

= 
34670 28600
22880 16900

−
−

 = 
6070
5980

 = 1.015

(b) When x = 16,
y =  8.805 + 1.015 (16) = 25.045

(c) Syx = Sy 
21 r−  = 8.16 21 (0.9618)−  = 2.004

14.25 Take years as x = – 5, – 4, – 3, – 2, – 1, 0, 1, 2, 3, 4, 5,
where 1983 = 0. The regression equation is

ŷ = 9.27 + 1.44x

For x = 1989, ŷ  = 9.27 + 1.44 (6) = 17.91

Syx =
2ˆ( )

2
y y
n

Σ −
−

 = 
21.2379

10
 = 1.4573
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14.26 x  = Σx/n = 15/5 = 3, y  = Σx/n = 20/5 = 4

The regression equation is:

y y− = byx (x – x )

y – 4 = 0.7 (x – 3) or ŷ  = 1.9 + 0.7x

Standard error of estimate,

Sy x =
ˆ( )

2
y y

n
Σ −

−
 = 

5.1
3

= 1.303

14.27 (a) b = 2 2( )
xy n x y
x n x

Σ −
Σ −

 = 2
2048 12(7.67) (24.83)

876 12(7.67)
−

−
 = – 1.40

a = y  – b x  = 24.83 – (– 1.40)(7.67) = 35.57

Thus ŷ = a + bx  = 35.57 – 1.40x

Since b = – 1.40, it indicate an inverse (negative)

relationship between weeks of experience (x) and the
number of rejects (y) in the sample week

(b) For x = 3, we have ŷ  = 35.57 – 1.40(3) ≅ 31

(c) Syx =
2

2
y a y b xy

n
Σ − Σ − Σ

−

= 
7,798 (35.57) (298) 1.40 (2048)

12 2
− −

−

= 2.56
95 per cent approximate prediction interval

 ŷ   ± tdf Sy⋅x = 31.37 ± 2.228 (2.56)

= 25.67 to 37.07 or 26 to 37 rejects.
14.28 4.724; – 0.983; – 0.399, – 6.753, 2.768, 0.644
14.29 Error term non-independent.

C a s e  S t u d i e s

Case 14.1: Made in China

The phrase ‘made in China’ has become an issue of con-
cern in the last few years, as Indian Companies try to
protect their products from overseas competition. In these
years a major trade imbalance in India has been caused
by a flood of imported goods that enter the country and
are sold at lower price than comparable Indian made
goods. One prime concern is the electronic goods in
which total imported items have steadily increased dur-
ing the year 1990s to 2004s. The Indian companies have
been worried on complaints about product quality,
worker layoffs, and high prices and has spent millions in
advertising to produce electronic goods that will satisfy
consumer demands. Have these companies been success-
ful in stopping the flood these imported goods purchased
by Indian consumers? The given data represent the vol-
ume of imported goods sold in India for the years 1999-
2004. To simplify the analysis, we have coded the year
using the coded variable x = Year 1989.

Year x = Year 1989 Volume of Import
(in Rs billion)

1989 0 1.1
1990 1 1.3
1991 2 1.6
1992 3 1.6
1993 4 1.8
1994 5 1.4
1995 6 1.6
1996 7 1.5
1997 8 2.1
1998 9 2.0
1999 10 2.3
2000 11 2.4
2001 12 2.3
2002 13 2.2
2003 14 2.4
2004 15 2.4

Questions for Discussion

1. Find the least-squares line for predicting the volume
of import as a function of year for the years 1989-
2000.

2. Is there a significant linear relationship between the
volume of import and the year?

3. Predict the volume of import of goods using 95%
prediction intervals for each of the years 2002, 2003
and 2004.

4. Do the predictions obtained in Step 4 provide accu-
rate estimates of the actual values observed in these
years? Explain.

5. Add the data for 1989-2004 to your database, and
recalculate the regression line. What effect have the
new data points had on the slope> What is the effect
of SSE?

6. Given the form of the  scattered diagram for the years
1989-2004, does it appear that a straight line pro-
vides an accurate model for the data? What other
type of model might be more appropriate?
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Partial and Multiple Correlation and
Regression Analysis

Life can only be understood
backward, but it must be
lived forward.

—Niels Bohr
Other than food and sex,
nothing is quite as universally
interesting as the size of our
pay cheques.

—N. L. Preston and
E. R. Fiedler

After studying this chapter, you should be able to
describe the relationship between two variables when influence of one or
more other variables is held constant or involved.
establish a regression equation for estimating value of a dependent variable
given the values of two or more independent variables.
determine the extent of random error involved in the estimation of dependent
variable value.
measure the coefficient of determination to understand the proportion of
variation in the dependent variable which is explained by the independent
variables.

15.1 INTRODUCTION

The word ‘multiple’ describes the number of independent variables involved in estimating
the value of a dependent variable. Thus the concepts of simple linear correlation and
regression presented in Chapters 13 and 14 can be extended by adding more than one
independent variables (predictors) in a regression equation. Such an extension may
serve as a basis to explain with more accuracy the variability in the dependent variable
and hence estimating its value. This equation can also be used to obtain better explanation
about the influence of independent variables on the predicted value of the dependent
variable.

A linear regression equation with more than one independent variables is called a
multiple linear regression model. Although multiple linear regression analysis in many ways
is an extension of simple linear regression analysis, but the calculations become quite
complicated when estimating value of the dependent variable. Consequently, problems
involving only 2 or 3 independent variables are discussed in this Chapter in order to
provide some awareness of multiple regression analysis.

Through multiple correlation analysis we can attempt to measure the degree of association
between a dependent (response) variable y and two or more independent variables
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(predictors) x1, x2, ... taken together as a group. In multiple correlation analysis, it is
also possible to measure the degree of association between a dependent variable and any
one of the independent variables included in the analysis, while the effect of the other
independent variables included in the analysis is held constant. This measure of association
is called partial correlation coefficient. It differs from a simple correlation coefficient in the
manner that in simple correlation analysis the effect of all other variables in ignored
rather than being statistically controlled as in partial correlation analysis.

The main advantage of multiple regression analysis is that it allows us to include the
values of more independent variables known to us to estimate the value of the dependent
variable. The data on the values of independent variables enable us to determine the
statistical error associated with this estimated value of the dependent variable, and hence
the relationship between a dependent variable and two or more independent variables
can be described with more accuracy.
Illustrations: The following examples illustrate multiple regression model (or equation)
1. Suppose a farmer who wishes to relate the yield (y) of wheat crop, a dependent

variable, to the amount of fertilizer used, an independent variable, he can certainly
find a simple regression equation that relates these two variables. However, true
prediction of yield of crop is possible by including in the regression equation a few
more variables such as: quality of seed, amount of water given to the crop, and so on.

2. Suppose, if the management of an organization is wishes to understand the expected
variance in the performance (y), a dependent variable, to be explained by four
independent variables, say, pay, task difficulty, supervisory support, and
organizational culture. These four independent variables are of course correlated to
the dependent variable in varying degrees, but they might also be correlated among
themselves, e.g. task difficulty is likely to be related to supervisory support, pay is
likely to be related to task difficulty. These three variables together are likely to
influence the organizational culture.

15.2 ASSUMPTIONS IN MULTIPLE LINEAR REGRESSION

A multiple regression equation or model is used in the same way as that a simple linear
regression equation is used for understanding the relationship among variables of interest
and for estimating the average value of the dependent variable y, given a set of values of
independent variables in the data set. Assumptions for the multiple linear regression
model are same as for the simple linear regression model mentioned in Chapter 14.
However, the summary of assumptions for multiple linear regression is as follows:
1. The population linear regression equation involving a dependent variable y and a

set of k independent variables x1, x2,..., xk is given by
y = β0 + β1x1 + β2 x2 + ... + βk xk + e (15-1)

where y = value of dependent variable to be estimated
β0 = a constant which represents the value of y when value of all

independent variables is zero.
β1, ..., βk = parameters or regression coefficients associated with each of

the xk independent variables.
xk = value of kth independent variable.
e = random error associated with the sampling process. It

represents the unpredictable variation in y values from the
population regression model

The term linear is used because equation (15-1) is a linear function of the unknown
parameters β0, β1,. . ., βk,

2. The dependent variable is a continuous random variable, whereas independent
variables are not random because their values are controlled by assigning different
values.

3. The variance and standard deviation of the dependent variable are equal for each
combination of values of independent variables.
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4. The random error e associated with the dependent variable y for various combinations
of values of independent variables are statistically independent of each other and
normally distributed.

5. The error of variance, 2
eσ  is same for all values of independent variables. Thus, the

range of deviations of the y-values from the regression line is same regardless of the
values of the independent variables.

The magnitude of error of variance, 2
eσ  measures the closeness of observed values

of the dependent variable to the regression line (line of ‘best fit’). The smaller the
value of 2

eσ  (also called residual variance), the better the predicted value of the
dependent variable.

6. The random error e is a random variable with zero expected (or mean) value.
Consequently the expected or mean value of the dependent variable is denoted by

ŷ  or E( y) = β0 + β1x1 + β2x2 + . . . + βk xk

The parameter βj ( j = 0, 1, 2, ..., k) is also called partial regression coefficient because
it measures the expected change in response variable y per unit change in xj when all
remaining independent variables xi (i ≠ j) are held constant.

15.3 ESTIMATING PARAMETERS OF MULTIPLE REGRESSION MODEL

Multiple regression analysis requires that we obtain sample data and calculate values of
the unknown parameters β0, β1, . . ., βk by fitting the model to the data. To fit the general
linear multiple regression model using method of least-squares, we choose the estimated
regression model

E( y) or �y  = b0 + b1x1 + b2 x2 + ... + bk xk (15-2)

that minimize the sum of squares errors (SSE) = 2ˆ( )i iy yΣ − , where yi and �yi  (i = 1,
2..., k) represent the observed and estimated (or predicted) value of the dependent variable
for the ith observation. The terms bj ( j = 0, 1, 2, ..., k) are the least-squares estimates of
population regression parameter βj.

15.3.1 Estimation : The Method of Least Squares

The method of least squares discussed in Chapter 14 to compute the values of regression
coefficients (or parameters) a and b and estimating the value of the dependent variable y
in a linear regression model can also be extended for estimating the unknown parameters
β0, β1, β2, . . ., βk. based on sample data. The least squares estimators of these parameters
are denoted by b0, b1, b2, . . ., bk respectively. Given these values, the least squares multiple
regression equation can be written as:

ŷ = a + b1x1 + b2 x2 + .... + bk xk (15-3)

where ŷ = estimated value of dependent variable y

a = y-intercept

x1, x2 = independent variables

bj = slope associated with variable xj ( j = 0, 1, 2,...,k)

To visualize a multiple regression model, consider the following regression equation
involving two independent variables x1 and x2 and a dependent variable y:

ŷ = a + b1x1 + b2 x2

This equation describes a plane in a 3-dimensional space of y, x1 and x2 as shown in
Fig. 15.1.
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15.3.2 Partial Regression Coefficients

The partial regression coefficient βj ( j = 1, 2, ..., k) represents the expected change in
the dependent (response) variable y with respect to per unit change in independent
variable xj when all other independent variables xi (i ≠ j) are held constant. The partial
regression coefficients occur because more than one independent variable is present in
the regression model. The partial regression coefficients are analogous to β1, the slope of
the simple regression model.

The partial regression coefficients and regression constant of a multiple regression
model are population values and are unknown. In practice, these values are estimated by
using sample information. The least-squares multiple regression equation is same as
equation (15-3).

Least-Squares Normal Equations To demonstrate the calculation of partial regression
coefficients we consider the particular form of regression equation (15-3) involving two
independent variables x2 and x3 and a dependent variable x1:

1̂x = a + b1x2 + b2 x3 = a + b12.3 x2 + b13.2 x3 (15-4)

where 1̂x = estimated value of dependent variable
a = a regression constant representing intercept on y-axis; its value is

zero when the regression equation passes through the origin.
b12.3, b13.2 = partial regression coefficients; b12.3 corresponds to change in x1 for

each unit change in x2 while x3 is held constant; b13.2 represents the
change in x1 for each unit change in x3 while x2 is held constant.

To obtain the value of 1̂x  it is necessary to determine the values of the constants a (or
b1.23), b12.3, and b13.2 in accordance with the least-squares criterion, i.e. minimizing the
sum of the squares of the residuals. Thus

Min z = Σ(x1 – �x1)2 = Σ(x1 – a – b12.3 x2 – b13.2 x3)2

To minimize this sum, we use the concept of maxima and minima, where derivatives of z
with respect to these constants are equated to zero. Consequently we get the following
three normal equations:

Σ x1 = na + b12.3 Σ x1 + b13.2 Σ x3

Σ x1x2 = a Σ x2 + b12.3 Σ x2
2 + b13.2 Σ x3 x2 (15-5)

Σ x1x3 = a Σ x3 + b12.3 Σ x2 x3 + b13.2 Σ x3
2

Regression equation of x2 on x1 and x3 : x2 = b2.13 + b21.3 x1 + b23.1 x3

The normal equations for fitting this regression equation will be

Figure 15.1
Graph of Multiple Regression
Equation with Two Independent
Variables

Estimated multiple
regression equation: The
estimate of the multiple
regression equation based on
sample data and the least-
squares method.



C H A P T E R  15 PARTIAL AND MULTIPLE CORRELATION AND REGRESSION ANALYSIS 517

Σ x2 = n b2.13 + b21.3Σ x1 + b23.1Σ x3

Σ x2 x1 = b2.13Σ x1 + b21.3
2
1xΣ  + b23.1 1 3x xΣ (15-6)

Σ x2 x3 = b2.13Σ x3 + b21.3Σ x1x3 + b23.1
2
3xΣ

Regression equation of x3 on x1 and x2 :  x3 = b3.12 + b31.2 x1 + b32.1x2

The normal equations for fitting this regression equation will be
Σ x3 = n b3.12 + b31.2Σ x1 + b32.1Σ x2

Σ x3x1 = b3.12 Σ x1 + b31.2
2
1xΣ  + b32.1 2 1x xΣ (15-7)

Σ x3x2 = b3.12 Σ x2 + b31.2 1 2x xΣ  + b32.1Σ x2
2

The values of constants can be calculated by solving the system of simultaneous
equations (15-5), (15-6) or (15-7) as per the nature of the regression equation.

Short-cut Method : For solving above stated normal equations for constants, e.g. a =
b1.23,  b12.3 and b13.2, take deviations of the values of the variables from their actual mean
values. Let X1 = x1 – 1x , X2 = x2 – 2x  and X3 = x3 – 3x  be the deviations from the actual
mean values of variables x1, x2, and x3, respectively. Since the sum of deviations of the
values of a variable from its actual mean is zero, therefore

Σ X1 = Σ( x1 – 1x ) = 0, ΣX2 = (x2 – 2x ) = 0, and Σ X3 = (x3 – 3x ) = 0

Summing the variables and dividing by n in the regression equation of x1 on x2 and
x3, we have

1x = b12.3 + b12.3 2x  + b13.2 3x (15-8)

Subtracting equation (15-8) from equation (15-4), we have

x1 – 1x = b12.3 (x2 – 2x ) + b13.2 (x3 – 3x )

X1 = b12.3 X2 + b13.2 X3
The second and third equations of (15-5) can be rewritten as:

Σ X1X2 = b12.3
2
2XΣ  + b13.2 Σ X2 X3 (15-9)

Σ X1X3 = b12.3Σ X2X3 + b13.2
2
3XΣ

Regression equation of x2 on x1 and x3 ::::: X2 = b21.3 X1 + b23.1 X3

The normal equations for getting the values of b21.3 and b23.1 are written as:

Σ X2 X1 = b21.3
2
1XΣ   + b23.1 Σ X1 X3 (15-10)

Σ X2 X3 = b21.3Σ X1 X3 + b23.1
2
3XΣ

Regression equation of x3 on x1 and x2 : X3 = b31.2 X1 + b32.1 X2

The normal equations for getting the values of b31.2 and b32.1 are written as:

Σ X3 X1 = b31.2
2
1XΣ  + b32.1 Σ X1X2 (15-11)

Σ X3 X2 = b31.2 1 2X XΣ + b32.1 Σ 2
2X

When simultaneous equations (15-9) are solved for b12.3 and b13.2 , we have

b12.3 = 
2

1 2 3 1 3 2 3
2 2 2
2 3 2 3

( ) ( ) ( ) ( )
( )

X X X X X X X
X X X X

Σ Σ − Σ Σ
Σ × Σ − Σ

(15-12)

and b13.2 = 
2

1 3 2 1 2 2 3
2 2 2
2 3 1 3

( ) ( ) ( ) ( )
( ) ( ) ( )

X X X X X X X
X X X X

Σ Σ − Σ Σ
Σ Σ − Σ

15.3.3 Relationship Between Partial Regression Coefficients and Correlation Coefficients

Let r12 = correlation coefficient between variable x1 and x2
x13 = correlation coefficient between variable x1 and x3
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These correlation coefficients are known as zero order correlation coefficients. The variance
of sample data on variables x1, x2, and x3 is given by

s1
2 =

2
1 1( )x x
n

Σ −
 = 

2
1X

n
Σ

s2
2 =

2
2 2( )x x
n

Σ −
 = 

2
2X

n
Σ

s3
2 =

2
3 3( )x x
n

Σ −
 = 

2
3X

n
Σ

We know that

r12 =
1 2

1 2Cov. ( , )

x x

x x
σ σ

= 1 1 2 2
2 2

1 1 2 2

( ) ( )

( ) ( )

x x x x

x x x x

Σ − −

Σ − Σ −
 = 1 2

2 2
1 2

X X

X X

Σ

Σ Σ

= 1 2
2 2
1 2

X X

n s n s

Σ
 = 1 2

1 2

X X
n s s
Σ

or ΣX1 X2 = n r12 s1 s2
Similarly ΣX1 X3 = nr13 s1s3 and Σ X2 X3 = n r23 s2 s3

Substituting these values in equation (15-9) and on further simplification, we get
b12.3 s2 + b13.2 s3 r23 = s1 r12
b13.2 s3 + b12.3 s2 r23 = s1 r13

(15-13)

Solving equations (15-13) for b12.3 and b13.2, we have

b12.3 = 12 13 23 1
2

2231
r r r s

sr

 −
 

−  

and b13.2 = 13 12 23 1
2

3231
r r r s

sr

 −
 

−  
(15-14)

Thus the regression equation of x1 on x2 and x3 can be written as:
X1 = b12.3 X2 + b13.2 X2

x1 – 1x = ( ) ( )12 13 23 13 12 231 1
2 2 3 32 2

2 323 231 1
r r r r r rs s

x x x x
s sr r

      − −
− + −         − −      

Regression equation of x2 on x1 and x3 :

x2 – 2x = 12 23 2 23 12 1331 2
1 1 3 32 2

1 31331
( ) ( )

1 1
r r r s r r r s

x x x x
s sr r

      − −
− + −         − −      

Regression equation of x3 on x1 and x2 :

x3 – 3x = 1 113 23 2 23 12 33 3
1 1 2 22 2

1 21 12 2
( ) ( )

1 1
r r r r r rs s

x x x x
s sr r

      − −
+ −−         − −      

Example 15.1: A sample survey of 5 families was taken and figures were obtained with
respect to their annual savings x1 (Rs in 100’s), annual income x2 (Rs in 1000’s), and
family size x3. The data is summarized in the table below:

Family Annual Annual Family
Savings (x1) Income (x2) Size (x3)

1 10 16 3
2 5 13 6
3 10 21 4
4 4 10 5
5 8 13 3
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(a) Find the least-squares regression equations of x1 on x2 and x3.
(b) Estimate the annual savings of a family whose size is 4 and annual income is

Rs 16,000.
Solution: The calculations needed in the three variables regression problem are shown
in Table 15.1.

Table 15.1: Calculations for Regression Equation

Family Savings Income Size x1
2 x2

2 x3
2 x1 x2 x1 x3 x2 x3

x1 x2 x3

1 10 16 3 100 256 9 160 30 48
2 5 13 6 25 169 36 65 30 78
3 10 21 4 100 441 16 210 40 84
4 4 10 5 16 100 25 40 20 50
5 8 13 3 64 169 9 104 24 39

n = 5 37 73 21 305 1135 95 579 144 299

Substituting values from Table 15.1 in the normal equations for the regression
equation of x1 on x2 and x3, we get

(i) Σ x1 = na + b1Σx2 + b2Σx3 or 37 = 5a + 73b1 + 21b2

(ii) Σ x1x2 = aΣx2 + b1Σx2
2 + b2Σx2x3 or 579 = 73a + 1135b1 + 299b2

(iii) Σ x1x3 = aΣx3 + b1Σx2x3 + b2Σx3
2 or 144 = 21a + 299b1 + 95b2

Multiply Eqn. (i) by 73 and Eqn. (ii) by 5 to eliminate a, we get

2701 = 365a + 5329b1 + 1533b2
+ 2895 = + 365a + 5675b1 + 1495b2
– 2895 = – – – 1495b2

(iv) 194 = + 365a + 5346b1 – 1438b2
Multiply Eqn. (i) by 21 and Eqn. (iii) by 5 to eliminate a, we get

777 = + 105a + 1533b1 + 441b2
+ 720 = + 105a + 1495b1 + 475b2
– 720 = – – – 4375b2

(v) 57 = + 105a + 1438b1 – 4334b2
Multiplying Eqn. (iv) by 34 and Eqn. (v) by 38 to eliminate b2, we get

6596 = +11764b1 – 1292b2
+ 1406 = + 1444b1 – 1292b2
– 1406 = – 1444b1 + 1292b2

5190 =  10320b1 or b1 = 0.502
Substituting the value of b1 in Eqn. (i) and (ii), we get
(vi) 5a + 21b2 = – 0.354
(vii) 21a + 95b2 = – 6.098
Multiplying Eqn. (vi) by 21 and Eqn. (vii) by 5 to eliminate a, we get

105a + 441b2 = – 7.434
+ 105a + 475b2 = – 30.49
–  – 475b2 = +30.49

– 34b2 = 37.924 or b2 = –1.115
Substituting the value of b1 and b2 in Eqn. (i), we get a = 4.753.

(a) The least-squares regression equation of x1 on x2 and x3 is given by
x1 = a + b1x2 + b2 x3

= 4.753 + 0.502 x2 – 1.115 x3
(b) The estimated value of annual savings (x1) is obtained by substituting annual

income x2 = Rs. 1600 and family size x3 = 4, as:

1̂x  = 4.753 + 0.502(1600) – 1.115(4) = Rs 803.493
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Example 15.2: An instructor of mathematics wishes to determine the relationship of
grades on the final examination to grades on two quizes given during the semester. Let
x1, x2, and x3 be the grades of a student on the first quiz, second quiz, and final examination
respectively. The instructor made the following computations for a total of 120 students:

1x = 6.80 2x = 0.70 3x = 74.00
s1 = 1.00 s2 = 0.80 s3 = 09.00

r12 = 0.60 r13 = 0.70 r23 = 00.65
(a) Find the least-squares regression equation of x3 on x1 and x2.

(b) Estimate the final grades of two students who scored respectively 9 and 7 and 4 and
8 marks in the two quizes. [HP Univ., MBA, 1998]

Solution: (a) The regression equation of x3 on x2 and x1 can be written as:

(x3 – 3x ) = ( ) ( )23 13 12 13 23 123 3
2 2 1 12 2

2 112 121 1
r r r r r rs s

x x x x
s sr r

      − −
− + −         − −      

Substituting the given values, we have

(x3 – 74) =
0.65 0.7 0.6 9

1 (0.6)2 0.8
 − ×  
   −   

(x2 – 7) + 2
0.7 0.65 0.6 9

11 (0.6)

 − ×      −   
(x1 – 6.8)

(x3 – 74) = 2 1
0.65 0.42 0.7 0.399

( 7) (9) ( 6.8)
0.64 0.8 0.64

x x
− −     − + −        

(x3 –74) = 4.04 (x2 – 7) + 4.36 (x1 – 6.8)
x3 = 16.07 + 4.36 x1 + 4.04 x2

(b) The final grade of student who scored 9 and 7 marks is obtained by substituting
x1 = 9 and x2 = 7 in the regression equation:

x3 = 16.07 + 4.36 (9) + 4.04 (7)
= 16.07 + 39.24 + 28.28 = 83.59 or 84

Similarly, the final grade of student who scored 4 and 8 marks can also be obtained
by substituting x1 = 4 and x2 = 8 in the regression equation:

x3 = 16.07 + 4.36 (4) + 4.04 (8)
= 16.07 + 17.44 + 32.32 = 65.83 or 66

Example 15.3: The following data show the corresponding values of three variables x1,
x2, and x3. Find the least-square regression equation of x3 on x1 and x2. Estimate x3 when
x1 = 10 and x2 = 6.

x1 : 3 5 6 8 12 14
x2 : 16 10 7 4 3 2
x3 : 90 72 54 42 30 12

Solution: The regression equation of x3 on x2 and x1 can be written as follows:

x3 – 3x = ( ) ( )23 13 12 13 23 123 3
2 2 1 12 2

2 112 121 1
r r r r r rs s

x x x x
s sr r

      − −
− + −         − −      

Calculations for regression equations are shown in the table below:

x1 (x1 – 1x ) 2
1X x2 (x2 – 2x ) 2

2X x3 (x3 – 3x ) 2
3X X1 X2 X1 X3 X2 X3

= X1 = X2 = X3

3 – 5 25 16 9 81 90 40 1600 – 45 – 200 360
5 – 3 9 10 3 9 72 22 484 – 9 – 66 66
6 – 2 4 7 0 0 54 4 16 0 – 8 0
8 0 0 4 – 3 9 42 – 8 64 0 0 24

12 4 16 3 – 4 16 30 – 20 400 – 16 – 80 80
14 6 36 2 – 5 25 12 – 38 1444 – 30 – 228 190

48 0 90 42 0 140 300 0 4008 – 100 – 582 720
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1x = 1x
n

Σ
 = 

48
6

= 8; 2x  = 2x
n

Σ
 = 

42
6

 = 7; 3x  = 3x
n

Σ
 = 

300
6

 = 50

s1 =
2

1 1( )x x
n

Σ −
= 

90
8

= 15 = 3.87

s2 =
2

2 2( )x x
n

Σ −
= 

140
6

= 23.33 = 4.83

s3 =
2

3 3( )x x
n

Σ −
= 

4008
6

= 668 = 25.85

r12 = 1 2
2 2
1 2

X X

X X

Σ

Σ Σ
= 

100
90 140
−

×
= – 0.891

r13 = 1 3
2 2
1 3

X X

X X

Σ

Σ Σ
= 

582
90 4008

−
×

= – 0.969

r23 = 2 3
2 2
2 3

X X

X X

Σ

Σ Σ
= 

720
140 4008×

= 0.961

Substituting values in the regression equation, we have

(x3 – 3x ) = ( ) ( )23 13 12 13 23 123 3
2 2 1 12 2

2 112 121 1
r r r r r rs s

x x x x
s sr r

      − −
− + −         − −      

x3 – 50 = 22
0.961 ( 0.969 0.891) 25.85

( 7)
4.831 ( 0.891)

x
 − − × −   −   − −    

+ ( )12
– 0.969 – (0.961 – 0.891) 25.85

– 8
3.871 – (– 0.891)

x
 ×  
      

x3 – 50 = 2.546 (x2 – 7) – 3.664 (x1 – 8)
x3 = 2.546x2 – 3.664x1 + 61.49

When x1 = 10 and x2 = 6, we have
x3 = 2.546(6) – 3.664(10) + 61.49 = 15.276 – 36.64 + 61.49 = 40 approx.

S e l f-P r a c t i c e  P r o b l e m s  15A

15.1 The estimated regression equation for a model involving
two independent variables and 10 observations is as
follows:

�y  = 25.1724 + 0.3960 x1 + 0.5980 x2
(a) Interpret b1 and b2 in this estimated regression

equation
(b) Estimate y when x1 = 150 and x2 = 190

15.2 Consider the linear regression model
y = a + b1x1 + b2x2

where y = demand for a product (in units)
x1 = annual average price of the product (in

Rs/unit)
x2 = 1/a; a is the advertising expenditure

(Rs in lakh)
The data for regression analysis is as follows:

Year 1 2 3 4 5 6 7

y 53.52 51.34 49.31 45.93 51.65 38.26 44.29
x1 1.294 1.344 1.332 1.274 1.056 1.102 0.930
a 1.837 1.053 0.905 0.462 0.576 0.260 0.363

Write the least-squares prediction equation and
interpret the b1 and b2 estimates.

15.3 In a trivariate distribution we have: s1 = 3, s2 = 4,
s3 = 5, r23 = 0.4, r31 = 0.6, r12 = 0.7

Determine the regression equation of x1 on x2 and x3
if the variates are measured from their means.

15.4 The following constants are obtained from
measurement on length in mm(x1), volume in cc(x2),
and weight in gm(x3) of 300 eggs:

1x = 55.95, s1 = 2.26, r12 = 0.578

2x = 51.48, s2 = 4.39, r13 = 0.581

3x = 56.03, s3 = 4.41, r23 = 0.974
Obtain the linear regression equation of egg weight on
egg length and egg volume. Hence estimate the weight
of an egg whose length is 58 mm and volume is 52.5 cc.

15.5 Given the following data:

x1 : 20 25 15 20 26 24
x2 : 3.2 6.5 2.0 0.5 4.5 1.5
x3 : 4.0 5.2 7.5 2.5 3.4 1.5
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(a) Obtain the least-squares equation to predict x1 values
from those of x2 and x3.

(b) Predict x1 when x2 = 3.2 and x3 = 3.0.
15.6 The incharge of an adult education centre in a town

wants to know as to how happy and satisfied the
adult education centre students are. The following
four factors were studied to measure the degree of
satisfaction:

x1 = age at the time of completing education
x2 = number of living children
x3 = annual income
x4 = average number of social activities per

week
The multiple regression equation was determined to
be

y = – 20 + 0.04x1 + 30x2 + 0.04x3 + 36.3x4
(a) Calculate the satisfaction level for a person who

passed out at the age of 45, has two living children,

has an annual income of Rs 12,000, and has only
one social activity in a week.

(b) Interpret the value of a = – 20.
(c) Would a person be more satisfied with an additional

income of Rs 2000?
15.7 Find the multiple regression equation of x1, x2, x3

from the data relating to three variable given below:
x1 : 04 06 07 09 13 15
x2 : 15 12 08 06 04 03
x3 : 30 24 20 14 10 04

15.8 Data Given the following data:

1x = 6, 2x = 7, 3x = 8,

s1 = 1, s2 = 1, s3 = 3,
r12 = 0.6, r13 = 0.7, r23 = 0.8,

(a) Find the regression equation of x3 on x1 and x2.
(b) Estimate the value of x3 when x1 = 4 and x2 = 5

H i n t s  a n d  A n s w e r s

15.1 (a) b1 = 0.3960; every unit increase in the value of x1
accounted for an increase of 0.3960 in the
value of y when the influence of x2 is held
constant.

b2 = 0.5980; every unit increase in the value of x2
accounted for an increase of 0.5980 in the
value of y when influence of x1 is held constant.

(b)   y = 25.1724 + 0.3960 (150) + 0.5980 (190) =
198.1924

15.2 ŷ  = 69.753 – 10.091x1 – 5.334x2

15.3 b12.3 = 12 23 13 1
2

2231
r r r s

sr

 −
  −  

 = 2
0.7 0.4 0.6 3

41 (0.4)
− ×  

 −  
 = 0.411

b13.2 = 13 12 32 1
2

3231
r r r s

sr

 −
 

−  
 = 2

0.6 0.7 0.4 3
51 (0.4)

− ×  
 −  

 = 0.229

Required regression equation is:
x1 = b12.3 x2 + b13.2 x3 = 0.411x2 + 0.229x3

15.4 The regression equation of x3 on x1 and x2 can be written
as:

x3 – 3x  = 23 12 13 13 12 233 3
2 2 1 12 2

2 112 12
( ) ( )

1 1
r r r r r rs s

x x x x
s sr r

   − −
− + −    − −   

x3 – 56.03 = 22
0.974 (0.581) 0.578) 4.41

( 51.48)
4.391 (0.578)

x
 − ×   −    −   

+ 22
0.581 (0.974 0.578) 4.41

( 55.95)
2.261 (0.581)

x
 − ×   −    −   

x3 – 56.03 = 2
0.974 0.336 4.41

( 51.48)
1 0.334 4.39

x
 −   −   −   

+ 2
.581 .563 4.41

( 55.95)
1 0.334 2.26

x
 −   −   −   

x3 – 56.03 = 0.962 (x2 – 51.48) + 0.053 (x1 – 55.95)
x3 = 3.54 + 0.053x1 + 0.962x2

When length, x1 = 58 and volume, x2 = 52.5, weight of
the egg would be:

x3 = 3.54 + 0.053(58) + 0.962(52.5)
= 3.54 + 3.074 + 50.50 = 57.119 gm

15.5 (a) The least-squares equation of x1 on x2 and x3 is:

1̂x  = a + b12.3x2 + b13.2x3 = 21.925 – 0.481x2 + 0.299x3

(b) For x2 = 3.2 and x3 = 3.0, we have

1̂x  = 21.925 – 0.481 (3.2) + 0.299 (3.0) = 21.283
15.6 (a) y = – 20 + 0.04x1 + 30x2 + 0.04x3 + 36.3x4

= – 20 + 0.04 (45) + 30 (2) + 0.04(12000)
+ 36.3 (1)

= – 20 + 1.8 + 60 + 480 + 36.3 = 558.10
(b) a = –20 implies that in the absence of all variables

the person will be negatively satisfied
(dissatisfied).

(c) For x3 = 14,000 (=12,000 + 2000), we have
  y = – 20 + 0.04(45) + 30 (2) + 0.04(14000)

    + 6.48.10 = 638.10
15.7 Normal equations are

6a + 48b12.3 + 102b13.2 = 54
48a + 449b12.3 + 1034b13.2 = 339
102a + 1034b12.3 + 2188b13.2 = 720
The required regression equation is

x1 = 16.479 + 0.389x2 – 0.623x3.
15.8 (a) The regression equation of x3 on x1 and x2 is

x3 – 3x = ( )23 12 133
2 22

2 121 –
r r rs

x x
s r

 −
− 

  

+ ( )13 23 123
1 12

1 121
r r rs

x x
s r

 −
− 

−  
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=
( )

( )
( )22

8 0.6 0.73
– 7

2 1 – 0.6
x

 − ×
 
  

+ ( )
( )

( )12
0.7 0.8 0.63

6
1 1 0.6

x
 − ×

− 
−  

x3 – 8 = 1.5 ( )2
0.8 0.42

7
0.64

x
−  −  

+ 3 ( )1
0.7 0.48

6
0.64

x
−  −  

x3 = – 4.41 + 0.89x2 + 1.03x1
(b) The value of x3 when x1 = 4 and x2 = 5 would be

x3 = – 4.41 + 0.89×5 + 1.03×4 = 4.16

15.4 STANDARD ERROR OF ESTIMATE FOR MULTIPLE REGRESSION

When we measure variation in the dependent variable y in multiple linear regression
analysis we calculate three types of variations exactly in the same way as in simple linear
regression. These variations are

• Total variation or total sum of squares deviation SST = 2

1
( )

n

i
y y

=
−∑

• Explained variation resulting from regression SSR = 2

1
ˆ( )

n

i
y y

=
−∑

relationship between x and y

• Unexplained variation resulting from sampling error SSE = 2

1
ˆ( )

n

i
y y

=
−∑

The calculation of each of these sum of squares is associated with a certain number of
degrees of freedom. SST has n – 1 degrees of freedom (n sample observations minus one
due to fixed sample mean), SSR has k degrees of freedom (k independent variables
involved in estimating value of y), SSE has n – (k + 1) degrees of freedom (n sample
observations minus k+1 constants a, b1, b2 . . ., bk), because in multiple regression we
estimate k slope parameters b1, b2, . . ., bk and an intercept a from a data set containing n
observations

These three types of variations are related by the following equation:

2

1
( )

n

i
y y

=
−∑ = 2

1
ˆ( )

n

i
y y

=
−∑  + 2

1
ˆ( )

n

i
y y

=
−∑

SST = SSR + SSE
This implies that the total variation in y can be divided into two parts: explained part
and unexplained part as shown in Fig. 15.2.

If the multiple regression equation fits the entire data perfectly (i.e., all observations
in the data set fall on the regression line), then the estimation of the value of the dependent
variable is accurate and there is no error. But if it does not happen, then to know the
degree of accuracy in the predication of the value of dependent variable y, we use a
measure called standard error of estimate.

Figure 15.2
Decomposition of Total Variation
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In multiple regression analysis, the sample standard error of the estimate represents
the extent of variation (dispersion) of observations in the data set with respect to a plane
(two independent variables) or a hyperplane (three or more independent variables).

15.4.1 Significance Test of Regression Model

To understand whether all independent variables xi taken together significantly explain
the variability observed in the dependent variable y.The F-test used to test the singnificance
of the regression model is based on the fact that at least one of the regression parameters
in the regression equation must be zero. To apply F-test, the null hypothesis that all of
the true regression parameters are zero, is defined as:

H0 : b1 = b2 = . . . = bk = 0 ← null hypothesis that y does not depend on xis’
H1 : at least one bi ≠ 0 ← alternative hypothesis that y depends on at least one

of the xsi’
The significance of regression effect is tested by computing the F-test statistic as

shown in Table 15.2

Table 15.2: ANOVA Table for Multiple Regression

Source of Variation Sum of Squares Degrees of Freedom Mean Square F-Ratio

Regression SSR k MSR = SSR
k

F = MSR
MSE

Residual (or Error) SSE n – (k+1) MSE = 
SSE
( +1)n k−

Total SST n – 1

Decision Rule: If the calculated value of Fcal is more than its table value at a given level of
significance and degrees of freedom k for numerator and n – k – 1 for denominator,
then H0 is rejected.

Hence, we conclude that the regression model has no significant prediction for the
dependent variable. In other words, rejection of H0 implies that at least one of the
independent variables is adding significant prediction for y.

If two variables are involved in the least-squares regression equation to predict the
value of the dependent variable, then the standard error of estimate denoted by Sy.12 is
given by

Sy.12 =
SSE

3n −
 = 

2ˆ( )
3

y y
n

Σ −
−

 = 
2

1 1 2 2

3
y b x y b x y

n
Σ − Σ − Σ

−
(15-15)

The subscript (y.12) lists the dependent variable y for which the prediction is being
made with respect to the values of two independent variables coded as 1 and 2. The
denominator of this equation indicates that in a multiple regression with 2 independent
variables the standard error has n – (2 + 1) = n – 3 degrees of freedom (number of
unrestricted chances for variation in the measurement being made). This occurs because
the degrees of freedom is reduced from n to 2 + 1 = 3 numerical constants a, b1 and b2
that have all been estimated from the sample.

In general, to determine �y  values, we have to estimate k + 1 parameters (a, b1, b2, ...,
bk) for the least-squares regression equation y = a + b1x1 + b2 x2 + ... + bk xk with
n – (k + 1) residual degrees of freedom. The variance of error term e and standard error
of estimate are computed as follows:

S2
y.12 . . . (k + 1) or σe

2 =
SSE
( 1)n k− +

 = MSE ← variance of error term e (15-16)

or Sy.12 . . . (k + 1) or σe =
2ˆ( )

( 1)
y y

n k
Σ −

− +
 = MSE ← standard error of estimate
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where y = sample values of dependent variable

ŷ = estimated values of dependent variable from the regression equation

n = number of observations in the sample
k = number of independent variables

Using the result from Chapter 14, the standard error of estimate (15.15) of y (say x1)
on x2 and x3 is defined as:

S1.23 =
2

1 1̂( )
3

x x
n

−
−

An alternative method of computing S1.23 in terms of correlation coefficients r12, r13,
and r23 is

S1.23 =
2 2 2

12 13 23 12 13 23
1 2

23

1 2
1

r r r r r r
s

r
− − − +

−
By symmetry, we may write

S2.13 =
2 2 2

12 13 23 12 13 23
2 2

13

1 2
1

r r r r r r
s

r
− − − +

−

S3.12 =
− − − +

−

2 2 2
12 13 23 12 13 23

3 2
12

1 2
1

r r r r r r
s

r

15.5 COEFFICIENT OF MULTIPLE DETERMINATION

The coefficient of determination in multiple regression denoted R2
y.12 or R2

1.23 is similar
to the coefficient of determination r2 in the linear regression described in Chapter 14. It
represents the proportion (fraction) of the total variation in the multiple values of dependent
variable y, accounted for or explained by the independent variables in the multiple regression
model. The value of R2 varies from zero to one .

The difference SST – SSE = SSR measures the variation in the sample values of the
dependent variable y due to the changes (variations) among sample values of several
independent variables in the least-squares equation, Thus R2

y.12 (for two independent
variables coded as 1 and 2) which measures the ratio of the sum of squares due to
regression to the total sum of squared deviations is given by

R2
y.12 = SSR

SST
 = 

SST SSE
SST

−
 = 1 – SSE

SST
 = 1 – 

2
.12
2

S

S
y

y

Adjusted R2 : The value of SST(= S2
y) remains same even if additional independent

variables are added to the regression model because it represents the sum of squares of
the dependent variable. However, additional independent variables are likely to increase
value of SSR, so value of R2 is also likely to increase for additional independent variables.

Sometimes, additional variables added to regression analysis do not provide any
significant information, yet R2 increases. A higher R2 value can be achieved by adding
few additional independent variables, some of which may contribute very little (may be
insignificant) in explaining the variation in y-values. A value of R2 aims to establish the
existence of some relationship between the y-values and the independent variables in the
regression model. An adjusted R2 value takes into consideration: (i) the additional
information which each additional independent variable brings to the regression analysis,
and (ii) the changed degress of freedom of SSE and SST.

In particular, the coefficient of multiple determination as a measure of the proportion
of total variation in the dependent variable x1 which is explained by the combined influence
of the variations in the independent variables x2 and x3 can be defined as:

R2
1.23 = 1 – 

2
1.23

2
1

S
S

where S2
1 is the variance of the dependent variable x1.
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By symmetry we may write

R2
2.13 = 1 – 

2
2.13

2
2

S
S

 and R2
3.13 = 1 – 

2
3.12

2
3

S
S

An adjusted (or corrected) coefficient of determination is defined as:

Adjusted R2
a = 1 – 

SSE 1
SST

/(n k )
/(n 1)

− −
−

 = 1 – (1 – R2) 
1

( 1)
n

n k
−

− +
Since MSE = SSE/(n – k – 1), therefore adjust R2

a may be considered as the mixture of the
two measures of the performance of a regression model: R2 and MSE. The decision to add
an additional independent variable in a regression model should weigh the increase in R2 against
the loss of one digree of freedom for error resulting from the addition of the variable.

The three measures of performance of a regression model: (i) coefficient of
determination R2, (ii) mean square error, MSE, and (iii) adjusted coefficient of
determination R2

a, can be obtained from ANOVA table as shown in Table 15.3.

Table 15.3: Measures of Performance of Regression Analysis

Source of Variation Sum of Squares Degrees of Freedom Mean Square F-ratio

Regression SSR k MSR = SSR
k

F = MSR
MSE

Residual error SSE n – (k + 1) MSE = SSE
( 1)n k− +

Total SST n – 1

R2 = SSR
SST

 = 1 – SSE
SST

= Multiple coefficient
of determination

2Ra = 1 – 
−

MSE
SST/( 1)n

= Adjusted multiple
coefficient of determination

15.6 MULTIPLE CORRELATION ANALYSIS

The multiple correlation coefficient is denoted by R1.23 = 2
1.23R  for a dependent variable

x1 and two independent variables x2 and x3 involved in the regression equation. In
general, the coefficient of multiple correlation measures the extent of the association
between a dependent variable and several independent variables taken together.

The multiple correlation coefficient Ry.12 . . . is always measured as an absolute number
without any arithmetic sign. This is because a few independent variables may have a
negative (inverse) relationship with the dependent variable while the remaining may
have a positive relationship.

The coefficient of multiple correlation can be expressed in terms of simple linear
correlation coefficients r12, r13, and r23 as

R1.23 =
2 2

12 13 12 13 23
2
23

2
1

r r r r r
r

+ −
−

By symmetry we may also write

R2.13 =
2 2
21 23 12 13 23

2
13

2
1

r r r r r
r

+ −
−

 and  R3.12 = 
2 2
31 32 12 13 23

2
12

2
1

r r r r r
r

+ −
−

The value of the multiple correlation coefficient always lies between 0 and 1. The closer it is
to 1, better is the linear relationship between the variables. When  Ry.12 = 0, it implies no
linear relationship between the variables. Further, when Ry.12 = 1, the correlation is
called perfect.

MSE = Unbiased  es-
timator of the vari-
ance of the errors in
the multiple regres-
sion analysis

F =
2

2
R ( 1)

(1 )
n k

kR
− + 

 −  
F-ratio to test the existence of
a regression relationship
between independent variable
y and any of the dependent vari-
ables.

→

→

→

→ ↓

Multiple regression
model: A mathematical
equation that describes how
the dependent variable, say y,
is related to the independent
variables x1, x2, . . ., xk and a
random error term e.
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15.7 PARTIAL CORRELATION ANALYSIS

The partial correlation coefficients measure the correlation between the dependent
variable and one of the independent variables, holding other independent variables
constant rather than ignored in the analysis. If a dependent variable x1 and two independent
variables x2 and x3 are included in the partial correlation analysis, then the partial
correlation between x1 and x2 holding x3 constant is denoted by r12.3. Similarly the partial
correlation between x1 and x3 holding x2 constant is denoted by r13.2. Depending upon
the number of independent variables held constant, we often call partial correlation
coefficients as zero-order, first-order, second-order correlation coefficients.

The partial correlation coefficient between x1 and x2 keeping x3 constant is determined
as:

r2
12.3 = b12.3 × b21.3 = 

   − −
×   − −   

12 13 23 12 13 23 21
2 2

2 123 131 1
r r r r r r ss

s sr r

= 
( ) ( )

−
− −

2
12 13 23

2 2
23 13

( )

1 1

r r r

r r

or r12.3 = 12 13 23
2 2

13 231 1

r r r

r r

−

− −
; r13.2 = 13 12 32

2 2
12 321 1

r r r

r r

−

− −
and r23.1 = 23 21 31

2 2
21 311 1

r r r

r r

−

− −
These results can also be obtained by applying the following formulae:

(a) r12.3 = 2
12.3R  = 

2
1.23
2
1.3

S
1

S
− and r13.2 = 2

13.2R  = 
2
1.23
2
1.2

S
1

S
−

(b) r12.3 = 12.3 21.3b b× ; r13.2 = 13.2 31.2b b× , and r23.1 = 23.1 32.1b b×

Limitations of Partial Correlation Analysis

1. While calculating partial correlation coefficient it is assumed that the simple
correlation or zero order, correlation from which partial correlation is studied have
linear relationship between the variables. In actual practice, particularly in social
sciences this assumption is not desirable because linear relationship does not generally
exist in such situations.

2. The effects of the independent variables are studied additively not jointly. It means
it is presumed that the various independent variables are independent of each other.
In actual practice this may not be true and there may be a relationship among the
variables.

3. The reliability of the partial correlation coefficient decreases as their order goes up.
This means that the second order partial coefficients are not dependable compared
to first order ones. Therefore it is necessary that the size of the items in the gross
correlation should be large.

4. A lot of computational work is involved and its analysis is not easy.

Standard Error of Partial Correlations The reliability of the partial correlation coefficients

is studied though the standard error of z = 1 3n − . In case of partial correlation like

r12.3, the standard error would be z = 1 (3 1)n − +  = 1 4n − , i.e. one more degree of
freedom is lost when one independent variable is made constant. Thus if there are four
variables under study and two of them have been made constant, then two more degrees
of freedom are lost. Thus for partial correlation like, r12.34 the degrees of freedom would
be n – 3 – 2 and the standard error would be z = 1 (3 2)n − +  = 1 5n − .

Example 15.4: Varify whether following partial correlation coefficients are significant.
(a) r12.3 = 0.50; n = 29
(b) r12.34 = 0.60; n = 54

Also set up the 95 per cent confidence limits of the correlation.

Partial coefficient of
correlation: It describes the
relationship between one of
the independent variables
and the dependent variable,
given that the other
independent variables are
held constant statistically.
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Solution: (a) Converting r into z, we get

z =
1
2

loge 
1
1

r
r

+
−

 = 1.1513 log10
1 0.50
1 0.50

+
−

= 1.1513 log 3 = 1.1513 × 0.4771 = 0.549

The standard error of z = 
1

4n −
 = 

1
29 4−

 = 1
5

 = 0.20

The calculated value of z is more than 1.96 times of the standard error at α = 0.05
level of sifnificance. Hence the correlation is significant

The 95% conficence limits would be: 0.549 ± (1.96 × 0.2) = 0.157 and 0.941
(b) Converting of r into z, we get

z =
1
2

loge 
1
1

r
r

+
−

 = 1.1513 log10 
1 0.60
1 0.60

+
−  = 1.1513 log 4

= 1.1513 × 0.6021 = 0.693

The standard error of z = 
1

5n −
 = 

1
54 5−

 = 
1
49

 = 0.143

The calculated value of z is more than 1.96 times the standard error at α = 0.05 level
of significance. Hence the correlation is significant

The 95% conficence limits would be: 0.693 ± (1.96×0.143) = 0.413 and 0.973

15.7.1 Relationship Between Multiple and Partial Correlation Coefficients

The results connecting multiple and partial correlation coefficients are as follows:
• 1 – R2

1.23 = (1 – r2
12) (1 – r2

13.2)

1 – R2
2.13 = (1 – r2

21) (1 – r2
23.1),

1 – R2
3.12 = (1 – r2

31) (1 – r2
32.1)

• 1 – R1.234 = (1 – r2
12) (1 – r2

13.2) (1 – r2
14.23)

Example 15.5: The correlation between a general intelligence test and school achievement
in a group of children aged 6 to 15 years is 0.80. The correlation between the general
intelligence test and age in the same group is 0.70 and the correlation between school
achievement and age is 0.60. What is the correlation between general intelligence and
school achievement in children of the same age? Comment on the result.
Solution: Let x1 = general intelligence test; x2 = school achievement; x3 = age of
children.

Given r12 = 0.8, r13 = 0.7, and r23 = 0.6. Then the correlation between general
intelligence test and school achievement, keeping the influence of age as constant, we
have

r12.3 = 12 13 23
2 2

13 231 1

r r r

r r

−

− −
 = 

2 2

0.8 0.7 0.6

1 (0.7) 1 (0.6)

− ×
− −

= 
0.8 0.42
0.51 0.64

−
 = 0.38

0.57
 = 0.667

Hence, we conclude that intelligence and school achievement are associated to each
other to the extent of r12.3 = 0.667 while the influence of the children’s age is held
constant.

Example 15.6: In a trivariate distribution it is found that r12 = 0.70, r13 = 0.61, and
r23 = 0.40. Find the values of r23.1, r13.2, and r12.3. [Delhi Univ., MCom, 1998]
Solution: The partial correlation between variables 2 and 3 keeping the influence of
variable 1 constant is given by

r23.1 = 23 12 13
2 2

12 131 1

r r r

r r

−

− −
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Substituting the given values, we get

r23.1 =
2 2

0.40 0.70 0.61

1 (0.70) 1 (0.61)

− ×

− −
 = 

0.40 0.427
0.51 0.6279

−

=
0.027

0.714 0.7924×
 = 

0.027
0.5657

 = 0.0477

Similarly, we get r13.2 = 13 12 23
2 2

12 23

•

1 1

r r r

r r

−

− −
 = 

2 2

0.61 0.70 0.40

1 (0.70) 1 (0.40)

− ×

− −
 = 0.504

r12.3 = 12 13 23
2 2

13 23

•

1 1

r r r

r r

−

− −
 = 

2 2

0.70 0.61 0.40

1 (0.61) 1 (0.40)

− ×

− −
 = 0.633

Example 15.7: Based on the following data, calculate R1.23, R3.12, and R2.13.

1x = 6.8 2x = 7.0 3x = 74

s1 = 1.0 s2 = 0.8 s3 = 9
r12 = 0.6 r13 = 0.7 r23 = 0.65

[HP Univ., MBA, 1997]
Solution: The coefficient of multiple determination of two independent variables coded
as 2 and 3 is given by

R1.23 =
2 2

12 13 12 13 23
2
23

2
1

r r r r r
r

+ −
−

Substituting the given values, we get

R1.23 =
2 2

2
(0.6) (0.7) 2 0.6 0.7 0.65

1 (0.65)
+ − × × ×

−
 = 

0.36 0.49 0.546
0.5775

+ −

= 0.526  = 0.725
Similarly

R3.12 =
2 2
31 23 12 13 23

2
12

2
1

r r r r r
r

+ −
−

 = 
2 2

2
(0.7) (0.65) 2 0.6 0.7 0.65

1 (0.6)
+ − × × ×

−

= 
0.49 0.4225 0.546

1 0.36
+ −

−
 = 0.573  = 0.757

R2.13 =
2 2

12 23 12 13 23
2

13

2
1

r r r r r
r

+ −
−

 = 
2 2

2
(0.6) (0.65) 2 0.6 0.7 0.65

1 (0.7)
+ − × × ×

−

= 
0.36 0.4225 0.546

0.51
+ −

 = 0.464  = 0.681

Example 15.8: Suppose, a computer has found, for a given set of values of variables x1,
x2, and x3 the correlation coefficients are: r12 = 0.91, r13 = 0.33, and r23 = 0.81. Explain
whether these computations may be said to be free from errors.

[Madurai Kamaraj Univ., BCom, 1989]
Solution: For determining whether the given computations are correct or not, we calculate
the value of the partial correlation coefficient r12.3 for variables 1 and 2 keeping the
influence of variable 3 constant.  If the value of r12.3 is less than one, then the computations
may be said to be free from errors.

r12.3 = 12 13 23
2 2

13 231 1

r r r

r r

−

− −
 = 

2 2

0.91 (0.33) (0.81)

1 (0.33) 1 (0.81)

−

− −

= 
0.91 0.2673

1 0.1089 1 0.6561
−

− −
 = 

0.6427
0.8911 0.3439×

 = 1.161
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Since the calculated values of r12.3 is more than one, the computations given in the
question are not free from errors.

Example 15.9: The simple correlation coefficients between temperature (x1), yield of
corn (x2), and rainfall (x3) are r12 = 0.59, r13 = 0.46, and r23 = 0.77. Calculate the partial
correlation coefficient r12.3 and multiple correlation coefficient R1.23.

[Delhi Univ., MCom; HP Univ., MBA, 1996]
Solution: Partial correlation coefficient r12.3 is defined as:

r12.3 = 12 13 23
2 2

13 231 1

r r r

r r

−

− −

Substituting the given values, we get

r12.3 =
2 2

0.59 0.46 0.77

1 (0.46) 1 (0.77)

− ×

− −
 = 

0.59 0.3542
1 0.2116 1 0.5529

−
− −

= 0.2358
0.5665

 = 0.416

Multiple correlation coefficient is defined as:

R1.32 =
2 2

12 13 12 13 23
2
23

2
1

r r r r r
r

+ −
−

 = 
2 2

2
(0.59) (0.46) 2 (0.59 0.46 0.77)

1 (0.77)
+ − × ×

−

=
0.3481 0.2116 0.418

0.4071
+ −

 = 
0.5597 0.418

0.4071
−

=
0.1417
0.4071

 = 0.589

Example 15.10: A random sample of 5 years on the yield of a crop when observed for
seed (x1), rainfall (x2) and temperature (x3) revealed the following information:

r12 =0.80 r13 = – 0.40 r23 = – 0.56
s1 =4.42 s2 = – 1.10 s3 = – 8.50

Calculate the following:
(a) Partial regression coefficient b12.3 and b13.2
(b) Standard error of estimate S1.23
(c) Coefficient of multiple correlation R1.23
(d) Coefficient of partial correlation r12.3 between x1 and x2 holding x3 constant
Solution: (a) Substituting the given values in the formulae for partial regression
coefficients b12.3 and b13.2, we get

b12.3 = 12 13 23 1
2

2231
r r r s

sr

 −
 

−  
 = 2

0.80 ( 0.40) ( 0.56) 4.42
1.101 ( 0.56)

− − −  
 − −  

 = 3.370

b13.2 = 13 12 23 1
2

3231
r r r s

sr

 −
 

−  
 = 2

0.40 0.80 ( 0.56) 4.42
8.501 ( 0.56)

− − −  
 − −  

 = 0.036

(b) Standard error of estimate

S1.23 = s1 
2 2 2

12 13 23 12 13 23
2
23

1 2
1

r r r r r r
r

− − − +
−

= 4.42 
2 2 2

2
1 (0.8) ( 0.4) ( 0.56) 2 (0.8) ( 0.4) ( 0.56)

1 ( 0.56)
− − − − − + − − −

− −

= 4.42 
1 0.64 0.16 0.313 0.358

0.6864
− − − +

 = 2.642
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(c) Coefficient of multiple correlation

r1.23 =
2 2

12 13 12 13 23
2
23

2
1

r r r r r
r

+ −
−

=
2 2

2
(0.8) ( 0.4) 2 (0.8) ( 0.4) ( 0.56)

1 ( 0.56)
+ − − − −

− −
 = 0.6433

(d) Coefficient of partial correlation r12.3

r12.3 = 12 13 23
2 2

13 231 1

r r r

r r

−

− −
 = 

2 2

0.8 ( 0.40) ( 0.56)

1 ( 0.4) 1 ( 0.56)

− − −

− − − −

= 
0.576
0.759

 = 0.758.

Example 15.11: On the basis of observations made on 35 cotton plants the total
correlations of yield of cotton (x1) and number of balls i.e. (the seed vessels) (x2), and
height (x3) are found to be r12 = 0.863, r13 = 0.648, and r23 = 0.709. Determine the
multiple correlation coefficient and partial correlation coefficient r12.3 and r13.2 and
interpret your results.
Solution: The multiple correlation coefficient R1.23 is given by

R1.23 =
2 2

12 13 12 13 23
2
23

2
1

r r r r r
r

+ −
−

= 
2 2

2
(0.863) (0.648) 2 (0.863) (0.648) (0.709)

1 (0.709)
+ −

−

= 
0.744 0.419 0.792

0.498
+ −

 = 
0.371
0.498

 = 0.863

The partial correlation coefficients r12.3 and r13.2 are calculated as:

r12.3 = 12 13 23
2 2

13 231 1

r r r

r r

−

− −
 = 

2 2

0.863 0.648 0.709

1 (0.648) 1 (0.709)

− ×

− −
= 

0.409
0.762 0.705×

 = 0.761

r13.2 = 13 23 12
2 2
23 121 1

r r r

r r

−

− −
 = 

2 2

0.648 0.709 0.863

1 (0.709) 1 (0.863)

− ×

− −
 = 

0.037
0.705 0.505×

 = 0.103

Example 15.12: The following values have been obtained from the measurement of
three variables x1, x2, and x3.

1x = 6.80 2x = 7.00 3x = 7.40
s1 = 1.00 s2 = 0.80 s3 = 0.90

r12 = 0.60 r13 = 0.70 r23 = 0.65

(a) Obtain the regression equation of x1 on x2 and x3
(b) Estimate the value of x1 for x2 = 10 and x2 = 9
(c) Find the coefficient of multiple determination R2

1.23 from r12 and r13.2
Solution: (a) The regression equation of x1 on x2 and x3 is given by

(x1 – 1x ) = 12 13 23 13 12 231 1
2 2 3 32 2

2 323 23
( ) ( )

1 1
r r r r r rs s

x x x x
s sr r

      − −
− + −         − −      

x1 – 6.8 = 22
0.60 0.70 0.65 1

( 7)
0.801 (0.65)

x
 − ×   −   −   

+ ( )32
0.70 0.60 0.65 1

7.4
0.901 10.657

x
− ×   −  −   

x1 – 6.8 = 2
0.60 0.455

(1.25) ( 7)
0.578

x
−  −  

 + 3
0.70 0.39

(1.111) ( 7.4)
0.578

x
−  −  

= 0.181 (x2 – 7) + 0.595 (x3 – 7.4)
or x1 = 5.670 + 0.181x2 + 0.595x3
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(b) Substituting x2 = 10 and x2 = 9 in the regression equation obtained in part (a),
we have

x1 = 5.670 + 0.181(10) + 0.595 (9) = 12.835
(c) Multiple and partial correlation coefficients are related as

R2
1.23 = 1 – (1 – r2

12) (1 – r2
13.2)

r13.2 = 13 12 23
2 2

12 231 1

r r r

r r

−

− −
 = 

2 2

0.70 0.60 0.65

1 (0.60) 1 (0.65)

− ×

− −

= 
0.70 0.39
0.8 0.760

−
×

 = 0.509

or r2
13.2 = 0.259

Substituting values for r2
12 and r2

13.2 for R2
1.23, we have

R2
1.23 = 1 – (1 – 0.36) (1 – 0.259) = 0.526.

C o n c e p t u a l  Q u e s t i o n s  15A

1. What is the relationship between a residual and the
standard error of estimate? If all residuals about a
regression line are zero, what is the value of the standard
error of estimate?

2. What information is provided by the variance computed
about the regression line by the standard error of
estimate?

3. What are ‘normal equations’ and how are they used in
multiple regression analysis?

4. Define the following terms

(a) Standard error of estimate,

(b) Coefficient of multiple determination, and

(c) Coefficient of partial and multiple correlation.

5. Explain the objectives of performing a multiple
regression and correlation analysis?

6. Why may it be of interest to perform tests of hypotheses
in multiple regression problems?

7. Define partial and multiple correlation. With the help
of an example distinguish  between partial and multiple
correlation.

8. What is multiple linear regression? Explain the difference
between simple linear and multiple linear regression.

9. Explain the concept of multiple regression and try to
find out an example in the practical field where multiple
regression analysis is likely to be helpful.

10. Distinguish between partial and multiple correlation
and point out their usefulness in statistical analysis.

11. (a) In the multiple regression equation of x1 on x2 and
x3, what are the two progression coefficients and
how do your interpret them?

(b) Explain the concepts of simple, partial, and multiple
correlation.

(c) When is multiple regression needed? Explain with
the help of an example.

12. Under what conditions is it important to use the adjusted
multiple coefficient of determination?

13. Can you judge how well a regression model fits the
data by considering the mean square error only. Explain.

14. Explain why the multiple coefficient of determination
never decreases as variables are added to the multiple
regression equation.

S e l f-P r a c t i c e  P r o b l e m s  15B

15.9 In a trivariate distribution, it is found that r12 = 0.7,
r13 = 0.61, and r23 = 0.4. Find the values of the
partial correlation coefficients r12.3, r23.1, and r13.2.

15.10 The following data present the values of the dependent
variable y and the two independent variables x1
and x2:

y : 6 8 9 11 12 14
x1 : 14 16 17 18 20 23
x2 : 21 22 27 29 31 32

Compute the following:

(a) Multiple regression coefficients b12.3, b13.2, b23.1

(b) Multiple correlation coefficient R1.23
(c) Partial correlation coefficients r12.3, r13.2, and r23.1
(d) Standard error of estimate S1.23

15.11 For a given set of values of x1, x2, and x3, the computer
has found that r12 = 0.96, r13 = 0.36, and r23
= 0.78. Examine whether these computations may
be said to be free from errors.
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15.12 The simple correlation coefficients between variable
x1, x2, and x3 are, respectively, r12 = 0.41, r13 = 0.71,
and r23 = 0.50. Calculate the partial correlation
coefficients r12.3, r13.2, and r23.1.

15.13 In a trivariate distribution, it is found that r12 = 0.8,
r13 = 0.4, and r23 = 0.56. Find the value of r23.2,
r13.2, and r23.1. [Madras Univ., MCom, 1998]

15.14 The simple correlation coefficients between profits
(x1), sales (x2), and advertising expenditure (x3) of a
factory are r12 = 0.69, r13 = 0.45, and r23 = 0.58.
Find the partial correlation coefficients r12.3, and r13.3
and interpret them.

15.15 (a) The simple coefficients of correlation between two
variables out of three are as follows.

r12 = 0.8; r13 = 0.7, and r23 = 0.6
Find the partial coefficents of correlation, r12.3,  r13.2
and r23.1

(b) If r12 = 0.86, r13 = 0.65 and r23 = 0.72, then prove
that r12.3 = 0.743

15.16 On the basis of observations made on 30 cotton plants,
the total correlation of yield of cotton (x1), the number
of balls, i.e. seed vessels (x2) and height (x3) are found to
be;

r12 = 0.80; r13 = 0.65, and r23 = 0.70

Compute the partial correlation between yield of cotton
and the number of balls, eliminating the effect of height.

15.17 The following simple correlation coefficients are given:
r12 = 0.98, r13 = 0.44, and r23 = 0.54

Calculate the partial coefficient of correlation
between first and third variables keeping the effect
second variable constant.

15.18 (a) Do you find the following data consistent:
r12 = 0.07, r13 = – 0.6, and r23 = 0.90

(b) The simple correlation coeffiecint between
temperature (x1), yield (x2) and rainfall (x3) are
r12 = 0.6, r13 = 0.5 and r23 = 0.8. Determine the
multiple correlation R1.23.

15.19 (a) The following zero order correlation coefficient are
given:

r12 = 0.98, r13 = 0.44, and r23 = 0.54
Calculate multiple correlation coefficient treating

first variable as dependent and second and third
variables as independents.

(b) The following zero order correlation coefficients
are given: r12 = 0.5, r13 = 0.6, and r23 = .7

Calculate the multiple correlation coefficients:
R1.23, R2.13 and R3.12

H i n t s  a n d  A n s w e r s

15.9 r12.3 = 12 13 23
2 2

13 231 1

r r r

r r

−

− −

= 
2 2

0.70 0.60 0.40

1 (0.60) 1 (0.40)

− ×

− −
 = 0.633

Similarly r23.1 = 0.049 and r13.2 = 0.504
15.10 (a) b12.3 = 0.057, b13.2 = 0.230; b23.1 = 0.093

(b) R1.23 = 0.99
(c) r12.3 = 0.88; r13.2 = 0.78, r23.1 = 0.28
(d) S1.23 = 0.34

15.11 Since r12.3 = 1.163 ( > 1), the given computations are
not free from error.

15.12 r12.3 = 0.09, r23.1 = 0.325 and r13.2 = 0.639
15.13 r12.3 = 0.759; r23.1 = 0.436 and r13.2 = – 0.097
15.14 r12.3 = 0.589; r13.2 = 0.085

15.15 (a) r12.3 = 12 13 23
2 2

13 231 1

r r r

r r

−

− −
 = 

2 2

0.8 (0.7 0.6)

1 (0.7) 1 (0.6)

− ×

− −

=
−

×
0.8 0.42
0.714 0.8

 = 0.38
0.5712

 = 0.665

r13.2 = 13 12 23
2 2

12 231 1

r r r

r r

−

− −
 = 

− ×

− −2 2

0.7 (0.8 0.6)

1 (0.8) 1 (0.6)

=
−
×

0.7 0.48
0.6 0.8

 = 
0.22
0.48

 = 0.458

r23.1 =
−

− −
23 12 13

2 2
12 131 1

r r r

r r
 = 

2 2

0.6 (0.8 0.7)

1 (0.8) 1 (0.7)

− ×

− −

=
0.6 0.56
0.6 0.49

−
×

 = 
.04

0.4284
 = 0.093

(b) r12.3 = 12 13 23
2

13 231 1

r r r

r r

−

− −
 = 

− ×
− −2 2

0.86 (0.65 0.72)

1 (0.65) 1 (0.72)

= 
−

− −
0.86 0.468

1 0.4225 1 0.5184

= 
×

0.392
0.7599 0.6939

 = 
0.392
0.527

 = 0.743

15.16 r12.3 =
−

− −
12 13 23

2 2
13 231 1

r r r

r r
 = 

− ×

− −2 2

0.8 (0.65 0.7)

1 (0.65) 1 (0.7)

=
−

− −
0.8 0.455

1 0.4225 1 0.49
 = 0.345

0.7599 0.7141×

= 0.345
0.5426

 = 0.6357

15.17 r13.2 =
−

− −
13 12 23

2 2
12 231 1

r r r

r r
 = 

− ×

− −2 2

0.44 (0.98 0.54)

1 (0.98) 1 (0.54)

=
−

− −
0.44 0.5292

1 0.9604 1 0.2916
 = 

0.0892
0.199 0.842

−
×

=
0.0892

0.1676
−

 = – 0.5322

15.18 (a) r12.3 = 
−

− −
12 13 23

2 2
13 231 1

r r r

r r
 = 

− − ×

− − −2 2

7 ( 0.6 0.9)

1 ( 0.6) 1 (0.9)

= 
+

− −
0.7 0.54

1 0.36 1 0.81
 = 

×
1.24

0.8 0.436
 = 3.56
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Since the value of r12.3 is 3.56, the data are inconsistent
as the value of any partial coefficient of correlation cannot
exceed unity or 1.

(b) R1.23 = 
+ −

−

2 2
12 13 12 13 23

2
23

2
1

r r r r r
r

= 
+ − × × ×

−

2 2

2
(0.6) (0.5) 2 0.6 0.5 0.8

1 (0.8)

= 
+ −

−
0.36 0.25 0.48

1 0.64
 = 0.6

15.19 (a) R1.23 = 
+ −

−

2 2
12 13 12 13 23

2
23

2
1

r r r r r
r

=
+ − × × ×

−

2 2

2
(0.98) (0.44) 2 0.98 0.44 0.54

1 (0.54)

=
+ −

−
0.9604 0.1936 0.4657

1 0.2916
 = 0.986

(b) R1.23 = 
+ −

−

2 2
12 13 12 13 23

2
23

2
1

r r r r r
r

= 
+ − × × ×

−

2 2

2
(0.5) (0.6) 2 0.5 0.6 0.7

1 (0.7)
 = 0.622

R2.13 = 
+ −

−

2 2
21 23 12 13 23

2
13

2
1

r r r r r
r

= 
+ − × × ×

−

2 2

2
(0.5) (0.7) 2 0.5 0.6 0.7

1 (0.6)
 = 0.707

R3.13 = 
+ −

−

2 2
31 32 12 13 23

2
12

2
1

r r r r r
r

= 
+ − × × ×

−

2 2

2
(0.6) (0.7) 2 0.5 0.6 0.7

1 (0.5)
 = 0.757

F o r m u l a e  U s e d

1. Multiple regression model
y = β0 + β1x1 + β2x2 + . . . + βk xk + e

2. Estimated multiple regression model

ŷ = a + b1x1 + b2 x2 + . . . + bk xk

3. Sample standard error of the estimate

Sy.12 =
2

1 1 2 2

3
y a y b x y b x y

n
Σ − Σ − Σ − Σ

−

4. Coefficient of multiple determination based on sample
data for two independent variables

R2
y.12 = 1 – 

2
.12
2

S

S
y

y

5. Partial regression coefficients

b12.3 =
 −
  −  

12 13 23 1
2

2231
r r r s

sr

b13.2 =
 −
 

−  
13 12 23 1

2
3231

r r r s
sr

6. Coefficient of multiple correlation

R1.23 = 
+ −

−

2 2
12 13 12 13 23

2
23

2
1

r r r r r
r

R2.13 = + −
−

2 2
12 23 12 13 23

2
13

2
1

r r r r r
r

R3.12 = 
+ −

−

2 2
13 23 12 13 23

2
12

2
1

r r r r r
r

7. Partial correlation coefficient

r12.3 = 
−

− −
12 13 23

2 2
13 231 1

r r r

r r

r23.1 = 
−

− −
23 12 13

2 2
12 131 1

r r r

r r

r13.2 = 
−

− −
13 12 23

2 2
12 231 1

r r r

r r

C h a p t e r  C o n c e p t s  Q u i z

True or False
4. Multiple regression allows us to use more of the

information available to us to estimate the dependent
variable. (T/F)

5. The closer the coefficient of multiple correlation is to 1,
the better the relationship between the variables. (T/F)

6. The error sum of squares for a multiple regression analysis

1. The coefficient of multiple correlation is the square root
of the coefficient of multiple determination. (T/F)

2. Partial regression coefficients are also called net regression
coefficients. (T/F)

3. A residual plot is useful to investigate the assumption of
linearity but not the equality of conditional variance.  (T/F)
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is equal to the total sum of squares plus the sum of squares
of regression. (T/F)

7. The standard error of estimate in multiple regression has
n – k – 1 degrees of freedom. (T/F)

8. In multiple regression, the variables are collectively very
significant, but individually not significant. (T/F)

9. In multiple regression analysis, the regression coefficients
often become less reliable as the degree of freedom
between the independent variable increases. (T/F)

10. Adding additional variables to a multiple regression will
always reduce the standard error of estimate. (T/F)

Concepts Quiz Answers

1. T 2. T 3. F 4. T 5. T 6. F 7. T 8. T 9. T
10. F 11. (c) 12. (b) 13. (a) 14. (c) 15. (b) 16. (b) 17. (d) 18. (b)
19. (b) 20. (a) 21. (a) 22. (d) 23. (b) 24. (a) 25. (c)

Multiple Choice
11. Given a regression equation: �y  = 25.26 + 4.78x1 + 3.09x2

– 1.98x3. The value of b2 for this equation is
(a) 25.26 (b) 4.78
(c) 3.09 (d) –1.98

12. The degrees of freedom for standard error of estimate
are n – k – 1. What does the k stand for?
(a) number of observations in the sample
(b) number of independent variables
(c) mean of the sample values of dependent variable
(d) none of these

13. The range of partial correlation coefficient r12.3 is
(a) – 1 to 1 (b) 0 to ∞
(c) 0 to 1 (d) none of these

14. If multiple correlation coefficient R1.23 = 1, then R2.13 is
(a) 0 (b) – 1
(c) 1 (d) none of these

15. If multiple correlation coefficient R1.23 = 1, then it  implies a
(a) lack of linear relationship
(b) perfect relationship
(c) reasonably good relationship
(d) none of these

16. Which of following relationship is true?
(a) R1.23 ≤ r12 (b) R1.23 ≥ r12

(c) R1.23 = r12 (d) R1.23 ≥ –1
17. In the regression equation y = a + b1x1 + b2x2, y is

independent of x when
(a) b2 = 0 (b) b2 = 1
(c) b2 = –1 (d) none of these

18. Since r2 = 1 – {(y – ŷ )2/(y – y )2}, then r2 is equal to

(a) 1 – SSR/SST (b) 1 – SSE/SSR
(c) 1 – SST/SSE (d) 1 – SSE/SST

19. In regression analysis, the explained deviation of the
dependent variable y is given by
(a) Σ (y – y )2 (b) Σ ( ŷ  – y )
(c) Σ (y – y )2 (d) none of these

20. The relationship between the multiple correlation
coefficient of x1 on x2 and x3 and the standard error of

estimate is given by the expression

(a) R1.23 = 
2
1.23

2
1

S
1

S
− (b) R1.23 = 

2
1.23

2
2

S
1

S
−

(c) R1.23 = 
2
1.23

2
3

S
1

S
− (d) none of these

21. Which of the following relationship is true

(a) r12.3 = 12.3 21.3b b× (b) r12.3 = 13.2 31.2b b×

(c) r12.3 = 23.1 32.1b b× (c) all of these

22. The coefficient of determination in multiple regression is
given by
(a) R2

y.12 = 1 – (SSR/SST) (b) R2
y.12 = 1 – (SSE /SSR)

(c) R2
y.12 = 1 – (SST/SSE) (d) R2

y.12 = 1 – (SSE/SST)

23. The standard error of estimate involved to predict the
value dependent variable is given by

(a) Sy.12 = SSE / 2n − (b) Sy.12 = SSE / 3n −

(c) Sy.12 = SSR / 2n − (d) Sy.12 = SSR / 3n −
24. Adjusted multiple coefficient of determination R2

a is given
by

(a) R2
a = 1 – 

MSE
SST /( 1)n −

(b) R2
a = 

MSE
SSE /( 1)n −

(c) R2
a = 1 – 

MSR
SSE /( 1)n −

(d) R2
a = 

MSR
SSE /( 1)n −

25. The F-ratio used in testing for the existing of a regression
relationship between a dependent  variable and any of the
independent variable is given by

(a) F = 
2

2
( 1)

1
R n k

nR
− + 

 −  

(b) F = 
2

2
( 1)

1
R n k

nR
+ − 

 −  

(c) F = 
2

2
( 1)

1
R n k

kR
− + 

 −  

(d) F = 
2

2
( 1)

1
R n k

kR
+ − 

 −  
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R e v i e w-S e l f  P r a c t i c e  P r o b l e m s

15.20 (a) Given r12 = 0.5, r13 = 0.4, and r23 = 0.1, find the
values of r12.3 and r23.1.  [Kerala Univ., MCom1997]

(b) If r12 = 0.60, r13 = 0.70, r23 = 0.65, and S1 = 1.0,
find S1.23, R1.23, and r12.3.

[Kurukshetra Univ., MCom, 1998]
15.21 (a) If r12 = 0.80, r13 = – 0.56 and r23 = 0.40, then

obtain r12.3 and R1.23. [Saurashtra Univ., MCom, 1997]
(b) In a triavariate distribution, it is found that r13

= 0.6, r23 = 0.5, and r12 = 0.8. Find the value of
r13.2. [Madras Univ., MCom, 1999]

15.22 In a trivariate distribution

1x = 28.20 2x = 4.91 3x = 594

s1 = 4.4 s2 = 1.1 s3 = 80
r12 = 0.80 r23 = – 0.56 r31 = – 0.40

(a) Find the correlation coefficient r23.1 and R1.23.
(b) Also estimate the value of x1 when x2 = 6.0 and x3

= 650.
15.23 The following data relate to agricultural production (x1)

in quintal/hectare, rainfall (x2) in inches, and use of
fertilizers (x3) in kg/hectare.

 x1 : 85 76 82 83 72 93 76 81
 x2 : 6 8 14 11 9 16 5 3
 x3 : 40 25 5 20 15 10 35 50

Find R1.23 and the coefficient of multiple determination
and interpret your result.

15.24 In a study of the factors: honours points (x1), general
intelligence (x2), and hours of study (x3), which influence
‘academic success’, a statistician obtained the following
results based on the records of 450 students at a
university campus.

1x = 18.5, 2x = 100, 3x = 24

s1 = 11.2, s2 = 15.8, s3 = 6
r12 = 0.60, r13 = 0.32, r23 = – 0.35

Find to what extent honours points a related to
general intelligence when hours of study per week
are held constant. Also find the other partial
correlation coefficients.

15.25 In a trivariate distribution, the following data have
been obtained

 x1 : 3 5 6 8 12 14
 x2 : 16 10 7 4 3 2
 x3 : 90 72 54 42 30 12

(a) Find a regression equation of x3 on x1 and x2
(b) Estimate the value of x3 for x1 = 10 and x2 = 6
(c) Find the standard error of estimate of x3 on x1 and x2
(d) Determine the multiple correlation coefficient R3.12

H i n t s  a n d  A n s w e r s

15.20 (a) r12.3 = 0.504; r23.1 = – 0.126
(b) S1.23 = 0.688; R1.23 = 0.726; r12.3 = 0.267

15.21 (a) r12.3 = 0.759; R1.23 = 0.842
(b) r13.2 = 0.385

15.22 (a) r23.1 = – 0.436; R1.23 = 0.802
(b) Regression equation of x1 on x2 and x3

x1 – 1x = 12 13 23 1
2 22

223
( )

1
r r r s

x x
sr

   −
−     −   

+ 13 12 23 1
3 32

323
( )

1
r r r s

x x
sr

   −
−    −   

x1 – 28.02 = 22
0.8 ( 0.4) ( 0.56) 4.4

( 4.91)
1.11 ( 0.56)

x
 − − −    −   − −    

+ 32
( 0.4) (0.8) ( 0.56) 4.4

( 594)
801 ( 0.56)

x
 − − −    −   − −    

x1 = 9.225 + 3.356x2 + 0.003x3
For x2 = 6 and x3 = 650, we have x1 = 31.896.

15.23 R1.23 = 0.975; R2
1.23 = 0.9512 implies that

95.12 per cent variation in agriculture production is
explained

15.24 r12.3 = 0.80; r13.2 = 0.71 and r23.1 = – 0.721

15.25 (a) x3 = 61.40 – 3.65x1 + 2.54x2

(b) Estimated value of x3 = 40

(c) S3.12 = 3.12 (d) R3.12 = 0.9927
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Forecasting and Time Series Analysis

I have but one lamp by
which my feet are guided,
and that is the lamp of
experience. I know of no way
of judging the future but the
past.

—Patrick Henry
The penguin flies backwards
because he does not care to
see where he’s going, but
wants to see where he’s
been.

—Fred Allen

After studying this chapter, you should be able to
understand the pattern of the historical data and then extrapolate the pattern
into the future.
understand the different approaches to forecasting that can be applied in business.
gain a general understanding of time-series forecasting techniques.
learn how to decompose time-series data into their various components and to
forecast by using decomposition techniques.

16.1 INTRODUCTION

The increasing complexity of the business environment together with changing demands
and expectations, implies that every organization needs to know the future values of
their key decision variables. Forecasting takes the historical data and project them into
the future to predict the occurrence of uncertain events. This may help organizations to
assess the  future consequences of existing decisions and to evaluate the consequences
of decisions (actions or strategies). For example, inventory is ordered without certainty
of future sales; new equipment is purchased despite uncertainty about the demand for
products; investments are made without knowing profits in future; alternative staff mix
is made without knowing the increase in the level of service that can be provided, and
so on.

Forecasting is essential to make reliable and accurate estimates of what will happen
in the future in the face of uncertainty. A flow chart of forecasts and the decision-making
process is shown in Fig. 16.1. In general, the decisions are influenced by the chosen
strategy with regard to an organization’s future priorities and activities. Once decisions
are taken, the consequences are measured in terms of expectation to achieve the desired
products/services levels.

Decisions are also get influenced by the additional information obtained from the
forecasting method used. Such information and the perceived accuracy of the forecasts
may also affect the strategy formulation of an organization. Thus an organization needs
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to establish a monitoring system to compare planned performance with the actual.
Divergence, if any, and no matter what the cause of such divergence between the planned
and actual performance, should be fed back into the forecasting process, to generate new
forecasts. A few objectives of forecasting are as follows:

(i) The creation of plans of action,  because it is not possible to evolve a system of
business control without an acceptable system of forecasting.

(ii) Monitoring of the continuing progress of action plans based on forecasts.
(iii) The forecast provides a warning system of the critical factors to be monitored

regularly because they might drastically affect the performance of the plan.

16.2 TYPES OF FORECASTS

The objectives of any organization are facilitated by a number of different types of
forecasts. These may be related to cash flows, operating budgets, personnel requirement,
inventory levels, and so on. However, a broad classification of the types of forecasts is as
follows:

Demand Forecasts These are concerned with the predictions of demand for products or
services. These forecasts facilitate in formulating material and capacity plans and serve
as inputs to financial, marketing, and personnel planning. The forecast itself may be
generated in a number of ways, many of which depend heavily upon sales and marketing
information.

Environmental Forecasts These are concerned with the social, political, and economic
environment of the state and/or the country. Environmental concerns, such as pollution
control, are much better managed from an anticipatory rather than an after-the-fact
standpoint. Economic forecasts are valuable because they help in predicting inflation
rates, money supplies, operating budget, and so on.

Technological Forecasts These are concerned with new developments in existing
technologies as well as the development of new technologies. They have become
increasingly important to major firms in the computer, aerospace, nuclear, and many
other technologically advanced industries.

16.3 TIMING OF FORECASTS

Forecasts are usually classified according to time period and use. The three categories
of  forecasts are:

Short-Range Forecast This has a time span of upto one year but is typically less than
three months. It is normally used in planning purchasing for job scheduling, work force
levels, job assignments, production levels, and the like.

Figure 16.1
Decision-Making Process and
Forecasts
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Medium-Range Forecast This has a time span from one to three years (typically 3 months to
one year). It is used for sales planning, production planning, cash budgeting, and so on.

Long-Range Forecast This has a time span of three or more years. It is used for designing
and installing new plants, facility location, capital expenditures, research and development,
and so on.

The medium and long-range forecasts differ from short-range forecast on account
of following three features:

(i) Medium and long-range forecasts deal with more comprehensive issues and
support management decisions regarding design and development of new
products, plants, and processes.

(ii) Mathematical techniques such as moving averages, exponential smoothing, and
trend extrapolation are used for short-range forecasts.

(iii) The short-range forecasts tend to be more accurate than long-range forecasts.
For example, sales forecasts need to be updated regularly in order to maintain
their value. After each sales period, the forecast should be reviewed and revised.

16.4 FORECASTING METHODS

Forecasting methods may be classified as either quantitative or qualitative (opinion or
judgmental). Figure 16.2 provides an overview of the types of forecasting methods.

16.4.1 Quantitative Forecasting Methods

These methods can be used when

(i) past information about the variable being forecast is available,
(ii) information can be quantified, and

(iii) a reasonable assumption is that the pattern of the past will continue into the
future.

The quantitative methods of forecasting are further classified into two categories:

Time Series Forecasting Methods A time series is a set of measurements of a variable that
are ordered through time. The time variable does not fluctuate arbitrarily. It moves
uniformly always in the same direction, from past to future, Thus we can exercise some
freedom of choice as to the times at which observations can be made. The time-series data
are gathered on a given variable characteristic over a period of time at regular intervals.

The time series forecasting methods attempt to account for changes over a period
of time at regular intervals by examining patterns, cycles or trends to predict the outcome
for a future time period.

Figure 16.2
Forcasting Methods



540 BUSINESS S TAT I S T I C S

Causal Forecasting Methods These methods are based on the assumptions that the variable
value which we intend to forecast has a cause-effect relationship with one or more other
variables. A linear regression analysis which depends upon the causal relationship or
interaction of two or more variables is called causal forcasting method.

16.4.2 Qualitative Forecasting Methods

These methods consist of collecting the opinions and judgments of individuals who are
expected to have the best knowledge of current activities or future plans of the
organization. For example, knowledge of demand trend and customer plans are often
known to marketing executives or product managers. Through regular contact with
customers, the marketing and sales personnel are presumably familiar with individual
customers or retail market segment. Management usually maintains broader market
information on trends by product line, geographic area, customer groups, and so on.

Qualitative forecasting methods have the advantage that they can incorporate
subjective experience as inputs along with objectives data. It is the human brain that
permits assimilation of all types of information and the ultimate issuance of a prediction.

Since each human being has different knowledge, experience, and perspective of
reality, intuitive forecasts are likely to differ from one individual to another. Furthermore,
the less they are based upon fact and quantified data, the less they lend themselves to
analysis and resolution of differences of opinion. The quantification of data gives them
a more precise meaning than words which are inexact and are capable of being
misunderstood. Also, if the forecasts prove to be inaccurate there is an objective basis for
improvement the next time around.

A number of approaches fall under qualitative methods, and these are as follows:

Personal Opinion In this approach of forecasting, an individual does some forecast of the
future based on his or her own judgment or opinion without using a formal quantitative
model. Such an assessment can be relatively reliable and accurate. This approach is usually
recommended when conditions in the past are not likely to hold in the future. For instance,
getting an assessment of whether inventory levels are likely to last until the next
replenishment; whether a machine will require repair in the next month, and so on.

Panel Consensus To reduce the prejudices and ignorance that may arise in the individual
judgment, it is possible to develop consensus among group to individuals. Such a panel
of individuals is encouraged to share information, opinions, and assumptions (if any) to
predict future value of  some variable under study.

The disadvantage of this method is that it is dependent on group dynamics and
frequently requires a facilitator or convenor to coordinate the process of developing a
consensus.

Delphi Method This method is very similar to the panel consensus approach. It uses the
collective experience and judgment of a group of experts. In this method, experts may
be located in different places and never meet and typically do not know other group
members. Each expert is given a questionnaire to complete relating to the area under
investigation. A summary is then prepared from all the questionnaires and a copy of it
is sent to each expert for revision of responses to the question included in the questionnaire
in the light of the summary results. This process of updating the summary results is
repeated until the desirable consensus is reached. This method produces a narrow range
of forecasts rather than a single view of the future.

Market Research This method is used to collect data based on well-defined objectives
and assumptions about the future value of a variable. In this method, a questionnaire
is prepared to distribute among respondents. A summery of responses to questions in
the questionnaire is prepared to develop survey results.

Historical Comparison Once the data are  arranged chronologically, the time-series
approach facilitates comparison between one time period and the next. It provides a
scientific basis for making comparisons by studying and isolating the effects of various
influencing factors on the patterns of variable values. It also helps in making regional
comparison amongst data collected on the basis of time.

Causal forecasting
methods: Forecasting
methods that relate a time-
series to other variables
which are used to explain
cause and effect
relationship.

Delphi method: A
quantitative forecasting
method that obtains
forecasts through group
consensus.



C H A P T E R  16 FORECASTING AND TIME SERIES ANALYSIS 541

16.5 STEPS OF FORECASTING

Regardless of the method used to forecast, the following steps are followed:

1. Define objectives and the policies to be achieved, that is, what we are trying to obtain
by the use of the forecast. The purpose of forecasting is to make use of the best
available present information to guide future activities towards organization’s
objectives.

2. Select the variables of interest such as capital investment, employment level, inventory
level, purchasing of new equipment, which are to be forecasted.

3. Determine the time horizon—short, medium, or long term—of the forecast in order
to predict changes which will probably follow the present level of activities.

4. Select an appropriate forecasting model to make projections of the future in
accordance to the reasons of past changes which have taken place.

5. Collect the relevant data needed to make the forecast.
6. Make the forecast and implement the results.

These steps present a systematic way of initiating, designing, and implementing a
forecasting system. If a particular system is used regularly to generate forecasts, then
data should be collected in a routine manner so that computations used to make the
forecast can be done automatically using a computer.

16.6 TIME SERIES ANALYSIS

A time series is a set of numerical values of some variable obtained at regular period over
time. The series is usually tabulated or graphed in a manner that readily conveys the
behaviour of the variable under study. Figure 16.3 presents the export of cement (in
tonnes) by a cement company between 1994 and 2004. The graph suggests that the
series is time dependent. The management of the company is interested in determining
how the series is dependent on time and in developing a means of predicting future
levels with some degree of reliability. The nature of the time dependence is often analysed
by decomposing the time series into its components.

Year Export (tonnes)

1994 2
1995 3
1996 6
1997 10
1998 8
1999 7
2000 12
2001 14
2002 14
2003 18
2004 19

16.6.1 Objectives of Time Series Analysis

1. The assumption underlying time series analysis is that the future will look like the
past, that is, the various factors which have already influenced the patterns of change
in the value of the variable under study will continue to do so in more or less the
same manner in the future. In other words, some underlying pattern exists in
historical data. Thus one of the objective of time-series analysis is to identify the
pattern and isolate the influencing factors (or effects) for prediction purposes as well
as for future planning and control.

Figure 16.3
Export of Cement
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2. The review and evaluation of progress made on the basis of a plan are done on the
basis of time-series data. For example the progress of our Five-Year Plans is judged
by the annual growth rates in the Gross National Product (GNP). Similarly the
evaluation of our policy of controlling inflation and price rise is done by the study
of various price indices which are based on the analysis of time-series.

16.6.2 Time Series Patterns

We assume that time series data consist of an underlying pattern accompanied by random
fluctuations. This may be expressed in the following form:

Actual value of the = Mean value of the  + Random deviation from mean value
variable at time t variable at time t of the variable at time t

                     �y = Pattern + e

where �y  is the forecast variable at period t; pattern is the mean value of the forecast
variable at period t and represents the underlying pattern, and e is the random fluctuation
from the pattern that occurs of the forecast variable at period t.

16.6.3 Components of a Time Series

The time-series data contain four components: trend, cyclicality, seasonality and irregularity.
Not all time-series have all these components. Figure 16.4 shows the effects of these time-
series components over a period of time.

Trend Sometimes a time-series displays a steady tendency of either upward or downward
movement in the average (or mean) value of the forecast variable y over time. Such a
tendency is called a trend. When observations are plotted against time, a straight line
describes the increase or decrease in the time series over a period of time.

Cycles An upward and downward movement in the variable value about the trend time
over a time period are called cycles. A business cycle may vary in length, usually more
than a year but less than 5 to 7 years. The movement is through four phases: from peak
(prosperity) to contradiction (recession) to trough (depression) to expansion (recovery or
growth) as shown in Fig. 16.4 .

Seasonal It is a special case of a cycle component of time series in which fluctuations
are repeated usually within a year (e.g. daily, weekly, monthly, quarterly) with a high
degree of regularity. For example, average sales for a retail store may increase greatly
during festival seasons.

Irregular Irregular variations are rapid charges or bleeps in the data caused by short-
term unanticipated and non-recurring factors. Irregular fluctuations can happen as
often as day to day.

16.7 TIME SERIES DECOMPOSITION MODELS

The analysis of time series consists of two major steps:

Figure 16.4
Time-series Effects

Time-series: A set of
observations measured at
successive points in time or
over successive periods of
time.

Cyclical variation: A type
of variation in time-series,
in which the value of the
variable fluctuates above
and below a trend line and
lasting more than one year.

Trend: A type of variation
in time-series that reflects a
long-term movement in
time-series over a long
period of time.

Seasonal variation: A type
of variation in time-series
that shows a periodic
pattern of change in time-
series within a year;
patterns tend to be repeated
from year to year.

Irregular variation: A type
of variation in time-series
that reflects the random
variation of the time-series
values which is completely
unpredictable.
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1. Identifying the various factors or influences which produce the variations in the time
series, and

2. Isolating, analysing and measuring the effect of these factors independently, by
holding other things constant.

The purpose of decomposition models is to break a time series into its components:
Trend (T), Cyclical (C), Seasonality (S), and Irregularity (I ). Decomposition of time series
aims to isolate influence of each of the four components on the actual series so as to  provide
a basis for forecasting. There are many models by which a time series can be analysed; two
models commonly used for decomposition of a time series are discussed below.

16.7.1 Multiplicative Model

The actual values of a time series, represented by Y can be found by multiplying four
components at a particular time period. The effect of four components on the time series
is interdependent. The multiplicative time series model is defined as:

Y =T × C × S × I ← Multiplicative model

The multiplicative model is appropriate in situations where the effect of C, S, and
I is measured in relative sense and is not in absolute sense. The geometric mean of C,
S, and I is assumed to be less than one. For example, let the actual sales for period of
20 months be Y20 = 423.36. Further let, this value be broken down into its components
as: trend component (mean sales) 400; effect of current cycle (0.90) which decreases sales
by 10 per cent; seasonality of the series (1.20) that increases sales by 20 per cent. Thus
besides the random fluctuation, the expected value of sales for this period is: 400 × 0.90
× 1.20 = 432. If the random factor decreases sales by 2 per cent in this period, then the
actual sales value will be 432 × 0.98 = 423.36.

16.7.2 Additive Model

In this model, it is assumed that the effect of various components can be estimated by
adding the various components of a time-series. It is stated as:

Y =T + C + S + I ← Additive model
Here  C, S, and I are absolute quantities and can have positive or negative values. It is
assumed that these four components are independent of each other. However, in real-
life time series data this assumption does not hold good.

C o n c e p t u a l  Q u e s t i o n s  16A

1. Briefly describe the steps that are used to develop a
forecasting system.

2. What is forecasting? Discuss in brief the various theories
and methods of business forecasting.

[Delhi Univ., MBA, 2001]
3. For what purpose do we apply time series analysis to

data collected over a period of time?
4. How can one benefit from determining past patterns?
5. What is the difference between a causal model and a

time series model?
6. What is a judgmental forecasting model, and when is

it appropriate?
7. Explain clearly the different components into which a

time series may be analysed. Explain any method for
isolating trend values in a time series.

8. Explain what you understand by time series. Why is
time-series considered to be an effective tool of
forecasting?

9. Explain briefly the additive and multiplicative models
of time series. Which of these models is more popular
in practice and why? [Osmania Univ., MBA, 1998]

10. Identify the four principal components of a time-series
and explain the kind of change, over time, to which
each applies.

11. What is the advantage of reducing a time series into its
four components?

12. Despite great limitations of statistical forecasting,
forecasting techniques are invaluable to the economist,
the businessman, and the government. Explain.

13. (a) Why are forecasts important to organizations?
(b) Explain the difference between the terms: seasonal

variation and cyclical variation.
(c) Give reasons why the seasonal component in the

time-series is not constant? Give examples where
you believe the seasonality may change.

14. Identify the classical components of a time series and
indicate how each is accounted for in forecasting.
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16.8 QUANTITATIVE FORECASTING METHODS

The quantitative forecasting methods fall into two general categories:

• Time series methods
• Causal methods

The time series methods are concerned with taking some observed historical pattern
for some variable and projecting this pattern into the future using a mathematical formula.
These methods do not attempt to  suggest why the variable under study will take some
future value. This limitation of the time-series approach is taken care by the application of
a causal method. The causal method tries to identify factors which influence the variable is
some way or cause it to vary in some predictable manner. The two causal methods, regression
analysis and correlation analysis, have already been discussed previously.

A few time series methods such as freehand curves and moving averages simply describe
the given data values, while other methods such as semi-average and least squares help to
identify a trend equation to describe the given data values.

16.8.1 Freehand Method

A freehand curve drawn smoothly through the data values is often an easy and, perhaps,
adequate representation of the data. From Fig. 16.3, it appears that a straight line connecting
the 1994 and 2004 exports volumes is a fairly good representation of the given data.

The forecast can be obtained simply by extending the trend line. A trend line fitted
by the freehand method should conform to the following conditions:

(i) The trend line should be smooth—a straight line or mix of long gradual curves.
(ii) The sum of the vertical deviations of the observations above the trend line

should equal the sum of the vertical deviations of the observations below the
trend line.

(iii) The sum of squares of the vertical deviations of the observations from the trend
line should be as small as possible.

(iv) The trend line should bisect the cycles so that area above the trend line should
be equal to the area below the trend line, not only for the entire series but as
much as possible for each full cycle.

Example 16.1: Fit a trend line to the following data by using the freehand method.

Year : 1997 1998 1999 2000 2001 2002 2003 2004
Sales turnover : 80 90 92 83 94 99 92 104.
(Rs in lakh)

Solution: Figure 16.5 presents the freehand graph of sales turnover (Rs in lakh) form
1997 to 2004. Forecast can be obtained simply by extending the trend line

Figure 16.5
Graph of Sales Turnover
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Limitations of freehand method

(i) This method is highly subjective because the trend line depends on personal
judgment and therefore what happens to be a good-fit for one individual may
not be so for another.

(ii) The trend line drawn cannot have much value if it is used as a basis for
predictions.

(iii) It is very time-consuming to construct a freehand trend if a careful and
conscientious job is to be done.

16.8.2 Smoothing Methods

The objective of smoothing methods into smoothen out the random variations due to
irregular components of the time series and thereby provide us with an overall impression
of the pattern of movement in the data over time. In this section, we shall discuss three
smoothing methods:

(i) Moving averages
(ii) Weighted moving averages

(iii) Semi-averages

The data requirements for the techniques to be discussed in this section are minimal and
these techniques are easy to use and understand.

Moving Averages

If we attempt to observe the movement of some variable values over a period of time
and try to project this movement into the future, then it is essential to smooth out first
the irregular pattern in the historical values of the variable, and later use this as the basis
for a future projection. This can be done by using the technique of moving averages.

This method is a subjective method and depends on the length of the period chosen
for calculating moving averages. To remove the effect of cyclical variations, the period
chosen should be an integer value that corresponds to or is a multiple of the estimated
average length of a cycle in the series.

The moving averages which serve as an estimate of the next period’s value of a
variable given a  period of length n is expressed as:

Moving average, MA t + 1 = 
Σ{ ... }D D D Dt t t t n

n
+ + + +− − − +1 2 1

where t =current time period
D = actual data which is exchanged each period
n =length of time period

In this method, the term ‘moving’ is used because it is obtained by summing and
averaging the values from a given number of periods, each time deleting the oldest value
and adding a new value.

The major advantage of a moving average is the opportunity it provides to focus on
the long-term trend (and cyclical) movements in a time series without the obscuring
effect of short-term ‘noise’ influences.

The limitation of this method is that it is highly subjective and dependent on the
length of period chosen for constructing the averages. Moving averages have the following
three limitations:

(i) As the size of n (the number of periods averaged) increases, it smoothens the
variations better, but it also makes the method less sensitive to real changes in
the data.

(ii) It is difficult to choose the optimal length of time for which to compute the
moving average. Moving averages can not be found for the first and last k/2
periods in a k-period moving average.

(iii) Moving averages cannot pick-up trends very well. Since these are averages, it
will always stay within past levels and will not predict a change to either a higher
or lower level.

Moving averages: A
quantitative method of
forecasting or smoothing a
time-series by averaging
each successive group of
data values.
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(iv) It causes a loss of information (data values) at either end of the original time
series.

(v) Moving averages do not usually adjust for such time-series effects as trend, cycle
or seasonality.

Example 16.2: Shown is production volume (in ’000 tonnes) for a product. Use these
data to compute a 3-year moving average for all available years. Also determine the
trend and short-term error.

Year Production Year Production
(in ’000 tonnes) (in ’000 tonnes)

1995 21 2000 22
1996 22 2001 25
1997 23 2002 26
1998 25 2003 27
1999 24 2004 26

Solution: The first average is computed for the first 3 years as follows:

Moving average (year 1–3) = 
21 22 23

3
+ +

 = 22

The first 3-year moving average can be used to forecast the production volume in fourth
year, 1998. Because 25,000 tonnes production was made in 1998, the error of the
forecast is Error1998 = 25,000 – 22,000 = 3000 tonnes.

Similarly, the moving average calculation for the next 3 years is:

Moving average (year 2–4) = 
22 23 25

3
+ +

 = 23.33

A complete summary of 3-year moving average calculations is given in Table 16.1.

Table 16.1 Calculation of Trend and Short-term Fluctuations

Year Production 3-Year Moving 3-Yearly Moving Forecast Error
y Total Average ( y – �y )

(Trend values)
�y

1995 21 — — —
1996 22 (21 + 22 + 23) = 66 66/3 = 22.00 0
1997 23 (22 + 23 + 25) = 70 70/3 = 23.33 – 0.33
1998 25 (23 + 25 + 24) = 72 72/3 = 24.00 1.00
1999 24 71 23.67 0.33
2000 22 71 23.67 – 1.67
2001 25 73 24.33 0.67
2002 26 78 26.00 0
2003 27 (26 + 27 + 26) = 79 79/3 = 26.33 0.67
2004 26 — — —

Odd and Even Number of Years When the chosen period of length n is an odd number,
the moving average period is centred on i (middle period in the consecutive sequence
of n periods). For instance with n = 5, MA3(5) is centred on the third year, MA4(5) is
centred on the fourth year..., and MA9(5) is centred on the ninth year.

No moving average can be obtained for the first (n – 1)/2 years or the last (n – 1)/
2 year of the series. Thus for a 5-year moving average, we cannot make computations
for the just two years or the last  two years of the series.

→
→

→

→



C H A P T E R  16 FORECASTING AND TIME SERIES ANALYSIS 547

When the chosen period of length n is an even numbers, equal parts can easily be
formed and an average of each part is obtained. For example, if n = 4, then the first
moving average M3 (placed at period 3) is an average of the first four data values, and
the second moving average M4 (placed at period 4) is the average of data values 2
through 5. The average of M3 and M4 is placed at period 3 because it is an average of
data values for period 1 through 5.

Example 16.3: Assume a four-year cycle and calculate the trend by the method of
moving average from the following data relating to the production of tea in India:

Year Production Year Production
(million lbs) (million lbs)

1987 464 1992 540
1988 515 1993 557
1989 518 1994 571
1990 467 1995 586
1991 502 1996 612

[Madras, Univ., MCom, 1997]
Solution: The first 4-year moving average is:

MA3(4) = 
464 515 518 467

4
+ + +

 = 1964
4

 = 491.00

This moving  average is centred on the middle value, that is, the third year of the series.
Similarly,

MA4(4) = 
515 518 467 502

4
+ + +

 = 2002
4

 = 500.50

This moving average is centred on the fourth year of the series.
Table 16.2 presents the data along with the computations of 4-year moving averages.

Table 16.2 Calculation of Trend and Short-term Fluctuations

Year Production 4-Yearly 4-Yearly Moving 4-Yearly Moving
(mn lbs) Moving Totals Average Average Centred

1987 464 — — —
1988 515 — — —

1964 491.00
1989 518 495.75

2002 500.50
1990 467 503.62

2027 506.75
1991 502 511.62

2066 516.50
1992 540 529.50

2170 542.50
1993 557 553.00

2254 563.50
1994 571 572.50

2326 581.50
1995 586 — — —
1996 612 — — —

Weighted Moving Averages

In moving averages, each observation is given equal importance (weight). However, it may
be desired to place more weight (importance) on certain periods of time than on others. So
a moving average in which some time periods are weighted differently than others is called a weighted

→

→

→

→

→

→
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moving average. In such a case different values may be assigned to compute a weighted
average of the most recent n values. Choice of weights is somewhat arbitrary because there
is no set formula to determine them. In most cases, the most recent observation receives
the most weightage, and the weight decreases for older data values.

A weighted moving average is computed as:

Weighted moving average = 
Σ

Σ
(Weight for period ) (Data value in period )

Weights
n n

Example 16.4: Vacuum cleaner sales for 12 months is given below. The owner of the
supermarket decides to forecast sales by weighting the past three months as follows:

Weight Applied Month

3 Last month
2 Two months ago
1 Three months ago

6

Months : 1 2 3 4 5 6 7 8 9 10 11 12
Actual sales : 10 12 13 16 19 23 26 30 28 18 16 14
(in units)

Solution: The results of 3-month weighted average are shown in Table 16.3

weightedx  = 3Mt – 1 + 2Mt – 2 + 1Mt – 3

= × × ×1
[3 Sales last month + 2 Sales two months ago +1 Sales three months ago]

6

Table 16.3 Weighted Moving Average

Month Actual Sales Three-month Weighted Moving Average

1 10 —
2 12 —
3 13 —

4 16
1
6

[(3 × 13) + (2 × 12) + (1 × 10)] = 
121

6

5 19
1
6

[(3 × 16) + (2 × 13) + (1 × 12)] = 
141

3

6 23
1
6

[(3 × 19) + (2 × 16) + (1 × 13)] = 17

7 26
1
6

[(3 × 23) + (2 × 19) + (1 × 16)] = 
201
2

8 30
1
6

[(3 × 26) + (2 × 23) + (1 × 19)] = 
235
6

9 28
1
6

[(3 × 30) + (2 × 26) + (1 × 23)] = 
271
2

10 18
1
6

[(3 × 28) + (2 × 30) + (1 × 26)] = 
289

3

11 16
1
6

[(3 × 18) + (2 × 28) + (1 × 30)] = 
231

3

12 14
1
6

[(3 × 16) + (2 × 18) + (1 × 28)] = 182
3

Weighted moving average: A
quantitative method of
forecasting or smoothing a
time-series by computing a
weighted average of past data
values; sum of weights must
equal one.
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Example 16.5: A food processor uses a moving average to forecast next month’s demand.
Past actual demand (in units) is shown below:

Month : 43 44 45 46 47 48 49 50 51
Actual
demand : 105 106 110 110 114 121 130 128 137

(a) Compute a simple five-month moving average to forecast demand for month 52.
(b) Compute a weighted three-month moving average where the weights are highest for

the latest months and descend in order of 3, 2, 1.

Solution: Calculations for five-month moving average are shown in Table 16.4.

Table 16.4 Five-month Moving Average

Month Actual Demand 5-month 5-month
Moving Total Moving Average

43 105 — —
44 106 — —
45 110 545 109.50
46 110 561 112.2
47 114 585 117.0
48 121 603 120.6
49 130 630 126.0
50 128 — —
51 137 — —

(a) Five-month average demand for month 52 is

Number of periods
x∑

 = 
+ + + +114 121 130 128 137

5
 = 126 units

(b) Weighted three-month average as per weights is as follows:

weightedx  = Σ ×
Σ

Weight Data value
weight

where Month Weight × Value = Total
51 3 × 137 = 411
50 2 × 128 = 256
49 1 × 130 = 130

6 797

   weightedx  = 
797

6
 = 133 units.

Semi-Average Method

The semi-average method permits us to estimate the slope and intercept of the trend
line quite easily if a linear function will adequately describe the data. The procedure is
simply to divide the data into  two parts and compute their respective arithmetic means.
These two points are plotted corresponding to their midpoint of the class interval covered
by the respective part and then these points are joined by a straight line, which is the
required trend line. The arithmetic mean of the first part is the intercept value, and the
slope is determined by the ratio of the difference in the arithmetic mean of the number
of years between them, that is, the change per unit time. The resultant is a time series
of the form : ŷ = a + bx. The ŷ is the calculated trend value and a and b are the
intercept and slope values respectively. The equation should always be stated completely
with reference to the year where x = 0 and a description of the units of x and y.

The semi-average method of developing a trend equation is relatively easy to commute
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and may be satisfactory if the trend is linear. If the data deviate much from linearity, the
forecast will be biased and less reliable.

Example 16.6: Fit a trend line to the following data by the method of semi-average and
forecast the sales for the year 2002.

Year Sales of Firm Year Sales of Firm
(thousand units) (thousand units)

1993 102 1997 108
1994 105 1998 116
1995 114 1999 112
1996 110

Solution: Since number of years are odd in number, therefore divide the data into equal
parts (A and B) of 3 years ignoring the middle year (1996). The average of part A and
B is

Ay =
+ +102 105 114

3
 = 

321
3  = 107 units

By =
+ +108 116 112

3
 = 

336
3

 = 112 units

Part A is centred upon 1994 and part B on 1998. Plot points 107 and 112 against their
middle years, 1994 and 1998. By joining these points, we obtain the required trend line
as shown Fig. 16.6. The line can be extended and be used for prediction

To calculate the time-series ŷ  = a + bx, we  need

Slope = b = 
∆
∆

y
x

 = 
change in sales
change in year

=
−
−

112 107
1998 1994

 = 
5
4

 = 1.25

Intercept = a = 107 units at 1994

Thus, the trend line is: ŷ = 107 + 1.25x
Since 2002 is 8 year distant from the origin (1994), therefore we have

ŷ =107 + 1.25(8) = 117

16.8.3 Exponential Smoothing Method

Exponential smoothing is a type of moving-average forecasting technique which weighs past
data from previous time periods with exponentially decreasing importance in the forecast so that the
most recent data carries more weight in the moving average. Simple exponential smoothing
makes no explicit adjustment for trend effects whereas adjusted exponential smoothing
does take trend effects into account (see next section for details).

Figure 16.6
Trend Line by the Method of
Semi-Average

Exponential smoothing
method: A quantitative
forecasting method that
uses a weighted average of
past time-series values to
arrive at new time-series
values.
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Simple Exponential Smoothing

With simple exponential smoothing, the forecast is made up of the actual value for the
present time period Xt multiplied by a value between 0 and 1 (the exponential smoothing
constant) referred to as α (not the same a used for a Type I error) plus the product of
the present time period forecast Ft and (1 – α). The formula is stated algebraically as
follows:

Ft + 1 = α Xt + (1 – α) Ft  = Ft + α (Xt – Ft) (16-1a)

where Ft + 1 = Forecast for the next time period (t + 1)
Ft = forecast for the present time period (t)
α = a weight called exponentially smoothing constant (0 ≤ α ≤ 1)

Xt = actual value for the present time period (t)

If exponential smoothing has been used over a period of time, the forecast for Ft
will have been obtained by

Ft = α Xt – 1 + (1 – α) Ft – 1. (16-1b)
When smoothing constant α is low, more weight is given to past data, and when it is

high, more weight is given to recent data values. When α is equal to 0.9, then 99.99 per
cent of the forecast value is determined by the four most recent demands. When α is
as low as 0.1, only 34.39 per cent of the average is due to these last 4 periods and the
smoothing effect is equivalent to a 19-period arithmetic moving average.

If α were assigned a value as high as 1, each forecast would reflect total adjustment
to the recent data value and the forecast would simply be last period’s actual value, that
is, Ft = 1.0Dt – 1. Since fluctuations are typically random, the value of α is generally kept
in the range of 0.005 to 0.30 in order to ‘smooth’ the forecast.

The following table helps illustrate this concept. For example, when α = 0.5, we can
see that the new forecast is based on data value in the last three or four periods. When
α = 0.1, the forecast places little weight on recent value and takes a 19-period arithmetic
moving average.

Weight Assigned to
Smoothing Most Recent 2nd Most 3rd Most 4th Most 5th Most
Constant Period Recent Period Recent Period Recent Period Recent Period

 (α) α (1 – α) α (1 – α)2 α (1 – α)3 α (1 – α)4

α = 0.1 0.1 0.09 0.081 0.073 0.066
α = 0.5 0.5 0.25 0.125 0.063 0.031

Selecting the smoothing constant The exponential smoothing approach has been
successfully applied by banks, manufacturing companies, wholesalers, and other
organizations. The appropriate value of the exponential smoothing constant, α, however,
can make the difference between an accurate and an inaccurate forecast. In picking a
value for the smoothing constant, the objective is to obtain the most accurate forecast.

The correct α-value facilitates a reasonable reaction to a data value without
incorporating too much random variation. An approximate value of α which  is equivalent
to an arithmetic moving average, in terms of degree of smoothing, can be estimated as:
α = 2/(n + 1). The accuracy of a forecasting model can be determined by comparing
the forecasted values with the actual or observed values.
Error The error of an individual forecast is defined as:

Forecast error = Actual values – Forecasted values
et = Xt – Ft

One measure of the overall forecast error for a model is the mean absolute deviation
(MAD). This is computed by taking the sum of the absolute values of the individual
forecast errors and then dividing by number of periods n of data

MAD =
Σ|Forecast errors|

n
where Standard deviation σ ≅ 1.25 MAD

Forecast: A projection or
prediction of future values
of a time-series.
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The exponential smoothing method also facilitates continuous updating of the estimate
of MAD. The current MADt is given by

MADt = α | Actual values – Forecasted values | + (1 – α) MADt – 1

Higher values of smoothing constant α make the current MAD more responsive to
current forecast errors

Example 16.7: A firm uses simple exponential smoothing with α = 0.1 to forecast
demand. The forecast for the week of February 1 was 500 units whereas actual demand
turned out to be 450 units.

(a) Forecast the demand for the week of February 8.
(b) Assume the actual demand during the week of February 8 turned out to be 505

units. Forecast the demand for the week of February 15. Continue forecasting through
March 15, assuming that subsequent demands were actually 516, 488, 467, 554, and
510 units.

Solution: Given Ft – 1 = 500, Dt – 1 = 450, and α = 0.1
(a) Ft = Ft – 1 + α (Dt – 1 – Ft – 1) = 500 + 0.1(450 – 500) = 495 units
(b) Forecast of demand for the week of February 15 is shown in Table 16.5.

If no previous forecast value is known, the old forecast starting point may be estimated
or taken to be an average of some preceding periods.

Example 16.8: A hospital has used a 9-month moving average forecasting method to
predict drug and surgical inventory requirements. The actual demand for one item is
shown in the table below. Using the previous moving average data, convert to an
exponential smoothing forecast for month 33.

Month : 24 25 26 27 28 29 30 31 32
Demand : 78 65 90 71 80 101 84 60 73

Solution: The moving average of a 9-month period is given by

Moving average = Σ Demand ( )
Number of periods

x  = 
+ + +78 65 ... 73

9
 = 78

Assume Ft – 1 = 78. Therefore, estimated α = 
+
2

1n
 = 

+
2

9 1
 = 0.2

Thus, Ft = Ft – 1 + α (Dt – 1 – Ft – 1) = 78 + 0.2(73 – 78) = 77 units

Adjusted Exponential Smoothing

The simple exponential smoothing models is highly flexible because the smoothing effect
can be increased or decreased by lowering or raising the value of α. However, if a trend
exists in the data, the series will always lag behind the trend. Thus for an increasing
trend the forecasts will be consistently low and for decreasing trends they will be
consistently high. Simple exponential smoothing forecasts may be adjusted (Ft )adj for
trend effects by adding a trend smoothing factor β to the calculated forecast value Ft.

Table 16.5 Forecast of Demand

Week Demand Old Forecast Forecast Error Correction New Forecast (Ft)
Dt – 1 Ft – 1 (Dt – 1 – Ft – 1) α (Dt – 1 – Ft – 1) Ft – 1 + α (Dt – 1 – Ft – 1)

Feb. 1 450 500 – 50 – 5 495
8 505 495 10 1 496

15 516 496 20 2 498
22 488 498 – 10 – 1 497

Mar. 1 467 497 – 30 – 3 494
8 554 494 60 6 500

15 510 500 10 1 501
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(Ft )adj =Ft + 
− β
β

1
Tt

where (Ft)adj = trend-adjusted forecast
Ft = simple exponential smoothing forecast
β = smoothing constant for trend

Tt = exponentially smoothed trend factor

The value of the trend smoothing constant β, resembles the α constant in that a high
β is more responsive to recent changes in trend. A low β gives less weight to the most
recent trends and tends to smooth out the present trend. Values of β can be found by
the trial-and-error approach, with the MAD used as a measure of comparison.

The value of the exponentially smoothed trend factor (Tt ) is computed in a manner
similar to that used in calculating the original forecast, and may be written as:

Tt = β(Ft – Ft – 1) + (1 – β)Tt – 1
where Tt – 1 = last period trend factor.

The trend factor Tt consists of a portion (β) of the trend evidenced from the current
and previous forecast (Ft – Ft – 1) with the remainder (1 – β) coming from the previous
trend adjustment (Tt – 1).

Simple exponential smoothing is often referred to as first-order smoothing and trend-
adjusted smoothing is called second-order or double smoothing. Other advanced exponential
smoothing models are also in use, including seasonal adjusted and triple smoothing.

Example 16.9: Develop an adjusted exponential forecast for the firm in Example 16.7.
Assume the initial trend adjustment factor (Tt – 1) is zero and β = 0.1.

Solution: Table 16.6 presents information needed to develop an adjusted exponential
forecast.

Table 16.6

Week Dt – 1 Ft – 1 Ft

Feb. 1 450 500 495
8 505 495 496

15 516 496 498
22 488 498 497

Mar. 1 467 497 494
8 554 494 500

15 510 500 501

The trend adjustment is an addition of a smoothing factor {(1 – β)/β}Tt to the simple
exponential forecast, so we need the previously calculated forecast values. Letting the
first Tt – 1 = 0, we have

Week 2/1: Tt = β (Ft – Ft – 1) + (1 – β)Tt – 1
= 0.1(495 – 500) + (1 – 0.1)(0) = – 0.50

Adjusted forecast (Ft)adj = Ft + 
− β
β

1
Tt  = 495 + 

−
−

1 0.1
( 0.50)

0.1
 = 490.50

Week 2/8: Tt = 0.1(496 – 495) + 0.9 (– 0.50) = – 0.35
Adjusted forecast (Ft)adj = 496 + 9(– 0.35) = 492.85

Putting the remainder of the calculations in table form, the trend-adjusted forecast
for the week of March 15 is (Ft)adj = 501.44 compared to the simple exponential forecast
of Ft = 500, which is not a large difference.
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16.1 The owner of a small company manufactures a
product. Since he started the company, the number
of units of the product he has sold is represented by
the following time series:

Year : 1995 1996 1997 1998 1999 2000 2001
Units : 100 120 95 105 108 102 112
sold

Find the trend line that describes the trend by using
the method of semi-averages.

16.2 Fit a trend line to the following data by the freehand
method:

Year Production of Steel Year Production of Steel
(million tonnes) (million tonnes)

1995 20 2000 25
1996 22 2001 23
1997 24 2002 26
1998 21 2003 25
1999 23

16.3 A State Govt. is studying the number of traffic fatalities
in the state resulting  from drunken driving for each
of the last 12 months

Month Accidents

1 280
2 300
3 280
4 280
5 270
6 240
7 230
8 230
9 220

10 200
11 210
12 200

Find the trend line that describes the trend by using
the method of semi-averages.

16.4 Calculate the three-month moving averages from the
following data:

Jan. Feb. March April May June
57 65 63 72 69 78
July Aug. Sept. Oct. Nov. Dec.
82 81 90 92 95 97

[Osmania Univ., BCom, 1996]
16.5 Gross revenue data (Rs in million) for a Travel Agency

for a 11-year period is as follows:

S e l f-P r a c t i c e  P r o b l e m s  16A

Year Revenue

1995 3
1996 6
1997 10
1998 8
1999 7
2000 12
2001 14
2002 14
2003 18
2004 19

Calculate a 3-year moving average for the revenue
earned.

16.6 The owner of small manufacturing company has been
concerned about the increase in manufacturing costs
over the past 10 years. The following data provide a
time series of the cost per unit for the company’s
leading product over the past 10 years.

Year Cost per Unit Year Cost per Unit

1995 332 2000 405
1996 317 2001 410
1997 357 2002 427
1998 392 2003 405
1999 402 2004 438

Calculate a 5-year moving average for the unit cost of
the product.

16.7 The following data provide a time series of the
number of Commercial and Industrial units failures
during the period 1989–2004.

Year No. of Failures Year No. of Failures

1989 23 1997 9
1990 26 1998 13
1991 28 1999 11
1992 32 2000 14
1993 20 2001 12
1994 12 2002 9
1995 12 2003 3
1996 10 2004 1

Calculate a 5-year and 7-year moving average for the
number of units failure.

16.8 Estimate the trend values using the data given by
taking a four-year moving average :

Year Value Year Value

1990 12 1997 100
1991 25 1998 82
1992 39 1999 65
1993 54 2000 49
1994 70 2001 34
1995 87 2002 20
1996 105 2003 7

[Madras Univ., MCom, 1998]
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16.9 In January, a city hotel predicted a February demand
for 142 room occupancy. Actual February demand
was 153 rooms. Using a smoothing constant of α =
0.20, forecast the March demand using the
exponential smoothing model.

16.10 A shoe manufacturer, using exponential smoothing
with α = 0.1, has developed a January trend forecast
of 400 units for a ladies' shoe. This brand has seasonal
indexes of 0.80, 0.90, and 1.20 respectively for the
first three months of the year. Assuming actual sales
were 344 units in January and 414 units in February,
what would be the seasonalized March forecast?

16.11 A food processor uses exponential smoothing (with
α = 0.10) to forecast next month’s demand. Past
(actual) demand in units and the simple exponential
forecasts up to month 51 are shown in the following
table

Month Actual Old
Demand Forecast

43 105 100.00
44 106 100.50
45 110 101.05
46 110 101.95
47 114 102.46
48 121 103.61
49 130 105.35
50 128 107.82
51 137 109.84

(a) Using simple exponential smoothing, forecast the
demand for month 52.

(b) Suppose a firm wishes to start including a trend-
adjustment factor of β = 0.60. If it assumes an initial
trend adjustment of zero (Tt = 0) in month 50, what
would be the value of (Ft )adj for month 52?

H i n t s  a n d  A n s w e r s

16.1

Year ( y) Units Sold (x)

1995 100
1996 120 315/3 = 105.00 = a
1997 95
1998 105
1999 108
2000 102 322/3 = 107.33 = b
2001 112

Trend line y = 105 + 107.33x.
16.2

16.3

Month Accidents

1 280
2 300
3 280
4 280
5 270
6 240
7 230
8 230
9 220

10 200
11 210
12 200

Average of first 6 months, a = 1650/6 = 275

Average of last 6 months, b = 1290/6 = 215

Trend line y = 275 + 215 x.
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16.4

Month Values 3-month 3-month Moving
Total Average

Jan. 57 — —
Feb. 65 185  185/3 = 61.67
March 63 200  200/3 = 66.67
April 72 204 204/3 = 68.00
May 69 219 73.00
June 78 229 76.33
July 82 241 80.33
Aug. 81 253 84.33
Sept. 90 263 87.67
Oct. 92 277 92.38
Nov. 95 284 94.67
Dec. 97 — —

16.5

Year Revenue 3-year 3-year
Moving Total Moving Average

1995 3 —
1996 6 19  19/3 = 6.33
1997 10 24   24/3 = 8.00
1998 8 21  21/3 = 7.00
1999 7 25 8.33
2000 12 32 10.66
2001 14 34 11.33
2002 14 46 15.33
2003 18 51 17.00
2004 19 — —

16.6

Year Per Unit Cost 5-year 5-year
Moving Total  Moving Average

1995 332 — —
1996 317 — —
1997 357 1800  1800/5 = 360.0
1998 392 1873 1873/5 = 374.6
1999 402 1966 1966/5 = 393.2
2000 405 2036 407.2
2001 410 2049 409.8
2002 427 2085 417.0
2003 405 — —
2004 438 — —

16.7

Year Number 5-year 5-year 7-year 7-year
of Failures Moving Moving Moving Moving

Total Average Total Average

1989 23 — — — —
1990 26 — — — —
1991 28 129 25.8 — —
1992 32 118 23.6 153 21.9
1993 20 104 20.8 140 20.0
1994 12 86 17.2 123 17.6
1995 12 63 12.6 108 15.4
1996 10 56 11.2 87 12.4
1997 9 55 11.0 81 11.6
1998 13 57 11.4 81 11.6
1999 11 59 11.8 78 11.1
2000 14 59 11.8 71 10.1
2001 12 69 9.8 63 5.0
2002 29 39 7.9 — —
2003 23 — — — —
2004 21 — — — —

16.8

Year Value 4-year 4-year 4-year Moving
Moving Moving

Average Centred
Total Average

1990 12 — — — —
1991 25 — — — —

130 130/4=32.5
1992 39 (32.5 + 47)/2

= 39.75
188 188/4=47.0

1993 54  (47 + 62.5)/2
= 54.75

250 250/4=62.5
1994 70 70.75

316 79.0
1995 87 84.75

362 90.5
1996 105 92.00

374 93.5
1997 100 90.75

352 88.0
1998 82 81.00

296 74.0
1999 65 65.75

230 57.5
2000 49 49.75

168 42.0
2001 34 34.75

110 27.5
2002 20 — — —
2003 7 — — —

—→
—→
—→

—→
—→

—→
—→

—→

—→

→
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16.9 New forecast (March demand)
= Ft – 1 + α (Dt – 1 – Ft – 1)
= 142 + 0.20 (153 – 142) = 144.20 = 144 rooms

16.10 (a) Deseasonalized actual January demand
= 344/0.80 = 430 units

(b) Compute the deseasonalized forecast
Ft = Ft – 1 + α (Dt – 1 – Ft – 1)

= 400 + 0.1 (430 – 400) = 403
16.11 In this problem the smoothing constant for the original

data (α = 0.10) differs from the smoothing constant
for the trend β = 0.60.
(a) Ft = Ft – 1 + α (Dt – 1 – Ft – 1)

= 109.84 + 0.1(137.00 – 109.84) = 112.56
(b) Forecast for month 51 :

(Ft )adj = Ft + 
1

Tt
− β
β

where Tt = β (Ft – Ft – 1) + (1 – β)Tt – 1
= 0.6 (109.84 – 107.82) + (1 – 0.6) 0
= 1.21

(Ft )adj = 109.84 + 
1 0.6

0.6
− 

  
 (1.21)

= 110.65
Forecast for month 52 :

Tt = β (Ft – Ft – 1) + (1 – β) Tt – 1

= 0.6 (112.56 – 109.84) + (1 – 0.6) (1.21)
= 2.12

(Ft )adj = Ft + 
1 − β

β
Tt

= 112.56 + 
1 0.6

0.6
− 

  
(2.12) = 113.98

16.9 TREND PROJECTION METHODS

A trend is the long-run general direction (upward, downward or constant) of a business
climate over a period of several year. It is best represented by a straight line.

The trend projection method fits a trend line to a time series data and then projects
medium-to-long-range forecasts. Several possible trend fits can be explored (such as
exponential and quadratic), depending upon movement of time-series data. In this section,
we will discuss linear, quadratic and exponential trend models. Since seasonal effects can
compound trend analysis, it is assumed that no seasonal effects occur in the data or are
removed before establishing the trend.

Reasons to study trend: A few reasons to study trends are as follows:
1. The study of trend helps to describe the long-run general direction (upward, down-

ward, constant) of a business climate over a period of several years.
2. The study allows us to use trends as an aid in making intermediate and long-range

forecasting projections in the future.
3. The study of trends help to esolate and then eliminate its influencing effects on the

time-series model.

16.9.1 Linear Trend Model

The method of least squares from regression analysis is used to find the trend line of best fit to a
time series data. The regression trend line (y) is defined by the following equation.

ŷ = a + bx

where ŷ = predicted value of the dependent variable
a = y-axis intercept,
b = slope of the regression line (or the rate of change in y for a given change in x),
x = independent variable (which is time in this case).

The trend line of best fit has the properties that (i) the summation of all vertical deviations
about it is zero, that is, Σ (y – ŷ ) = 0, (ii) the summation of all vertical deviations squared is
a minimum, that is, Σ (y – ŷ ) is least, and (iii) the line goes through the mean values of
variables x and y. For linear equations, it is found by the simultaneous solution for a and b
of the two normal equations:

Σ y = na + bΣ x and Σx y = aΣx + bΣx2

where the data can be coded so that Σ x = 0, two terms in these equations drop out and we
have
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Σ y = na and Σ x y  = bΣx2

Coding is easily done with time-series data. For coding the data, we choose the centre
of the time period as x = 0 and have an equal number of plus and minus periods on each
side of the trend line which sum to zero.

Alternately, we can also find the values of constants a and b for any regression line as:

b =
Σ −
Σ −2 2( )

x y n x y
x n x

and a = −y b x

Example 16.10: Below are given the figures of production (in thousand quintals) of a
sugar factory:

Year : 1995 1996 1997 1998 1999 2000 2001
Production : 80 90 92 83 94 99 92

(a) Fit a straight line trend to these figures
(b) Plot these figures on a graph and show the trend line.
(c) Estimate the production in 2004. [Bangalore Univ., BCom, 1998]

Solution: (a) Using normal equations and the sugar production data we can compute
constants a and b as shown in Table 16.7:

Table 16.7 Calculation for Least Squares Equation

Year Time Period Production x2 xy Trend Values
(x) (x) �y

1995 1 80 1 80 84
1996 2 90 4 180 86
1997 3 92 9 276 88
1998 4 83 16 332 90
1999 5 94 25 470 92
2000 6 99 36 594 94
2001 7 92 49 644 96

28 630 140 2576

x = x
n

Σ  = 28
7

 = 4, y  = y
n

Σ  = 
630
7  = 90

b = 2 2( )
x y n x y
x n x

Σ −
Σ −

 = 
−
− 2

2576 7(4) (90)
140 7(4)

 = 
56
28

 = 2

a = y  – b x  = 90 – 2(4) = 82
Therefore, linear trend component for the production of sugar is:

ŷ = a + bx = 82 + 2x
The slope b = 2 indicates that over the past 7 years, the production of sugar had an average
growth of about 2 thousand quintals per year.

Figure 16.7
Linear Trend for Production of
Sugar
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(b) Plotting points on the graph paper, we get an actual graph representing production
of sugar over the past 7 years. Join the point a = 82 and b = 2 (corresponds to 1996) on the
graph we get a trend line as shown in Fig. 16.7.

(c) The production of sugar for year 2004 will be

ŷ =82 + 2 (10) = 102 thousand quintals

Example 16.11: The following table relates to the tourist arrivals (in millions) during 1994
to 2000 in India:

Year : 1994 1995 1996 1997 1998 1999 2000
Tourists arrivals : 18 20 23 25 24 28 30

Fit a straight line trend by the method of least squares and estimate the number of
tourists that would arrive in the year 2004. [Kurukshetra Univ., MTM., 1997]

Solution: Using normal equations and the tourists arrival data we can compute constants
a and b as shown in Table 16.8:

Table 16.8 Calculations for Least Squares Equation

Year Time Tourist
Scale Arrivals
(x) y x y x2

1994 – 3 18 – 54 9
1995 – 2 20 – 40 4
1996 – 1 23 – 23 1
1997 0 25 0 0
1998 1 24 24 1
1999 2 28 56 4
2000 3 30 90 9

168 53 28

x = 
x

n
Σ

 = 0, y  = 
y

n
Σ

 = 168
7

 = 24

b = 2 2( )
x y n x y
x n x

Σ −
Σ −

 = 
53
28

 = 1.893;

a = y  – b x  = 24 – 1.893(0) = 24
Therefore, the linear trend component for arrival of tourists is

�y = a + bx = 24 + 1.893x
The estimated number of tourists that would arrive in the year 2004 are:

�y = 24 + 1.893 (7) = 37.251 million (measured from 1997 = origin)

16.9.2 Quadratic Trend Model

The quadratic relationship for estimating the value of a dependent variable y from an
independent variable x might take the form

�y =a + bx + cx2

This trend line is also called the parabola.
For a non-linear equation y = a + bx + cx2, the values of constants a, b, and c can be

determined by solving three normal equations
Σ y =n a + b Σ x + c Σ x2

Σ x y =a Σ x + b Σ x2 + c Σ x3

Σ x2 y =a Σ x2 + b Σ x3 + cΣ x4

When the data can be coded so that Σx = 0 and Σx3 = 0, two terms in the above
expressions drop out and we have

Σ y =n a + c Σ x2

Σ x y =b Σ x2

Σ x2 y =a Σ x2 + cΣ x4

To find the exact estimated value of the variable y, the values of constants a, b, and c
need to be calculated. The values of these constants can be calculated by using the following
shortest method:
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a = 
2y c x

n
Σ − Σ

; b = 
Σ
Σ 2

x y
x

 and c = 
Σ − Σ Σ
Σ − Σ

2 2

4 2 2( )
n x y x y
n x x

Example 16.12: The prices of a commodity during 1998–2003 are given below. Fit a
parabola to these data. Estimate the price of the commodity for the year 2004.

Year Price Year Price

1998 100 2001 140
1999 107 2002 181
2000 128 2003 192

Also plot the actual and trend values on a graph.

Solution: To fit a quadratic equation ŷ  = a + bx + cx2, the calculations to determine the
values of constants a, b, and c are shown in Table 16.9.

Table 16.9 Calculations for Parabola Trend Line

Year Time Price x2 x3 x4 xy x2y Trend
Scale (y) Values ( �y )
(x)

1998 – 2 100 4 – 8 16 – 200 400 97.72
1999 – 1 107 1 – 1 1 – 107 107 110.34
2000 0 128 0 0 0 0 0 126.68
2001 1 140 1 1 1 140 140 146.50
2002 2 181 4 8 16 362 724 169.88
2003 3 192 9 27 81 576 1728 196.82

3 848 19 27 115 771 3099 847.94

(i) Σ y = n a + b Σ x + c Σ x2 or 848 = 6 a + 3 b + 19 c
(ii) Σ xy = a Σ x + b Σ x2 + c Σ x3 or 771 = 3 a + 19 b + 27 c

(iii) Σ x2y = a Σ x2 + b Σ x3 + c Σ x4 or 3099 = 19 a + 27 b + 115 c
Eliminating a from eqns. (i) and (ii), we get
(iv) 694 =35b + 35c
Eliminating a from eqns. (ii) and (iii), we get
(v) 5352 =280b + 168c

Solving eqns. (iv) and (v) for b and c we get b = 18.04 and c = 1.78. Substituting values
of b and c in eqn. (i), we get a = 126.68.

Hence, the required non-linear trend line becomes
y =126.68 + 18.04x + 1.78x2

Several trend values as shown in Table 16.9 can be obtained by putting x = – 2, – 1, 0,
1, 2, and 3 in the trend line. The trend values are plotted on a graph paper. The graph is
shown in Fig. 16.8.

Figure 16.8
Trend Line for Price
of Commodity
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16.9.3 Exponential Trend Model

When the given values of dependent variable y form approximately a geometric progression
while the corresponding independent variable x values form an arithmetic progression,
the relationship between variables x and y is given by an exponential function, and the best
fitting curve is said to describe the exponential trend. Data from the fields of biology, banking,
and economics frequently exhibit such a trend. For example, growth of bacteria, money
accumulating at compound interest, sales or earnings over a short period, and so on, follow
exponential growth.

The characteristic property of this law is that the rate of growth, that is, the rate of
change of y with respect to x is proportional to the values of the function. The following
function has this property.

y = a bc x, a > 0
The letter b is a fixed constant, usually either 10 or e, where a is a constant to be determined
from the data.

To assume that the law of growth will continue is usually unwarranted, so only short
range predictions can be made with any considerable degree of reliability.

If we take logarithms (with base 10) of both sides of the above equation, we obtain
log y = log a + (c log b) x

For b = 10, log b = 1, but for b = e, log b = 0.4343 (approx.). In either case, this equation
is of the form

y′ = c + d x (16-2)
where  y′  = log y, c = log a, and d = c log b.

Equation (16-2) represents a straight line. A method of fitting an exponential trend
line to a set of observed values of y is to fit a straight trend line to the logarithms of the y-
values.

In order to find out the values of constants a and b in the exponential function, the two
normal equations to be solved are

Σ log y = n log a + log b Σ x
Σ x log y = log a Σx + log b Σ x2

When the data is coded so that Σx = 0, the two normal equations become

Σ log y = n log a or log a = Σ1
log y

n

and Σ x log y = log b Σ x2 or log b = 
Σ

Σ 2
logx y
x

Coding is easily done with time-series data by simply designating the center of the time
period as x = 0, and have equal number of plus and minus period on each side which sum
to zero.

Example 16.13: The sales (Rs in million) of a company for the years 1995 to 1999 are:

Year : 1997 1998 1999 2000 2001
Sales : 1.6 4.5 13.8 40.2 125.0

Find the exponential trend for the given data and estimate the sales for 2004.

Solution: The computational time can be reduced by coding the data. For this consider
u = x – 3. The necessary computations are shown in Table 16.10.

Table 16.10 Calculation for Least Squares Equation

Year Time u = x – 3 u2 Sales Log y u Log y
Period y

x

1997 1 – 2 4 1.60 0.2041 – 0.4082
1998 2 – 1 1 4.50 0.6532 – 0.6532
1999 3 0 0 13.80 1.1390 0
2000 4 1 1 40.20 1.6042 1.6042
2001 5 2 4 125.00 2.0969 4.1938

10 5.6983 4.7366
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log a = 1
n

 Σ log y = 1
5

 (5.6983) = 1.1397

log b =
Σ

Σ 2
logu y
u

 = 
4.7366

10
 = 0.4737

Therefore  log y = log a + (x + 3) log b = 1.1397 + 0.4737x
For sales during 2004, x = 3, and we obtain

log y = 1.1397 + 0.4737 (3) = 2.5608
or y = antilog (2.5608) = 363.80

16.9.4 Changing the Origin and Scale of Equations

When a moving average or trend value is calculated it is assumed to be centred in the
middle of the month (fifteenth day) or the year (July 1). Similarly, the forecast value is
assumed to be centred in the middle of the future period. However, the reference point
(origin) can be shifted, or the units of variables x and y are changed to monthly or quarterly
values if desired. The procedure is as follows:

(i) Shift the origin, simply by adding or subtracting the desired number of periods
from independent variable x in the original forecasting equation.

(ii) Change the time units from annual values to monthly values by dividing
independent variable x by 12.

(iii) Change the y units from annual to monthly values, the entire right-hand side of
the equation must be divided by 12.

Example 16.14: The following forecasting equation has been derived by a least-squares
method:

ŷ  = 10.27 + 1.65x (Base year: 1997; x = years; y = tonnes/year)
Rewrite the equation by

(a) shifting the origin to 2002.
(b) expressing x units in months, retaining y in tonnes/year.
(c) expressing x units in months and y in tonnes/month.

Solution: (a) Shifting of origin can be done by adding the desired number of period
5 (1997 to 2002) to x in the given equation. That is

ŷ = 10.27 + 1.65 (x + 5) = 18.52 + 1.65x

where 2002 = 0, x = years, y = tonnes/year.
(b) Expressing x units in months

ŷ = 10.27 + 
1.65

12
x

 = 10.27 + 0.14x

where July 1, 1997 = 0, x = months, y = tonnes/year.
(c) Expressing y in tonnes/month, retaining x in months

ŷ = +1
(10.27 0.14 )

12
x  = 0.86 + 0.01x

where July 1, 1997 = 0, x = months, y = tonnes/month.

Remarks

1. If both x and y are to be expressed in months together, then divide constant ‘a’ by 12
and constant ‘b’ by 24. It is because data are sums of 12 months. Thus monthly trend
equation becomes

Linear trend : ŷ = +
12 24
a b

x

Parabolic trend : ŷ = + + 2

12 144 1728
a b c

x x
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But if data are given as monthly averages per year, then value of ‘a’ remains unchanged,
‘b’ is divided by 12 and ‘c’ by 144.

2. The annual trend equation can be reduced to quarterly trend equation as:

ŷ = +
×4 4 12

a b
x  = +

4 48
a b

x

S e l f-P r a c t i c e  P r o b l e m s  16B

16.12 The general manager of a building materials
production plant feels that the demand for plasterboard
shipments may be related to the number of construction
permits issued in the country during the previous
quarter. The manager has collected the data shown in
the table.

Construction Plasterboard
Permits Shipments

15 6
9 4

40 16
20 6
25 13
25 9
15 10
35 16

(a) Use the normal equations to derive a regression
forecasting equation.

(b) Determine a point estimate for plasterboard
shipments when the number of construction
permits is 30.

16.13 A company that manufactures steel observed the
production of steel (in metric tonnes) represented by
the time-series:

Year : 1996 1997 1998 1999 2000 2001 2002
Production
of steel : 60 72 75 65 80 85 95

(a) Find the linear equation that describes the trend
in the production of steel by the company.

(b) Estimate the production of steel in 2003.
16.14 Fit a straight line trend by the method of least squares

to the following data. Assuming that the same rate of
change continues, what would be the predicted earning
(Rs in lakh) for the year 2004?

Year : 1995 1996 1997 1998 1999 2000 20012002
Earnings : 38 40 65 72 69 60 87 95

[Agra Univ., BCom 1996; MD Univ., BCom, 1998]

16.15 The sales (Rs in lakh) of a company for the years
1990 to 1996 are given below:

Year : 1998 1999 2000 2001 2002 2003 2004

Sales : 32 47 65 88 132 190 275

Find trend values by using the equation yc = a bx

and estimate the value for 2005.

[Delhi Univ., BCom, 1996]

16.16 A company that specializes in the production of petrol
filters has recorded the following production (in 1000
units) over the last 7 years.

Years : 1995 96 97 98 99 00 01

Production : 42 49 62 75 92 122 158

(a) Develop a second-degree estimating equation
that best describes these data.

(b) Estimate the production in 2005.
16.17 In 1996 a firm began downsizing in order to reduce

its costs. One of the results of these cost cutting
measures has been a decline in the percentage of
private industry jobs that are managerial. The
following data show the percentage of females who
are managers from 1996 to 2003.

Years : 1996 97 98 99 00 01 02 03
Percentage : 6.7 5.3 4.3 6.1 5.6 7.9 5.8 6.1

(a) Develop a linear trend line for this time
series through 2001 only.

(b) Use this trend to estimate the percentage of
females who are managers in 2004.

16.18 A company develops, markets, manufactures, and
sells integrated wide-area network access products.
The following are annual sales (Rs in million) data
from 1998 to 2004.

Year :1998 1999 2000 2001 2002 2003 2004
Sales : 16 17 25 28 32 43 50

(a) Develop the second-degree estimating equation
that best describes these data.

(b) Use the trend equation to forecast sales for 2005.
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16.12 (a)

x y xy x2 y2

15 6 90 225 36
9 4 36 81 16

40 16 640 1,600 256
20 6 120 400 36
25 13 325 625 169
25 9 225 625 81
15 10 150 225 100
35 16 560 1,225 256

184 80 2,146 5,006 950

n= 8 pairs of observations;

x = 184/8 = 23; y  = 80/8 = 10

Σ y = na + bΣ x or 80 = 8a + 184b
Σ x y = Σ x + bΣ x2 or 2,146 = 184 a + 5,006 b
After solving equations we get a = 0.91 and b = 0.395.
Therefore the equation is: �y  = 0.91 + 0.395x

(b) For x = 30, we have �y  = 0.91 + 0.395 (30) = 13
shipments (approx.)

16.13 a = Σ y/n =532/7 = 76; b = Σ xy/Σ x2 = 136/28 = 4.857

(a) Trend line ŷ  = a + bx = 76 + 4.857x

(b) For 2003, x = 4,  ŷ  = 76 + 4.857(4) = 95.428 metric
tonnes.

16.14 a = Σ y/n = 526/8 = 65.75;
b = Σ x y/Σx2 = 616/168 = 3.667

Trend line : ŷ  = a + bx = 65.75 + 3.667x

For 2004, x = 11; ŷ = 65.75 + 3.667 (11)
= Rs 106.087 lakh.

16.15 log a = 
1
n

 Σ log y = 
1
7

 (13.7926) = 1.9704

log b = 
Σ

Σ 2
logx y
x

 = 4.3237
28

 = 0.154

Thus log y = log a + x log b = 1.9704 + 0.154x
For 2005, x = 4; log y = 1.9704 + 0.154 (4)

= 2.5864
y = Antilog (2.5864) = Rs 385.9 lakh.

16.16

Year Period Deviation x2 x4 y xy x2y
from 1998 (x)

1995 1 – 3 9 81 42 – 126 378
1996 2 – 2 4 16 49 – 98 196
1997 3 – 1 1 1 62 – 62 62
1998 4 0 0 0 75 0 0
1999 5 1 1 1 92 + 92 92
2000 6 2 4 16 122 + 244 488
2001 7 3 9 81 158 + 474 1422

0 28 196  600 524 2638

Hints and Answers

(a) Solving the equations
Σ y = n a + c Σ x2 or 600 = 7a + 28c
Σ x2 y = aΣ x2 + cΣ x4 or 2638 = 28a + 196 c
Σ x y = b Σ x2 or 524 = 28 b
We get a = 80.05, b = 18.71 and c = – 1.417

Hence ŷ  = a + bx + cx2 = 80.05 + 18.71x – 1.417x2

(b) For 2005, x = 8; ŷ = 80.05 + 18.71(8) – 1.417(8)2

= Rs 139.042 thousand.

16.17

Year Time Deviation from Percentage xy x2

Period 2001 of Females
x y

1996 1 – 5 6.7 – 33.5 25
1997 2 – 4 5.3 – 21.2 16
1998 3 – 3 4.3 – 12.9 9
1999 4 – 2 6.1 – 12.2 4
2000 5 – 1 5.6 – 6.6 1
2001 6 0 7.9 0 0
2002 7 1 5.8 5.8 1
2003 8 2 6.1 12.2 4

– 12 47.8 –68.4 60

(a) Solving the equations
Σ y = n a + b Σ x or 47.8 = 8 a – 12b
Σxy = a Σ x + b Σ x2 or – 67.4 = – 12a + 60b
We get a = 6.28 and b = 0.102
Hence ŷ  = a + bx = 6.128 + 0.102x

(b) For 2004, x  = 3;  ŷ = 6.128 + 0.102 (3)
= 6.434 per cent.

16.18

Year Time Deviation Sales xy x2 x4 x2y
Period from 2001 (x) y

1998 1 – 3 16 – 48 9 81 144
1999 2 – 2 17 – 34 4 16 68
2000 3 – 1 25 – 25 1 1 25
2001 4 0 28 0 0 0 0
2002 5 1 32 32 1 1 32
2003 6 2 43 86 4 16 172
2004 7 3 50 150 9 81 450

0 211 161 28 196 891

(a) Solving the equations
Σ y = n a + cΣ x2 or 211 = 7a + 28 c
Σ x2y = a Σ x2 + cΣ x4 or 891 = 28 a + 196 c
Σ x y = b Σ x2 or 161 = 28 b

We get a = 27.904, b = 5.75 and c = 0.559
ŷ = a + bx + cx2 = 27.904 + 5.75x + 0.559 x2

For 2005, x = 4; �y = 27.904 + 5.75(4) + 0.559 (4)2

= 59.848
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16.10 MEASUREMENT OF SEASONAL EFFECTS

As mentioned earlier that time-series data consists of four components: trend, cyclical effects,
seasonal effects and irregular fluctuations. In this section, we will discuss techniques for
identifying seasonal effects in a time-series data. Seasonal effect is defined as the repetitive
and predictable pattern of data behaviour in a time-series around the trend line during
particular time intervals of the year. In order to measure (or detect) the seasonal effect,
time period must be less than one year such as days, weeks, months, or quarters.

Seasonal effects arises as the result of natural changes in the seasons during the year or
may result due to habits, customs, or festivals that occur at the same time year after year.

We have three main reasons to study seasonal effects:
(i) The description of the seasonal effect provides a better understanding of the impact

this component has upon a particular time-series.
(ii) Once the seasonal pattern that exists is established, seasonal effect can be climinated

from the time-series in order to observe the effect of the other components, such
as cyclical and irregular components. Elimination of seasonal effect from the series
is referred to as deseasonalizing or seasonal adjusting of the data.

(iii) Trend analysis may be adequate for long-range forecast, but for short-run
predictions, knowledge of seasonal effects on time-series data is essential for
projection of past pattern into the future.

Remarks:

1. In an additive time-series model, we can estimate the seasonal component as:
S = Y – (T + C + I)

In the absence of C and I, we have S = Y – T. That is, the seasonal component is the
difference between actual data values in series and the trend values.

2. One of the technique for isolating the effects of seasonality is decomposition. The process
of decomposition begins by determining T.C for each and dividing the time-series data
(T.C.S.I) by T.C. The resulting expression contains seasonal effects along with irregular
fluctuations

T.C.S.I
T.C

= S.I.

A method for diminating irregular fluctuations can be applied, leaving only the
seasonal effects as shown below.

Seasonal effect = T.S.C.I
T.C.I

 = ×Y
100%

T.C.I
3. The process of eliminating the effects of seasonality from a time-series data is referred

to as de-seasonalization or seasonal adjustment. The data can be deseasonalized by dividing
the actual values Y by final adjusted seasonal effects, and is expressed as:

Y
S

 = T.S.C.I
S

 = T. C. I × 100% ← Multiplicative

Y – S = (T + S + C + I) – S  = T + C + I ← Additive Model
Each adjusted seasonal index measures the average magnitude of seasonal influence

on the actual values of the time series for a given period within a year. By subtracting
the base index of 100 (which represents the T and C components) from each seasonal
index, the extent of the influence of seasonal force can be measured.

Deseasonalization: A
statistical process used to
remove the effect of
seasonality from a time-
series by dividing each
original series observation
by the corresponding
seasonal index.
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16.10.1 Seasonal Index

Seasonal effects are measured in terms of an index, called seasonal index, attached to each
period of the time series within a year. Hence, if monthly data are considered, there are 12
separate seasonal indexes, one for each month. Similarly for quarterly data, there are 4
separate indexes. A seasonal index is an average that indicates the percentage deviation of actual
values of the time series from a base value which excludes the short-term seasonal influences. The base
time series value represents the trend/cyclical influences only.

The following four methods are used to construct seasonal indexes to measure seasonal
effects in the time-series data:

(i) Method of simple averages
(ii) Ratio-to-trend method

(iii) Ratio-to-moving average method
(iv) Link relatives method.

16.10.2 Method of Simple Averages

This method is also called average percentage method because this method expresses the
data of each month or quarter as a percentage of the average of the year. The steps of the
method are summarized below:

(i) Average the unadjusted data by years and months (or quarters if quarterly data
are given).

(ii) Add the figures of each month and obtain the averages by dividing the monthly
totals by the number of years. Let the averages for 12 months be denoted by 1x ,

2x , ..., 12x .

(iii) Obtain an average of monthly averages by dividing the total of monthly averages
by 12. That is

x = 1 2 12. . .
12

x x x+ + +

(iv) Compute seasonal indexes for different months by expressing monthly averages
as percentages of the grand average x  as follows:

Seasonal index for month i = ×
Monthly average for month 

100
Average of monthly averages

i

= × =100 ( 1, 2, ...,12)ix
i

x

It is important to note that the average of the indexes will always be 100, that is, sum of
the indexes should be 1200 for 12 months, and sum should be 400 for 4 quarterly data. If
the sum of these 12 months percentages is not 1200, then the monthly percentage so obtained
are adjusted by multiplying these by a suitable factor [1200 ÷ (sum of the 12 values)].

Example 16.15: The seasonal indexes of the sale of readymade garments in a store are
given below:

Quarter Seasonal Index

January to March 98
April to June 90
July to September 82
October to December 130

If the total sales of garments in the first quarter is worth Rs 1,00,000, determine how
much worth of garments of this type should be kept in stock to meet the demand in each of
the remaining quarters. [Delhi Univ., BCom, 1996]

Solution: Calculations of seasonal index for each quarter and estimated stock (in Rs) is
shown in Table 16.11
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Table 16.11 Calculation of Estimated Stock

Quarter Seasonal Index (SI) Estimated Stock (Rs)

Jan. —March 98 1,00,000.00
April —June 90 91,836.73*
July —Sept. 82 83,673.45
Oct. —Dec. 130 1,32,653.06

* These figures are calculated as follows:

Seasonal index for second quarter =
×Figure for first quarter SI for second quarter

SI for first quarter

Seasonal index for third quarter =
×Figure for first quarter SI for third quarter

SI for first quarter

Example 16.16: Use the method of monthly averages to determine the monthly indexes
for the data of production of a commodity for the years 2002 to 2004.

Month 2002 2003 2004

January 15 23 25
February 16 22 25
March 18 28 35
April 18 27 36
May 23 31 36
June 23 28 30
July 20 22 30
August 28 28 34
Septermber 29 32 38
October 33 37 47
November 33 34 41
December 38 44 53

Solution: Computation of seasonal index by average percentage method based on the
data is shown in Table 16.12.

Table 16.12 Calculation of Seasonal Indexes

Month 2002 2003 2004 Monthly Monthly Percentage
Total for Averages Average of
3 Years for 3 Years Monthly

Averages

Jan. 15 23 25 63 21 70
Feb. 16 22 25 63 21 70
March 18 28 35 81 27 90
April 18 27 36 81 27 90
May 23 31 36 90 30 100
June 23 28 30 81 27 90
July 20 22 30 72 24 80
Aug. 28 28 34 90 30 100
Sept. 29 32 38 99 33 110
Oct. 33 37 47 117 39 130
Nov. 33 34 41 108 36 120
Dec. 38 44 53 135 45 150

1080 360 1200
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Monthly Average : 1080/20 = 90; 360/12 = 30; 1200/2 = 100

The average of monthly averages is obtained by dividing the total of monthly averages
by 12. In column 7 each monthly average for 3 years have been expressed as a percentage
of the averages. For example, the percentage for January is:

Monthly index for January = 21/30 = 70;
February = (21/30) × 100 = 70
March = (27/30) × 100 = 90, and so on

Example 16.17: The data on prices (Rs in per kg) of a certain commodity during 2000 to
2004 are shown below:

Quarter Years

2000 2001 2002 2003 2004

I 45 48 49 52 60
II 54 56 63 65 70
III 72 63 70 75 84
IV 60 56 65 72 66

Compute the seasonal indexes by the average percentage method and obtain the
deseasonalized values.

Solution: Calculations for quarterly averages are shown in Table 16.13.

Table 16.13 Calculation Seasonal Indexes

Year Quarters

I II III IV

2000 45 54 72 60
2001 48 56 63 56
2002 49 63 70 65
2003 52 65 75 72
2004 60 70 84 66

Quarterly total 254 308 364 319
Quarterly average 50.8 61.6 72.8 63.8
Seasonal index 81.60 98.95 116.94 102.48

Average of quarterly averages = 
+ + +50.8 61.6 72.8 63.8

4
 = 249

4
 = 62.25

Thus, Seasonal index for quarter I = 
50.8
62.25

 × 100 = 81.60

Seasonal index for quarter II = ×61.6
100

62.25
 = 98.95

Seasonal index for quarter III = ×72.8
100

62.25
 = 116.94

Seasonal index for quarter IV = 
63.8
62.25

 × 100 = 102.48

Deseasonalized Values Seasonal in fluences are removed from a time-series data by dividing
the actual y value for each quarter by its corresponding seasonal index:

Deseasonalized value = ×
Actual quarterly value

100
Seasonal index of corresponding quarter

The deseasonalized y values which are measured in the same unit as the actual values,
reflect the collective influence of trend, cyclical and irregular forces. The deseasonalized values
are given in Table 16.14.
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Table 16.7 Calculation for Least Squares Equation

Year Quarters

I II III IV

2000 55.14 54.57 61.57 58.54
2001 58.82 56.59 53.87 54.64
2002 60.00 63.66 59.85 63.42
2003 63.72 65.68 64.13 70.25
2004 73.52 70.74 71.83 64.40

Limitations of the method of simple averages This method is the simplest of all the
methods for measuring seasonal variation. However, the limitation of this method is
that it assumes that there is no trend component in the series, that is, C ⋅ S ⋅ I = 0 or
trend is assumed to have little impact on the time-series. This assumption is not always
justified.

16.10.3 Ratio-to-Trend Method

This method is also known as the percentage trend method. This method is an improvement
over the method of simple averages. Because here it is assumed that seasonal variation
for a given month is a constant fraction of trend. The ratio-to-trend method isolates
the seasonal factor when the following ratios are computed:

⋅ ⋅ ⋅T S C I
T

= S ⋅ C ⋅ I

The steps of the method are summarized as follows:

(i) Compute the trend values by applying the least-squares method.
(ii) Eliminate the trend value. In a multiplicative model the trend is eliminated

by dividing the original data values by the corresponding trend values and
multiplying these ratios by 100. The values so obtained are free from trend.

(iii) Arrange the percentage data values obtained in Step (ii) according to months
or quarters as the case may be for the various years.

(iv) Find the monthly (or quarterly) averages of figures arranged in Step (iii) with
any one of the usual measures of central tendency—arithmetic mean, median.

(v) Find the grand average of monthly averages found in Step (iv). If the grand
average is 100, then the monthly averages represent seasonal indexes. Otherwise,
an adjustment is made by multiplying each index by a suitable factor [1200/
(sum of the 12 values)] to get the final seasonal indexes.

Example 16.18: Quarterly sales data (Rs in million) in a super bazar are presented in the
following table for a four-year period

Year Quarters

I II III IV

2000 60 80 72 68
2001 68 104 100 88
2002 80 116 108 96
2003 108 152 136 124
2004 160 184 172 164

Calculate the seasonal index for each of the four quarters using the ratio-to-trend
method.

Solution: Calculations to obtain annual trend values from the given quarterly data using
the method of least-squares are shown in Table 16.15.
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Table 16.15 Calculation of Trend Values

Year Yearly Yearly Deviation x2 xy Trend
Total Average From Mid-Year Values
(1) y = (2)/4 x �y

2000 280 70 – 2 4 – 140 64
2001 360 90 – 1 1 – 90 88
2002 400 100 0 0 0 0
2003 520 130 1 1 130 112
2004 680 170 2 4 340 160

560 10 240

Solving the following normal equations, we get
Σ y = na + bΣx 560 = 5a or a = 112
Σxy = aΣx + bΣx2 240 = 10b or b = 24

Thus the yearly fitted trend line is: y = 112 + 24x. The value of b = 24 indicates yearly
increase in sales. Thus the quarterly increment will be 24/4 = 6.

To calculate quarterly trend values, consider first the year 2000. The trend value for
this year is 64. This is the value for the middle of the year 2000, that is, half of the 2nd
quarter and half of the 3rd quarter. Since quarterly increment is 6, the trend value for the
2nd quarter of 2000 would be 64 – (6/2) = 61 and for the 3rd quarter it would be 64 +
(6/2) = 67. The value for the 1st quarter of 2000 would be 61 – 6 = 55 and for the 4th
quarter it would be 67 + 6 = 73. Similarly, trend values of the various quarters of other
years can be calculated as shown in Table 16.16.

Table 16.16 Quarterly Trend Values

Year Quarters

I II III IV

2000 55 61 67 73
2001 79 85 91 97
2002 103 109 115 121
2003 127 133 139 145
2004 151 157 163 169

After getting the trend values, the given data values in the time-series are expressed as
percentages of the corresponding trend values in Table 16.16. Thus for the 1st quarter of
2000, this percentage would be (60/55) × 100 = 109.09; for the 2nd quarter it would be
(80/61) × 100 = 131.15, and so on. Other values can be calculated in the same manner as
shown in Table 16.17.

Table 16.17 Ratio-to-Trend Values

Year Quarters

I II III IV

2000 109.09 131.15 107.46 93.15
2001 86.08 122.35 109.89 90.72
2002 77.67 106.42 93.91 79.34
2003 85.04 114.29 97.84 85.52
2004 105.96 117.20 105.52 97.04

Total  463.84 591.41 514.62 445.77
Average 92.77 118.28 102.92 89.15
Adjusted = 403.12
seasonal index 92.02 117.33 102.09 88.43
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The total of average of seasonal indexes is 403.12 (>400). Thus we apply the correction
factor (400/403.12) = 0.992. Now each quarterly average is multiplied by 0.992 to get the
adjusted seasonal index as shown in Table 16.17.

The seasonal index 92.02 in the first quarter means that on average sales trend to be
depressed by the presence of seasonal forces to the extent of approx. (100 – 92.02)
= 7.98%. Alternatively, values of time series would be approx. (7.98/92.02)×100 = 8.67%
higher had seasonal influences not been present.

16.10.4 Ratio-to-Moving Average Method

This method is also called the  percentage moving average method. In this method, the
original values in the time-series data are expressed as percentages of moving averages
instead of percentages of trend values in the ratio-to-trend method. The steps of the method
are summarized as follows:

(i) Find the centred 12 monthly (or 4 quarterly) moving averages of the original data
values in the time-series.

(ii) Express each original data value of the time-series as a percentage of the
corresponding centred moving average values obtained in Step (i). In other words,
in a multiplicative time-series model, we get

×
Original data values

100
Trend values

 = 
⋅ ⋅ ⋅

⋅
T C S I

T C
 × 100 = (S ⋅ I) × 100%

This implies that the ratio-to-moving average represents the seasonal and irregular
components.

(iii) Arrange these percentages according to months or quarter of given years. Find the
averages over all months or quarters of the given years.

(iv) If the sum of these indexes is not 1200 (or 400 for quarterly figures), multiply them
by a correction factor = 1200/(sum of monthly indexes). Otherwise, the 12 monthly
averages will be considered as seasonal indexes.

Example 16.19: Calculate the seasonal index by the ratio-to-moving method from the
following data:

Year Quarters

I II III IV

2001 75 60 53 59
2002 86 65 63 80
2003 90 72 66 85
2004 100 78 72 93

Solution: Calculations for 4 quarterly moving averages and ratio-to-moving averages are
shown in Table 16.18.
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Table 16.18 Calculation of Ratio-to-Moving Averages

Year Quarter Original 4-Quarter 4-Quarter 2× 4-Quarter Ratio-to-Moving
Values Moving Moving Moving Average (Percent)

Y = T.C.S.I Total Average Average
.
Y

T C
=(S.I)100%

2001 1 75 — —

T.C

— —
2 60

248
— —

3 54
259

507 63.375  54/63.375 = 85.20
4 59

264
523 65.375 59/65.375 = 90.25

2002 1 86
273

537 67.125 128.12
2 65

294
567 70.875 91.71

3 62
298

592 74.000 85.13
4 80

305
603 75.375 106.14

2003 1 90
308

613 76.625 117.43
2 72

313
521 77.625 92.75

3 66
323

636 79.500 83.02
4 85

329
652 81.500 104.29

2004 1 100
335

664 84.750 92.03
2 78

343
678 84.750 92.03

3 72 — — — —
4 93 — — — —

Table 16.19 Calculation of Seasonal Index

 Year Quarters

I II III IV...

 2001 — — 85.21 90.25
 2002 128.12 91.71 85.13 106.14
 2003 117.45 92.75 85.13 104.29
 2004 120.48 92.03 — —

 Total 366.05 276.49 255.47 300.68
 Seasonal average 91.51 69.13 63.87 75.17 = 299.66
 Adjusted
 seasonal index 122.07 92.22 85.20 100.30 ≅ 400

The total of seasonal averages is 299.66. Therefore the corresponding correction factor
would be 400/299.68 = 1.334. Each seasonal average is multiplied by the correction factor
1.334 to get the adjusted seasonal indexes shown in Table 16.19.

Example 16.20: Calculate the seasonal indexes by the ratio-to-moving average method
from the following data:

Year Quarter Actual 4-quarterly Year Quarter Given 4-quarterly
Values Moving Values Moving

(Y = T.C.S.I) Average (Y) Average

2000 1 75 — 2002 1 90 76.625
2 60 — 2 72 77.625
3 54 63.375 3 66 79.500
4 59 65.375 4 85 81.500

2001 1 86 67.125 2003 1 100 83.000
2 65 70.875 2 78 84.750
3 63 74.000 3 72 —
4 80 75.375 4 93 —

Solution: Calculations of ratio-to-moving averages are shown in Table 16.20.

→
→
→

→
→
→



C H A P T E R  16 FORECASTING AND TIME SERIES ANALYSIS 573

Table 16.20 Calculation of Seasonal Indexes

Year Quarter Actual 4-quarterly Ratio to Moving
Values Moving Average (Percentage)

(Y = T.C.S.I) (T.C) ×
.
Y

100
T C

2000 1 75 — —
2 60 — —
3 54 63.375 85.21
4 59 65.375 90.25

2001 1 86 67.125 128.12
2 65 70.875 91.71
3 63 74.000 85.14
4 80 75.375 106.14

2002 1 90 76.625 117.46
2 72 77.625 92.75
3 66 79.500 83.02
4 85 81.500 104.29

2003 1 100 83.000 120.84
2 78 84.750 92.04
3 72 — —
4 93 — —

Rearranging the percentages to moving averages, the seasonal indexes are calculated
as shown in Table 16.21.

Table 16.21 Seasonal Indexes

Year Quarter (Percentages to Moving Averages)

1 2 3 4

2000 — — 85.21 90.25
2001 128.12 91.71 85.14 106.14
2002 117.46 92.75 83.02 104.30
2003 120.48 92.04 — —

Total 366.06 276.50 253.37 300.69
Average 122.02 92.17 84.46 100.23 = 398.88
Adjusted
seasonal index

122.02
99.72

×100
92.17
99.72

×100  
84.46
99.72

×100
100.23
99.72

×100

= 122.36 = 92.43 = 84.70 = 100.51 = 400

Since the total of average indexes is less than 400, the adjustment of the seasonal index
has been done by calculating the grand mean value as follows:

x  = 
+ + +122.02 92.17 84.46 100.23

4
 = 99.72

The seasonal average values are now converted into adjusted seasonal indexes using
x  = 99.72 as shown in Table 16.21.

Advantages and Disadvantages of Ratio-to-Moving Average Method This is the most widely used
method for measuring seasonal variations because it eliminates both trend and cyclical
variations from the time-series. However, if cyclical variations are not regular, then this
method is not capable of eliminating them completely. Seasonal indexes calculated by this
method will contain some effect of cyclical variations.

The only disadvantage of this method is that six data values at the beginning and the
six data values at the end are not taken into consideration for calculation of seasonal indexes.
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16.10.5 Link Relative Method

This method is also known as Pearson’s method. The percentages obtained by this method
are called link relatives as these link each month to the preceding one. The steps involved
in this method are summarized below:

(i) Convert the monthly (or quarterly) data into link relatives by using the following
formula:

Link relative for a particular month = ×Data value of current month
100

Data value of preceding month

(ii) Calculate the average of link relatives of each month using either median or
arithmetic mean.

(iii) Convert the link relatives (L.R.) into chain relatives (C.R.) by using the formula:

C.R. for a particular month =
×
[L.R. of current month (or quarter)

 C.R. of preceding month (or quarter)]
100

The C.R. for the first month (or quarter) is assumed to be 100.
(iv) Compute the new chain relative for January (first month) on the basis of December

(last month)  using the formula:

New C.R. for January =
C.R. of January × C.R. of December

100
The new C.R. is usually not equal to 100 and therefore needs to be multiplied with
the monthly correction factor

d = −1
(New C.R. for January  100)

12
If the figures are given quarterly, then the correction factor would be

d = 1
4

(New C.R. of first quarter – 100)

The corrected C.R. for other months can be calculated by using the formula:

Corrected C.R. for kth month = Original C.R. of kth month – (k – 1) d

where k = 1, 2, 3, ..., 12
(v) Find the mean of the corrected chain index. If it is 100, then the corrected chain

indexes represent the seasonal variation indexes. Otherwise divide the corrected
C.R. of each month (or quarter) by the mean value of corrected C.R. and then multiply
by 100 to get the seasonal variation indexes.

Example 16.21: Apply the method of link relatives to the following data and calculate
seasonal indexes.

Year Quarters

I II III IV

 1999 68 62 61 63
 2000 65 58 56 61
 2001 68 63 63 67
 2002 70 59 56 62
 2003 60 55 51 58

Solution: Computations of link relatives (L.R.) are shown in Table 16.22 by using the
following formula:

Link relative of any quarter = 
Data value of current quarter

Data value of preceeding quarter
 × 100
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Table 16.22 Compution of Link Relatives

Year Quarters

I II III IV

1999 — 91.18 98.39 103.28
2000 103.18 89.23 96.55 108.93
2001 111.48 92.65 100.00 106.35
2002 104.48 84.29 94.91 110.71
2003 96.78 91.67 92.73 113.73

Total of L.R. 415.92 449.02 482.58 543.00
Arithmetic
mean of L.R. 103.98 89.80 96.52 108.60

Chain relatives (C.R.) 100
×89.80 100

100
×96.52 89.80

100
×108.60 86.67

100
= 89.80 = 86.67 = 94.12

The new chain relatives for the first quarter on the basis of last quarter is calculated as
follows:

New C.R  = 
L.R. of first quarter × C.R. of previous quarter

100
 = 

×103.98 94.12
100

 = 97.9

Since new C.R. is not equal to 100, therefore we need to apply quarterly correction
factor as:

d = 1
4

 (New C.R. of first quarter – 100)

= 1
4

 (97.9 – 100) = – 0.53

Thus the corrected (or adjusted) C.R. for other quarters is shown in Table 16.23. For this
we use the formula:

Corrected C.R. for kth quarter = Original C.R. of kth quarter – (k – 1) d
where k = 1, 2, 3, 4.

Table 16.23 Calculation of Link Relatives

Quarter I II III IV

Corrected C.R. 100 89.80 – (– 0.53) 86.67 – 2(– 0.53) 94.13 – 3(– 0.53)
= 90.33 = 87.73 = 95.71

Seasonal indexes
100

93.44
 × 100

90.33
93.44

 × 100
87.73
93.44

 × 100
95.71
93.44

 × 100

= 107.02 = 96.67 = 93.89 = 102.42

Mean of corrected C.R. =
100 + 90.33+ 87.73+ 95.71

4
 = 93.44

Seasonal variation index = ×Corrected C.R.
100

Mean of corrected C.R.

Example 16.22: Apply the method of link relatives to the following data and calculate the
seasonal index:

Year Quarters

I II III IV

2000 45 54 72 60
2001 48 56 63 56
2002 49 63 70 65
2003 52 65 75 72
2004 60 70 84 86
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Solution : Computations of link relatives (L.R.) using the following formula are shown in
Table 16.24.

L.R. of any quarter = 
Data value of current quarter

Data value of preceding quarter
 × 100

Table 16.24 Computation of Link Relatives

Year Quarters

I II III IV

2000 — 120 133.33 83.33
2001 80.00 116.67 112.50 88.89
2002 87.50 128.57 111.11 92.86
2003 80.00 125.00 115.38 96.00
2004 85.71 116.67 120.00 78.57

Total of L.R. 333.21 606.91 592.32 439.65
Arithmetic
mean of L.R. 83.30 121.38 118.46 87.93

Chain relatives 100
×121.38 100

100
×118.46 121.38

100
×87.93 143.78

100
(C.R.) = 121.38 = 143.78 = 126.42

The new chain relatives for the first quarter on the basis of the preceding quarter is
calculated as follows:

New C.R. =
L.R. of first quarter × C.R. of previous quarter

100

=
×83.30 126.42

100
 = 105.30

Since the new C.R. is more than 100, therefore we need to apply a quarterly correction
factor as :

d = 1
4

 (New C.R. of first quarter – 100)

= 1
4

 (105.30 – 100) = 1.325

Thus the corrected (or adjusted) C.R. for other quarters is shown in Table 16.25. For this
we use the formula

Corrected C.R. for kth quarter = Original C.R. of kth quarter – (k – 1) d
where k = 1, 2, 3, 4.

Table 16.25 Corrected C.R.

Quarters I II III IV

Corrected C.R. 100 121.38 – 1.32 143.78 – 2(1.32) 126.42 – 3(1.32)
= 120.06 = 141.14 = 122.46

Seasonal 100
120.92

 × 100 120.06
120.92

 × 100 ×141.14
100

120.92
122.46
120.92

 × 100
indexes

= 82.70 = 99.30 = 116.72 = 101.27

Mean of corrected C.R. =
+ + +100 120.06 141.14 122.46

4
 = 120.92

Seasonal variation index = ×Corrected C.R.
100

Mean of corrected C.R.

Advantages and Disadvantages of Link Relative Method This method is much simpler than
the ratio-to-trend or the ratio-to-moving average methods. In this method the L.R. of the
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first quarter (or month) is not taken into consideration as compared to ratio-to-trend method,
where 6 values each at the beginning and at the end periods (month) are lost.

This method eliminates the trend but it is possible only if there is a straight line (linear)
trend in the time-series—which is generally not formed in business and economic series.

16.11 MEASUREMENT OF CYCLICAL VARIATIONS—RESIDUAL METHOD

As mentioned earlier that a typical time-series has four components: secular trend (T),
seasonal variation (S), cyclical variation (C), and irregular variation (I). In a multiplicative
time-series model, these components are written as:

y = T. C. S. I
The deseasonalization data can be adjusted for trend analysis by dividing these by the
corresponding trend and seasonal variation values. Thus we are left with only cyclical (C)
and irregular (I) variations in the data set as shown below:

y
T.S

= T.C.S.I
T.S

 = C. I

The moving averages of an appropriate period may be used to eliminate or reduce the
effect of irregular variations and thus left behind only the cyclical variations.

The procedure of identifying cyclical variation is known as the residual method. Recall
that cyclical variations in time-series tend to oscillate above and below the secular trend
line for periods longer than one year. The steps of residual method are summarized as
follows:

(i) Obtain seasonal indexes and deseasonalized data.
(ii) Obtain trend values and expressed seasonalized data as percentages of the trend

values.
(iii) Divide the original data (y) by the corresponding trend values (T) in the time-series

to get S. C. I. Further divide S. C. I by S to get C. I.
(iv) Smooth out irregular variations by using moving averages of an appropriate period

but of short duration, leaving only the cyclical variation.

16.12 MEASUREMENT OF IRREGULAR VARIATIONS

Since irregular variations are random in nature, no particular procedure can be followed
to isolate and identify these variations. However, the residual method can be extended one
step further by dividing C. I by the cyclical component (C) to identify the irregular
component (I).

Alternately, trend (T), seasonal (S), and cyclical (C) components of the given time-
series are estimated and then the residual is taken as the irregular variation. Thus, in the
case of multiplicative time-series model, we have

Y
T.C.S

= T.C.S.I
T.C.S

 = I

where S and C are in fractional form and not in percentages.

C o n c e p t u a l  Q u e s t i o n s  16B

15. (a) Under what circumstances can a trend equation be
used to forecast a value in a series in the future?
Explain.

(b) What are the advantages and disadvantages of trend
analysis? When would you use this method of
forecasting?

16. What effect does seasonal variability have on a time-
series? What is the basis for this variability for an
economic time-series?

17. What is measured by a moving average? Why are 4-
quarter and 12-month moving averages used to develop
a seasonal index?
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18. Briefly describe the moving average and least squares
methods of measuring trend in time-series.

[CA, May 1997]

19. Explain the simple average method of calculating
indexes in the context of time-series analysis.

20. Distinguish between ratio-to-trend and ratio-to-moving
average as methods of measuring seasonal variations.
Which is better and why?

21. Distinguish between trend, seasonal variations, and
cyclical variations in a time-series. How can trend be
isolated from variations?

22. Describe any two important methods of trend
measurement, and examine critically the merits and
demerits of these methods.

23. Why do we deseasonalize data? Explain the ratio-to-
moving average method to compute the seasonal index.

24. Explain the following:

(a) ‘. . ., the business analyst who uses moving averages
to smoothen data, while in the process of trying to
discover business cycles, is likely to come up with some
non-existent cycles’.

(b) ‘Despite great limitations of statistical forecasting, the
forecasting techniques are invaluable to the
economist, the businessman, and the Government.’

25. ‘A 12-month moving average of time-series data removes
trend and cycle’. Do you agree ? Why or why not?

26. Why do we deseasonalize data? Explain the ratio-to-
moving average method to compute the seasonal index.

27. Explain the methods of fitting of the quadratic and
exponential curves. How would you use the fitted curves
for forecasting?

28. ‘A key assumption in the classical method of time-series
analysis is that each of the component movements in the
time-series can be isolated individually from a series’. Do
you agree with this statement? Does this assumption create
any limitation to such analysis?

S e l f-P r a c t i c e  P r o b l e m s  16C

16.19 Apply the method of link relatives to the following data
and calculate seasonal indexes.

Quarter 1999 2000 2001 2002 2003

I 6.0 5.4 6.8 7.2 6.6
II 6.5 7.9 6.5 5.8 7.3
III 7.8 8.4 9.3 7.5 8.0
IV 8.7 7.3 6.4 8.5 7.1

16.20 A company estimates its sales for a particular year to be
Rs 24,00,000. The seasonal indexes for sales are as
follows:

Month Seasonal Index Month Seasonal Index

January 75 July 102
February 80 August 104
March 98 September 100
April 128 October 102
May 137 November 82
June 119 December 73

Using this information, calculate estimates of monthly
sales of the company. (Assume that there is no trend).

[Osmania Univ., MBA, 1997]

16.21 Calculate the seasonal index from the following data
using the average method:

Year
Quarter

I II III IV

2000 72 68 80 70

2001 76 70 82 74

2002 74 66 84 80

2003 76 74 84 78

2004 78 74 86 82

[Kerala Univ., BCom, 1996]

16.22 Calculate seasonal index numbers from the following
data:

Year
Quarter

I II III IV

1998 108 130 107 93
1999 86 120 110 91
2000 92 118 104 88
2001 78 100 94 78
2002 82 110 98 86
2003 106 118 105 98

16.23 Calculate seasonal index for the following data by
using the average method:
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Year Quarters

I II III IV

2000 72 68 80 70
2001 76 70 82 74
2002 74 66 84 80
2003 76 74 84 78
2004 78 74 86 82

16.24 On the basis of quarterly sales (Rs in lakh) of a certain
commodity for the years 2003—2004, the following
calculations were made:

Trend : y = 20 + 0.5 t with origin at first quarter of
2003

where t = time unit (one quarter),

y = quarterly sales (Rs in lakh)

Seasonal variations:

Quarter : 1 2 3 4

Seasonal index : 80 90 120 110

Estimate the quarterly sale for the year 2003 using
multiplicative model.

H i n t s  a n d  A n s w e r s

16.19

Year Quarters

I II III IV

1999 — 108.3 120.0 111.5
2000 62.1 146.3 106.3 89.9
2001 93.2 95.6 143.1 68.8
2002 112.5 80.6 129.3 113.3
2003 77.6 110.6 109.6 88.8

Arithmetic average 345.4
4

 = 86.35 541.4
5

 = 108.28 608.3
5

 = 121.66 469.3
5

 = 93.86

Chain relatives 100
×100 108.28
100

×121.66 108.28
100

×93.86 131.73
100

0= 108.28 = 131.73 = 123.65
Corrected chain 100 108 – 1.675 131.73 – 3.35 123.64 – 5.025
relatives 00= 106.325 = 128.38  = 118.615

Seasonal indexes
×100 100

113.4
106.605
113.4

×100
128.38
113.4

×100
118.615
113.4

×100

= 88.18 = 94.01 = 113.21 = 104.60

16.20 Seasonal indexes are usually expressed as percentages.
The total of all the seasonal indexes is 1200.

Seasonal effect = Seasonal index + 100
The yearly sales being Rs 24,00,000, the estimated
monthly sales for a specified month:

Estimated sales = 
Annual sales

12
 × Seasonal effect

= 
24,00,000

12
 × Seasonal effect

= 2,00,000 × Seasonal effect

Month Seasonal Seasonal Effect Estimated Sales
Index (3) = (2) ÷ 100 (4) = (3) × 2,00,000

(1) (2)

January 75 0.75 1,50,000
February 80 0.80 1,60,000
March 98 0.98 1,96,000
April 128 1.28 2,56,000
May 137 1.37 2,74,000
June 119 1.19 2,38,000
July 102 1.02 2,04,000
August 104 1.04 2,08,000
September 100 1.00 2,00,000
October 102 1.02 2,04,000
November 82 0.82 1,64,000
December 73 0.73 1,46,000

1200 12.00 24,00,000
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16.21

Year Quarterss

I II III IV

2000 72 68 80 70
2001 76 70 82 74
2002 74 66 84 80
2003 76 74 84 78
2004 78 74 86 82

Total 376 352 416 384
Average 75.2 70.4 83.2 76.8
Seasonal index 98.43 92.15 108.9 100.52

Grand average =
+ + +75.2 70.4 83.2 76.8

4

= 
305.6

4
 = 76.4

Seasonal index for quarter

k =
Average of quarter 

Grand average
k

 × 100

16.22

Year Quarters

I II III IV

1998 108 130 107 93
1999 86 120 110 91
2000 92 118 104 88
2001 78 100 94 78
2002 82 110 98 86
2003 106 118 105 98

Total 552 696 618 534
Average 92 116 103 89

Seasonal
92

100
×100

116
100

×100
103
100

×100
89

100
×100

Index = 920 = 116 11 = 103000 = 890

Sales in different quarters:
I: Rs 20,000; II: 20,000×1.16 = Rs 23,200;
III: 20,000 × 1.03 = Rs 20,600;
IV: 20,000 × 0.89 = Rs 17,800

16.23

Year Quarters

I II III IV

2000 72 68 80 70
2001 76 70 82 74
2002 74 66 84 80
2003 76 74 84 78
2004 78 74 86 82

Total 376 352 416 384
Average 75.2 70.4 83.2 76.8

Seasonal
75.2
76.4

× 100
70.4
76.4

× 100
83.2
76.4

× 100
76.8
76.4

× 100

Index = 98.43 = 92.15 = 108.90 = 100.52

16.24

Quarter Time Trend (T) Seasonal Estimated
of 2003 Unit Values Effect or Sales

y = 20 + 0.5t Seasonal Index (Rs in lakh)
(S ) T ⋅ S

1 4 20 + 0.5 × 4 = 22.0 0.80 17.60
2 5 20 + 0.5 × 5 = 22.5 0.90 20.25
3 6 20 + 0.5 × 6 = 23.0 1.20 27.60
4 7 20 + 0.5 × 7 = 23.5 1.10 25.85

F o r m u l a e  U s e d

1. Secular trend line
• Linear trend model

  y = a + bx

• where a= y  – b x ; b = 
Σ −
Σ −2 2( )

x y n x y
x n x

• Exponential trend model
y = ab x;

log a =
1
n

 Σ log y; log b = 
Σ

Σ 2
logx y
x

• Parabolic trend model
y = a + bx + cx2

• where a=
2y c x

n
Σ − Σ

; b = 2
x y
x

Σ
Σ

c =
2 2

4 2 2( )
n x y x y
n x x
Σ − Σ Σ
Σ − Σ

2. Moving average

MAt + 1 = − − +Σ + + +1 1{D D ... D }t t t n

n
where t = current time period

D = actual data value
n = length of time period
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3. Simple exponential smoothing
Ft = Ft – 1 + α (Dt – 1 – Ft – 1)

where Ft = current period forecast
Ft – 1 = previous period forecast

α = a weight (0 ≤ α ≤ 1)
Dt – 1 = previous period actual demand

4. Adjusted exponential smoothing

(Ft)adj = Ft + 
− β
β

1
Tt

where β = smoothing constant for trend
Tt = exponential smoothed trend factor

C h a p t e r  C o n c e p t s  Q u i z

True or False
9. A time-series should be deseasonalized after the trend or

cyclical components of the time-series have been
identified. (T/F)

10. The weakness of causal forecasting methods is that we
must first forecast the value of the independent variable.

(T/F)
11. No single forecast methodology is appropriate under all

conditions. (T/F)
12. Regression analysis can only be used to develop a forecast

based upon a single independent variable. (T/F)
13. Exponential smoothing is a weighted moving average

model where all previous values are weighted with a set
of weights that decline exponentially. (T/F)

14. Periods of moving averages are determined by the
periodicity of the time-series. (T/F)

15. No trend values are lost when determined by the method
of moving averages. (T/F)

1. Exponential smoothing is an example of a causal model.
(T/F)

2. Secular trends represent the long-term direction of a time-
series. (T/F)

3. The repetitive movement around a trend line in a one-
year period is best described by seasonal variation. (T/F)

4. The present of trend should not be used for predicting
future cyclical variations. (T/F)

5. A time-series model incorporates the various factors that
might influence the quantity being forecast. (T/F)

6. In exponential smoothing, when the smoothing constant
is high, more weight is placed on the more recent data.

(T/F)
7. Seasonal variation is a repetitive and predictable variation

around the trend line within a year. (T/F)
8. In a trend-adjusted exponential smoothing model, a high

value for the trend smoothing constant β implies that we
wish to make the model less responsive to recent changes
in trend. (T/F)

Multiple Choice
16. Forecasting time horizons include

(a) long range (b) medium range
(b) short range (d) all of these

17. A forecast that projects company’s sales is the
(a) economic forecast (b) technological forecast
(c) demand forecast (d) none of these

18. Quantitative methods of forecasting include
(a) salesforce composite (b) consumer market survey
(c) smoothing approach (d) all of these

19. Decomposing a time-series refers to breaking down past
data into the components of
(a) constants and variations
(b) trends, cycles, and random variations
(c) tactical and operational variations
(d) long-term, short-term, and medium-term variations

20. Consider a time-series of data for the quarters of 1995
and 1996. The third quarter of 1996 would be coded as:
(a) 2 (b) 3 (c) 5 (d) 6

21. If a time-series has an even number of years and we use
coding, then each coded interval is equal to

(a) one month (b) 6 months
(c) one year (d) two years

22. The cyclical variation in the time-series is eliminated by
(a) second-degree analysis
(b) spearman analysis
(c) relative cyclical residual
(d) none of these

23. Suppose a time-series is fitted with parabolic trend model
�y  = a + bx + cx2. What do the x’s represent in this model?
(a) coded values of the time variables
(b) variable to be determined
(c) estimates of the dependent variable
(d) none of these

24. A component of time-series used for short-term forecast
is
(a) trend (b) seasonal
(c) cyclical (d) irregular

25. In an additive time-series model, the component
measurements are
(a) positive (b) negative
(c) absolute (d) none of these
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26. After detrending, the time-series multiplicative model is
represented as:
(a) Y = T S C I (b) Y = S C I
(c) Y = T S I (d) none of these

27. In a time-series multiplicative model its components S,
C, and I have
(a) positive values (b) absolute values
(d) indexing values (d) none of these

28. With regard to a regression-based forecast, the standard
error of estimate gives a measure of
(a) overall accuracy of the forecast

(b) time period for which the forecast is valid
(b) maximum error of the forecast
(d) all of these

29. Seasonal indexes are calculated by using
(a) freehand curve method(b) moving average method
(c) link relative method (d) none of these

30. Suppose a time-series is described by the equation �y  =
10 + 2x + 7x2 based on data for the years 1994–2000.
What is the forecast value of �y  for the year 2001?
(a) 130 (b) 195 (c) 245 (d) 800

Concepts Quiz Answers

1. F 2. T 3. F 4. T 5. F 6. T 7. T 8. F 9. F
10. T 11. T 12. F 13. T 14. T 15. F 16. (d) 17. (c) 18. (c)
19. (b) 20. (c) 21. (b) 22. (d) 23. (a) 24. (b) 25. (c) 26. (b) 27. (d)
28. (a) 29. (c) 30. (a)

16.25 A sugar mill is committed to accepting beets from local
producers and has experienced the following supply
pattern (in thousands of tons/year and rounded).

Year Tonnes Year Tonnes

1990 100 1995 400
1991 100 1996 400
1992 200 1997 600
1993 600 1998 800
1994 500 1999 800

The operations manager would like to project a trend
to determine what facility additions will be required by
2004

(a) Sketch a freehand curve and extend it to 2004.
What would be your 2004 forecast based upon the
curve?

(b) Compute a three-year moving average and plot it
as a dotted line on your graph.

16.26 Use the data of Problem 16.25 and the normal equations
to develop a least squares line of best fit. Omit the year
1990.
(a) State the equation when the origin is 1995.
(b) Use your equation to estimate the trend value for

2004.

16.27 A forecasting equation is of the form:

�y c = 720 + 144x
[2003 = 0, x unit = 1 year, y = annual sales]

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s

(a) Forecast the annual sales rate for 2003 and also
for one year later.

(b) Change the time (x) scale to months and forecast
the annual sales rate at July 1, 2003, and also at
one year later.

(c) Change the sales (y) scale to monthly and forecast
the monthly sales rate at July 1, 2003, and also at
one year later.

16.28 Data collected on the monthly demand for an item were
as shown below:

January 100

February 90
March 80
April 150
May 240
June 320
July 300
August 280
September 220

(a) What conclusion can you draw with respect to the
length of moving average versus smoothing effect?

(b) Assume that the 12-month moving average centred
on July was 231. What is the value of the ratio-to-
moving average that would be used in computing
a seasonal index?

16.29 The data shown in the table below gives the number of
lost-time accidents over the past seven years in a cement
factory:

Concepts Quiz Answers

1. F 2. T 3. F 4. T 5. F 6. T 7. T 8. F 9. F
10. T 11. T 12. F 13. T 14. T 15. F 16. (d) 17. (c) 18. (c)
19. (b) 20. (c) 21. (b) 22. (d) 23. (a) 24. (b) 25. (c) 26. (b) 27. (d)
28. (a) 29. (c) 30. ( a )             



C H A P T E R  16 FORECASTING AND TIME SERIES ANALYSIS 583

Year Number Number
Employees (in ’000) Accidents

1996 15 5
1997 12 20
1998 20 15
1999 26 18
2000 35 17
2001 30 30
2002 37 35

(a) Use the normal equations to develop a linear time-
series equation forecasting the number of
accidents.

(b) Use your equation to forecast the number of
accidents in 2005.

16.30 Consider the following time-series data:
Week : 1 2 3 4 5 6
Value : 8 13 15 17 16 9
(a) Develop a 3-week moving average for this time-

series. What is the forecast for week 7?
(b) Use α = 0.2 to compute the exponential smoothing

values for the time-series. What is the forecast for
week 7?

16.31 Admission application forms data (1000’s) received by
a management institute over the past 6 years are shown
below:
Year : 1 2 3 4 5 6

Application forms : 20.5 20.2 19.5 19.0 19.1 18.8

Develop the equation for the linear trend component
of this time-series. Comment on what is happening to
admission forms for this institution.

16.32 Consider the following time-series data:

 Quarter Year

1 2 3

1 4 6 7
2 2 3 6
3 3 5 6
4 5 7 8

(a) Show the 4-quarter moving average values for this
time-series.

(b) Compute seasonal indexes for the 4 quarters.
16.33 Below are given the figures of production (in million

tonnes) of a cement factory:

Year : 1990 1992 1993 1994 1995 1996 1999
Production : 77 88 94 85 91 98 90
(a) Fit a straight line trend by the ‘least squares

method’ and tabulate the trend values.
(b) Eliminate the trend. What components of the time

series are thus left over?
(c) What is the monthly increase in the production of

cement? [Sukhadia Univ., MBA, 1999]
16.34 The sale of commodity in tonnes varied from January

2000 to December, 2000 in the following manner:

280 300 280 280 270 240
230 230 220 200 210 200

Fit a trend line by the method of semi-averages.
16.35 Fit a parabolic curve of the second degree to the data

given below and estimate the value for 2002 and
comment on it.

Year : 1996 1997 1998 1999 2000
Sales
(Rs in ’000) : 10 12 13 10 8

16.36 Given below are the figures of production of a sugar
(in 1000 quintals) factory:

Year : 1991 1992 1993 1994 1995 1996 1997
Production : 40 45 46 42 47 49 46
Fit a straight line trend by the method of least squares
and estimate the value for 2001.

[MBA, MD Univ., 1998]

16.37 The following table gives the profits (Rs in thousand)
of a concern for 5 years ending 1996.

Year : 1996 1997 1998 1999 2000
Profits : 1.6 4.5 13.8 40.2 125.0
Fit an equation of the type y = abx.

H i n t s  a n d  A n s w e r s

16.25 (a) Forecasts is around 1200 (thousand) tonnes

(b) Averages are: 133, 300, 433, 500, 433, 466, 600
and 733.

16.26 (a) ŷ  = 489 + 75x [1995 = 0, x = years, y = tonnes
in thousand]

(b) 11,64,000 tonnes
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16.27 (a) 720 units when x = 0, 864 units when x = 1.

(b) ŷ  = 720 + 12x [ July 1, 2003 = 0; x unit = 1 month;
y = annual sales rates in units]

720 units per year; 864 units per year.

(c) ŷ  = 60 + x [ July 1, 2003 = 0, x unit = 1 month;
 y = monthly sales rates in units]

60 units per month; 72 units per month.

16.28 (a) Longer average yield more smoothing; (b) 1.3

16.29 (a) ŷ  = 20 + 4x [1999 = 0, x = years; y = number of
accidents]; (b) 44

16.30 (a)

Week Values Forecast Forecast Squared
(1) (2) (3) Error Forecast

(4) = (2) – (3) Error

1 18 — — —
2 13 — — —
3 15 — — —
4 17 12 – 5 25
5 16 15 – 1 21
6 19 16 – 7 49

Forecast for week 7 is: (17 + 16 + 9)/3 = 14.

(b)

Week Values Forecast Forecast Squared
(t) yt Ft Error Error

yt – Ft (yt – Ft )
2

1 18 — — —
2 13 18.00 5.00 25.00
3 15 19.00 6.00 36.00
4 17 10.20 6.80 46.24
5 16 11.56 4.44 19.71
6 19 12.45 – 3.45 11.90

138.85

Forecast for week 7 is: 0.2 (9)+(1 – 0.2) (12.45) = 11.76.

16.31 Σ x = 21, Σ x2 = 91, Σ y = 117.1, Σ xy = 403.7

b = 2 2( )
n x y x y
n x x
Σ − Σ Σ
Σ − Σ

 = 2
6(403.7) 21 117.2

6 91 (21)
− ×

× −
= – 0.3714

a = y  – b x   = 19.5167 – (– 0.3514) (3.5) = 20.7466

ŷ  = 20.7466 – 0.3514 x.
Enrolment appears to be decreasing by about 351
students per year.

16.32 (a)

Year Quarter Value 4-quarter Centred
y Moving Moving

Average Average

1 1 4
2 2

3.50
3 3

4.00
3.750

4 5
4.25

4.125
2 1 6

4.75
4.500

2 3
5.25

5.000
3 5

5.50
5.375

4 7
6.25

5.875
3 1 7

6.50
6.375

2 6
6.75

6.625
3 6 —
4 8 —

(b)

Year Quarter Value Centered Seasonal
y Moving Irregular

Average Component

1 1 4 —
2 2 —
3 3 3.750 0.8000
4 5 4.125 1.2121

2 1 6 4.500 1.3333
2 3 5.000 0.6000
3 5 5.375 0.9302
4 7 5.875 1.1915

3 1 7 6.375 1.0000
2 6 6.625 0.9057
3 6 — —
4 8 — —

Quarter Seasonal-Irregular Seasonal
Component Values Index

1 1.333, 1.0980 1.2157
2 0.6000, 0.9057 0.7529
3 0.8000, 0.9302 0.8651
4 1.2121, 1.1915 1.2018

4.0355

Ajusted for seasonal index = 
4

4.0355
 = 0.9912.

→
→ →

→
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16.33 (a)

Year Time Production Deviation Trend
Period (in m. tonnes) From 1994 Values

y x xy x �y

1990 – 4 77 – 4 – 308 16 83.299
1992 – 2 88 – 2 – 176 4 86.051
1993 – 1 94 – 1 – 94 1 87.427
1994 – 0 85 0 0 0 88.803
1995 – 1 91 1 91 1 90.179
1996 – 2 98 2 196 4 91.555
1999 – 5 90 5 450 25 95.683

623 1 159 51

Solving the normal equations
Σ y = na + bΣ x 623 = 7a + b
Σ x y = aΣ x + b Σ x2 159 = a + 5b
we get a = 88.803 and b = 1.376 x. Thus

ŷ = a + bx = 88.803 + 1.376 x

Substituting x = – 4, – 2, – 1, 0, 1, 2, 5 to get trend
values as shown above in the table.
(b) After eliminating the trend, we are left with S, C,

and I components of time-series.
(c) Monthly increase in the production of cement in

given by b/12 = 1.376/12 = 0.115.

16.34

Month Sales
(in tonnes)

January 280 Total = 1650 of first six months;
February 300
March 280
April 280 Average =  =  275
May 270
June 240
July 230 Total = 1290 of last six months;
August 230
September 220
October 200 Average =   = 215

Plot 275 and 215 in the middle of March-April 2000
and that of September-October 2000. By joining these
two points we get a trend line which describes the given
data.

16.35

Year Sales Period

y x xy x2 x2y x4

1996 10 – 2 – 20 4 40 16
1997 12 – 1 – 12 1 12 1
1998 13 0 0 0 0 0
1999 10 1 10 1 10 1
2000 8 2 16 4 32 16

53 0 – 6 10 94 34

1650
6

1290
6

Parabolic trend line : y = a + bx + bx2

a = 
2y c x

n
Σ − Σ

 = 
53 0.857 10

5
− ×

 = 8.886

b = 2
xy
x

Σ
Σ

 = 
6

10
−

 = – 0.6 ;

c = 
2 2

4 2 2( )
n x y x y
n x x
Σ − Σ Σ
Σ − Σ

 = 2
5(94) 10(53)
5(34) (10)

−
−

 = – 0.857

∴ y = 8.886 – 0.6x – 0.857x2

For 2002, x = 4; y = 8.886 – 0.6 (4) – 0.857 (4)2

= – 7.226

16.36

Year Production Deviations
(’000 qtls) from 1994

y x xy x2

1991 40 – 3 – 120 9
1992 45 – 2 – 90 4
1993 46 – 1 – 46 1
1994 42 0 0 0
1995 47 1 47 1
1996 49 2 98 4
1997 46 3 138 9

315 0 27 28

ŷ = a + bx; a = Σ y/n  = 315/7 = 45;

b = 2
xy
x

Σ
Σ

 = 27
28

 = 0.964

ŷ = 45 + 0.964x

y2001 = 45 + 0.964 (7) = 45 + 6.748 = 51.748

16.37

Year Profits x Log y x2 x . Log y
y

1996 1.6 – 2 0.2041 4 – 0.4082
1997 4.5 – 1 0.6532 1 – 0.6532
1998 13.8 0 1.1399 0 0
1999 40.2 1 1.6042 1 1.6042
2000 125.0 2 2.0969 4 4.1938

185.1 0 5.6983 10 4.7366

Trend line: y = abx or log y = log a + x log b

where log a =
Σ log y
n

= 
5 6983

5
.

= 1.1397;

log b = 
Σ

Σ
x y
x
log

2 = 
4 7366

10
.

= 0.474

Thus log y = 1.1397 + 0.474 x.
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17C h a p t e r

Index Numbers

And in such indexes ..., there
is seen the baby figure of the
gaint mass of things to
come.

—William Shakespeare

After studying this chapter, you should be able to
explain the purpose of index numbers.
compute indexes to measure price changes and quantity changes over time.
revise the base period of a series of index numbers
explain and derive link relatives
discuss the limitations of index number construction

17.1 INTRODUCTION

We know that most values change and therefore may want to know-how much change has
taken place over a period of time. For example, we may want to know-how much the
prices of different items essential to a household have increased or decreased  so that
necessary adjustments can be  made in the monthly budget. An organization may be
concerned with the way in which prices paid for raw materials, annual income and
profit, commodity prices, share prices, production volume, advertising budget, wage
bills, and so on, have changed over a period of time. However, while prices of a few items
may have increased, others may have decreased over a given period of time. Consequently
in all such situations, an average measure needs to be defined to compare such differences
from one time period to another. Index numbers are yardsticks for describing such difference.

An index number can be defined as a relative measure describing the average changes
in any quantity over time. In other words, an index number measures the changing
value of prices, quantities, or values over a period of time in relation to its value at some
fixed point in time, called the base period. This resulting ratio of the current value to a
base value is multiplied by 100 to express the index as a percentage. Since an index
number is constructed as a ratio of a measure taken during one time period to that same
measure taken during another time period (called base period), it has no unit and is
always expressed as a percentage term as follows:

Index number = ×Current period value
100

Base period value

587
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Indexes may be based at any convenient period, which is occasionally adjusted,
and these are published at any convenient frequency. Examples of some indexes
are:

Daily Stock market prices
Monthly Unemployment figures
Yearly Gross National Product (GNP)

Index numbers were originally developed by economists for monitoring
and comparing different groups of goods. For decision-making in business,
it is sometimes essential to understand and manipulate different published
index series and to construct one’s own index series. This index series
can be compared with a national one and/or with competitor’s. For example,
a cement company could construct an index of its own sales and  production
volumes and compare it to the index of the cement industry. A graph of
two indexes will provide, at a glace, a view of a company’s performance
within the industry, as shown in Fig. 17.1.

17.2 INDEX NUMBER DEFINED

Definition of index numbers can be classified into the following three broad categories:

1. A measure of change

• It is a numerical value characterizing the change in complex economic
phenomena over a period of time or space.` —Maslow

• An index number is a quantity which, by reference to a base period, shows
by its variations the changes in the magnitude over a period of time. In
general, index numbers are used to measure changes over time in magnitudes
which are not capable of direct measurement. —John I. Raffin

• An index number is a statistical measure designed to show changes in variables
or a group of related variables with respect to time, geographic location or
other characteristics. —Speigel

• Index number is a single ratio (usually in percentages) which measures the
combined (i.e., averaged change of several variables between two different
times, places or situations. —A. M. Tuttle

2. A device to measure change

• Index numbers are devices measuring differences in the  magnitude of a
group of related variables. —Corxton and Cowden

• An index number is a device which shows by its variation the changes in a
magnitude which is not capable of accurate measurement in itself or of direct
valuation in practice. —Wheldom

3. A series representing the process of change

• Index numbers are series of numbers by which changes in the magnitude of
a  phenomenon are measured from time to time or place to place.

—Horace Secris
• A series of index numbers reflects in its trend and fluctuations the movements

of some quantity of which it is related. —B. L. Bowley
• An index number is a statistical measure of fluctuations in a variable arranged

in the form of a series, and using a base period for making comparisons.
—L. J. Kaplan

17.3 TYPES OF INDEX NUMBERS

Index numbers are broadly classified into three categories: (i) price indexes,
(ii) quantity indexes, and (iii) value indexes. A brief description of each of these
is as follows:

100

Base Period Parity Time

Company’s
performance

Industry’s
performance

Figure 17.1
Graph of Two Indexes
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Price Indexes These indexes are of two categories:

• Single price index

• Composite prices index

The single price index measures the precentage change in the current price per unit of
a product to its base period price. To facilitate comparisons with other years, the actual
per unit price is converted into a price relative, which expresses the unit price in
each period as a percentage of unit price in a base period. Price relatives are very
helpful to understand and interpret changing economic and business conditions
over time. Table 17.1 illustrates the  calculations of price relatives,

Table 17.1: Calculation of Price Index (Base year = 1996)

Year Total Wage Bill Ratio Price Index or
(Rs millions) Percentage Relative

(1) (2) (3) = (2)/11.76 (4) = (3) × 100

2000 11.76 11.76/11.76 = 1.0 100.0
2001 12.23 12.23/11.76 = 1.039 103.9
2002 12.84 12.84/11.76 = 1.091 109.1
2003 13.35 13.35/11.76 = 1.135 113.5
2004 13.82 13.82/11.76 = 1.175 117.5

From Table 17.1, it is observed that  the price relative of 113.5 in 2003 shows a
increase of 13.5% in wage bill compared to the base year 2000.

A composite price index measures the average price change for a basket of related items
from a base period to the current period. For example, the wholesale price index reflects
the  general price level for a group of items (or a basket of items) taken as a whole.

The retail price index reflects the general changes in the retail prices of various items
including food, housing, clothing, and so on. In India, the Bureau of Labour statistics,
publishes retail price index. The consumer price index, a special type of retail price
index, is the primary measure of the cost of living in a country. The consumer price
index is a weighted average price index with fixed weights. The weightage applied to
each item in the basket of items is derived from the urban and rural families.

Quantity Index A quantity index measures the relative changes in quantity levels of a
group (or basket) of items consumed or produced, such as agricultural and industrial
production, imports and exports, between two time periods. The method of constructing
quantity indexes is the same as that of price index except that the quantities are vary from
period to period.

The two most common quantity indexes are the weighted relative of  aggregates and
the weighted average of quantity relative index.

Value Index A value index measures the relative changes in total monetary worth of an
item, such as inventories, sales, or foreign trade, between the current and base periods.
The value of an item is determined  by multiplying its unit price by the quantity under
consideration. The value index can also be used to measure differences in a given variable
in different locations. For example, the comparative cost of living shows that in terms of
cost of goods and services, it is cheaper to live in a small city than in metro cities.

Special Purpose Indexes A few index numbers such as industrial production, agricultural
production, productivity, etc. can also be constructed separately depending on the nature
and degree of relationship between groups and items.

• Index number, almost alone in the domain of social sciences, may truly be called
an exact science, if it be permissible to designate as science the theoretical foundations
of a useful art. —Irving Fisher.

Quantity index: An index
that is constructed to
measure changes in
quantities over time.
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17.4 CHARACTERISTICS AND USES OF INDEX NUMBERS

Based on the definitions and types of index numbers discussed earlier in this chapter,
the following characteristics and  uses of index number emerge.

17.4.1 Characteristics of Index Numbers

1. Index numbers are specialized averages : According to R. L. Corner, ‘An index number
represents a special case of an average, generally weighted average, compiled from a sample of
items judged to be representative of the whole’.

‘Average’ is a single figure representing the characteristic of a data set. This
figure can be used as a basis for comparing two or more data sets provided the unit
of measurement of observations in all sets is the same. However, index numbers
which are considered as a special case of average can be used for comparison of two
or more data sets expressed in different units of measurement.

The consumer price index, for example, which represents a  price comparison
for a group of items—food, clothing, fuel, house rent, and so on, are expressed in
different units. An average of prices of all these items expressed in different units is
obtained by using the technique of price index number calculation.

2. Index numbers measure the change in the level of phenomena in percentages : Since
index numbers are considered as a special case of an average, these are used to
represent, in one single figure, the increase or decrease (expressed in terms of
percentage) in the value of a variable. For example, a quantity index number of 110
for cars sold in a given year when compared with that of a base year would mean that
cars sales in the given year were 10 per cent higher than in the base year (value of
index number in base period is always equal to 100). Similarly, a  quantity index
number of 90 in a given year would indicate that the number of cars sold in the
given were 10 per cent less than in the base year.

3. Index numbers measure changes in a variety of phenomena which cannot be measured
directly : According to Bowley, ‘Index numbers are used to measure the changes in some
quantity which we cannot observe directly. . .’

It is not possible, for example, to directly measure the changes in the import-
export activities of a country. However, it is possible to study relative changes in
import and export activities by studying the variations in factors such as raw materials
available, technology, competitors, quality, and other parameters which affect import
and export, and are capable of direct measurement. Similarly, cost of living cannot
be measured in quantitative terms directly, we can only study relative changes in it
by studying the variations in certain other factors connected to it.

4. Index numbers measure the effect of changes in relation to time or place : Index numbers
are used to compare changes which take place over periods of time, between locations,
and in categories. For example, cost of living may be different at two different places
at the same or cost of living in one city can be compared across two periods of time.

17.4.2 Uses of Index Numbers

According to G. Simpson and F. Kafka ‘Index numbers are today one of the most widely used
statistical tools. They are used to feel the pulse of the economy and they have come to be used as
indicators of inflationary or deflationary tendencies’. Other important uses of index number
can be summarized as follows:

1. Index numbers act as economic barometers : A barometer is an instrument that is used
to measure atmospheric pressure. Index numbers are used to feel the pressure of
the economic and business behaviour, as well as to measure ups and downs in the
general economic condition of a country. For example, the composite index number
of indexes of prices, industrial  output, foreign exchange reserves, and bank deposits,
could act as an economic barometer.

Consumer price index: A
price index that uses the
price changes in a market
basket of consumer goods
and services to measure the
changes in consumer prices
over time.
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2. Index numbers help in policy formulation : Many aspects of economic activity are related
to  price movements. The price indexes can be used as indicators of change in
various segments of the economy. For example, by examining the price indexes of
different segments of a firm’s operations, the management can assess the impact of
price changes and accordingly take some remedial and/or preventive actions.
In the same way, by examining the population index, the government can assess the
need to formulate a policy for health, education, and other utilities.

3. Index numbers reveal trends and tendencies : An index number is defined as a relative
measure describing the  average change in the level of a phenomenon between the
current period and a base period. This property of the index number can be used to
reflect typical patterns of change in the level of a phenomenon. For example, by
examining the index number of industrial production, agricultural production,
imports, exports, and wholesale and retail prices for the last 8–10 years, we can
draw the trend of the phenomenon under study and also draw conclusions as to
how much change has taken place due to the various factors.

4. Index numbers help to measure purchasing power : In general, the purchasing power is
not associated with a particular individual; rather it is related to an entire class or
group. Furthermore, it is not associated with the cost of a single item, because
individuals purchase many different items in order to live. Consequently, earnings
of a group of people or class must be adjusted with a price index that provides an
overall view of the purchasing power for the group.

For example, suppose a person earns Rs 1000 per month in 1990. If an item
costs Rs 100 in that year, the person could purchase 1000 ÷ 100 = 10 units of the
item with one month’s earnings, But if in year 2000, the same person earns Rs 2000
per month but the item cost is Rs 250, then he could purchase 2000 ÷ 250 = 8 units
of the item. Hence, the effect of monthly earning relative to the particular item is less
in year 2000 than in 1990 as a lesser number of units of the items can be purchased
with current earnings. By dividing the item price in both the years, we can eliminate
the effect of price and determine the real purchasing power for that item. For instance,
in 1990, the purchasing power was 10 ÷ 1000 = 0.10 or 10 paise which it was
Rs 0.125 or 12.5 paise in 2000.

5. Index numbers help in deflating various values : When real rupee value is computed,
the base period is earlier than the given years for which this value is being determined
Thus the adjustment of current rupee value to real terms is referred to as deflating a
value series because prices typically increase over time.

The price index number is helpful in deflating the national income to remove
the effect of inflation over a long term, so that we may understand whether there is
any change in the real income of the people or not. The retail price index is often
used to compute real changes in earnings and expenditure  as it compares the
purchasing power of money at different points in time. It is generally accepted as a
standard measure of inflation even though calculated from a restricted basket of
goods.

C o n c e p t u a l  Q u e s t i o n s  17A

1. Explain the significance of index numbers.
2. Explain the differences among the three principal types of

indexes: price, quantity, and value.
3. How are index numbers constructed? What is their

purpose?
4. What is an index number? Describe briefly its applications

in business and industry.
5. What does an index number measure? Explain the nature

and uses of index numbers.

6. Index numbers are economic barometers. Explain this
statement and mention the limitations of index numbers
(if any).

7. What are the basic characteristic of an index number?
8. Since value of the base year is always 100, it does not

make any difference which period is selected as the base
on which to construct  an index. Comment.

9. What are the main uses of an index number?
10. What is meant by the term deflating a value series?
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17.5 METHODS FOR CONSTRUCTION OF PRICE INDEXES

Various types of price indexes and their methods of construction can be classified into
broad categories as shown in the chart below:

17.6 UNWEIGHTED PRICE INDEXES

The unweighted price indexes are further classified into three groups as shown above in
the chart. The method of calculating each of these is discussed below:

17.6.1 Single Price Index

A single unweighted price index number measures the percentage change in price for a  single item
or a basket of items between any two time periods. Unweighted implies that all the values
considered in calculating the index are of equal importance.

An unweighted single price index is calculated by dividing the price of an item in
the given period by the price of  the same item in the base period. To facilitate comparison
with other years, the actual price of the item can be converted into a price relative, which
expresses the unit price in each year (period) as a percentage of the unit price in a base
year.

The general formula for calculating the single price index or price relative index is

Single price index in period n = 
0

100np
p

×

where pn = price per unit of an item in the nth year
p0 = price per unit of an item in the base year

Example 17.1: The retail price of a typical commodity over a period of four years is
given below:

Year : 2000 2001 2002 2003
Price (Rs) : 24.60 25.35 26.00 26.50

(a) Find the price index based on 2000 prices
(b) Find the percentage change in price between consecutive years (base year = 2000)
(c) Find the percentage increase between consecutive years

Solution: (a) For the prices of the commodity with base year 2000, the price relatives for
one unit of the commodity in the years 2000 to 2003 are given in Table 17.2.



C H A P T E R  17 INDEX NUMBERS 593

Table 17.2: Price Relatives

Year Price (Rs) Price Relatives Percentage Change

2000 24.60 100 —

2001 25.35
25.35

100
24.60

× = 103.04 3.04

2002 26.00
26

100
24.60

× = 105.69 2.65

2003 26.50
26.50

100
24.60

× = 107.72 2.03

(c) The percentage change in price relative is divided by the index it has come from
and multiplied by 100 for finding percentage increase.

For year 2001:
103.04 100

100
−

× 100 = 3.04 per cent

For year 2002:
105.69 103.04

100
103.04

−
× = 2.57 per cent

For year 2003:
107.72 105.69

100
105.69

− × = 1.92 per cent

17.6.2 Aggregate Price Index

An aggregate index price or composite price index measures the average price change for a
basket of related items from the base period to the current period. For example, to measure the
change in the cost of living over a period of time, we need the index that measures the
change based on the price changes for a variety of commodities including food, housing,
clothing, transportation, health care, and so on. Since the number of commodities is
large, therefore a sample of commodities should be selected for calculating the aggregate
price index.

Irrespective  of the units of measurement in which prices of several commodities are
quoted, the steps of the method to calculate an aggregate  price index are summarized as
follows:

(i) Add the unit prices of a group of commodities in the year of interest.
(ii) Add the unit prices of a group of commodities in the base year.

(iii) Divide the sum obtained in step (i) by the sum obtained in step (ii), and multiply
the quotient by 100.

From the sample of commodities or items included in the calculation of index, we
cannot expect a true reflection of price changes for all commodities. This calculation
provides us with only a rough estimate of price change.

A formula of calculating an unweighted aggregate price index is defined as:

Aggregate price index P01 = 
Σ

×
Σ

1

0
100

p
p

(17-2)

where p1 = unit price of a commodity in the current period of interest
p0 = unit price for a commodity in the base period

Example 17.2: The following are two sets of retail prices of a typical family’s shopping
basket. The data pertain to retail prices during 2001 and 2002.

Aggregate price index: A
composite price index based
on the prices of a group of
commodities or items.
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Commodity Unit Price (Rs)

2001 2002

Milk (1 litre) 18 20
Eggs (1 dozen) 15 18
Butter (1 kg) 120 150
Bread (500 gm) 9 11

Calculate the simple aggregate price index for 2002 using 2000 as the base year.

Solution: Calculations for aggregate price index are shown in Table 17.3.

Table 17.3: Calculation of Aggregate Price Index

Commodity Unit Price (Rs)

2000 ( p0) 2002 ( p1)

Milk (1 litre) 18 20
Egg (1 dozen) 15 18
Butter (1 kg) 120 150
Bread (500 gm) 9 11
Total 162  199

The unweighted aggregate price index for expenses on a few food items in 2002 is
given by

P01 =
Σ

×
Σ

1

0
100

p
p

 = 
199

100
162

×  = 122.83

The value P01 = 122.83 implies that the price of food items included in the price
index has increased by 22.83% over the period 2000 to 2002.

Limitations of an Unweighted Aggregate Price Index

1. The unweighted aggregate approach of calculating a  composite price index is heavily
influenced by the items with large per unit price. Consequently items with relatively
low unit price are dominated by the high unit price items.

2. Equal weights are assigned to every commodity included in the index irrespective of
the relative importance of the commodity in terms of the amount purchased by a
typical consumer. In other words, it did not attach more weight or importance to
the price change of a high-use commodity than it did to a low-use commodity. For
example, a family may purchase 30 packets of 500 gm bread in a month while it is
unusual to buy 30 kg butter every month. A substantial price change for slow-moving
items like butter, ghee can distort an index.
Due to these limitations, the unweighted index is not widely used in statistical analyses.
These limitations suggest the use of weighted index. There are two methods to
calculate weighted index, and these will be discussed later in the chapter.

17.6.3 Average Price Relative Index

This index is an improvement over the aggregate price index because it is not affected by
the unit in which prices are quoted. However, it also suffers from the problem of equal
importance (weight) given to all the items or commodities included in the index.

Steps of the method to calculate average price relative index are summarized as
follows:

(i) Select a base year, and then divide the price of each commodity in the current
year by the price in the base year, to obtained price relatives.

(ii) Divide the sum of the price relatives of all commodities by the number of
commodities used in the calculation of the index.

(iii) Multiply the average value obtained in step (ii) by 100 to express it in percentage.

Price relative: A price index
for a given commodity or
item that is computed by
dividing a current unit price
by a base-period unit price
and multiplying the result by
100.

Unweighted aggregate
price index: A composite
price index in which the
price of commodities or
items are weighted in
accordance of their relative
importance.
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The formula for computing  the index is as follows:

Average price relative index P01 = 1

0

1
100

p
n p

 
Σ  

 
(17-3)

where n = number of commodities included in the calculation of the index.
The average used in computing the index of price relatives could be arithmetic

mean or geometric mean. When geometric mean is used for averaging the price relatives,
the formula (17-3) becomes

log P01 = 1

0

1
log 100

p
n p

   Σ   
   

 = 1
logP

n
Σ ; P = 1

0
100

p
p

 
 
 

Then P01 = { }1
antilog log p

n
Σ

Advantages and Limitations of Average Price Relative Index

Advantages: This index has the following advantages over the aggregate price index:

(i) The value of this index is not affected by the units in which prices of commodities
are quoted. The price relatives are pure numbers and therefore are independent
of the original units in which they are quoted.

(ii) Equal importance is given to each commodity and extreme commodities do not
influence the index number.

Limitations: Despite the few advantages mentioned above, this index is not popular on
account of the following limitations.

(i) Since it is an unweighted index, therefore each price relative is given equal
importance. However in actual practice a few price relatives are more important
than others.

(ii) Although arithmetic mean is often used to calculate the average of price relatives,
it also has a few biases. The use of geometric mean is computationally difficult.
Other measures of central tendency such as median, mode and and harmonic
mean, are almost never used for calculating this index.

(iii) Index of price relatives does not satisfy all criteria such as identity, time reversal,
and circular properties, laid down for an ideal index. These criteria will be
discussed later in the chapter.

Example 17.3: From the data given below, construct the index of price relatives for the
year 2002 taking 2001 as base year using (a) arithmetic mean and (b) geometric mean.

Expenses on : Food Rent Clothing Education Misc.

Price (Rs), 2001 : 1800 1000 700 400 700
Price (Rs), 2002 : 2000 1200 900 500 1000

Solution: Calculations of Index number using arithmetic mean (A.M.) is shown in Table
17.4

Table 17.4: Calculation of Index Using A.M.

Expenses on Price in Price in Price Relatives

2001( p0) 2000( p1) 1

0

p
100

p
×

Food 1800 2000 111.11
Rent 1000 1200 120.00
Clothing 700 900 128.57
Education 400 500 125.00
Miscellaneous 700 1000 142.86

627.54
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Average of price relative index P01 = 1

0

1
100

p
n p

 
Σ 

 

= 1
(627.54)

5
 = 125.508

Hence, we conclude that prices of items included in the calculation of index have
increased by 25.508% in 2002 as compared to the base year 2001.

(b) Index number using geometric mean (G.M.) is shown in Table 17.5

Table 17.5: Calculations of Index Using G.M.

Expenses on Price in Price in Price Relatives Log P

2001( p0) 2002( p2) P = 
1

0

p
100

p
×

Food 1800 2000 111.11 2.0457
Rent 1000 1200 120.00 2.0792
Clothing 700 900 128.57 2.1090
Education 400 500 125.00 2.0969
Miscellaneous 700 1000 142.86 2.1548

10.4856

Average price relative index P01 = { }1
antilog log p

n
Σ = { }1

antilog (10.4856)
5

= antilog (2.0971) = 125.00

S e l f-P r a c t i c e  P r o b l e m s  17A

17.1 The following data concern monthly salaries for the
different classes of employees within a small factory
over a 3-year period.

Employee Salary per Month

Class 1998 1999 2000

A 2300 2500 2600
B 1900 2000 2300
C 1700 1700 1800
D 1000 1100 1300

Using 1998 as the base year, calculate the simple
aggregate price index for the years 1999 and 2000.

17.2 The following data describe the average salaries (Rs in
1000) for the employees in a company over ten
consecutive years.

Year : 1 2 3 4 5
Average salary : 10.9 11.4 12.0 12.7 13.6
Year : 6 7 8 9 10
Average salary : 14.4 15.0 15.5 16.3 17.6

(a) Calculate an index for these average salaries using
year 5 as the base year.

(b) Calculate the percentage points change between
consecutive years.

17.3 A state Govt. had compiled the information shown below
regarding the price of the three essential commodities:
wheat, rice, and sugar. From the commodities listed,
the corresponding price indicates the average price for
that year. Using 1998 as the base year, express the price
for the years 2000 to 2002, in terms of unweighted
aggregate index.

Commodity 1998 1999 2000 2001 2002

Wheat 4 6 8 10 12
Rice 16 20 24 30 36
Sugar 8 10 16 20 24

17.4 Following are the prices of commodities in 2003 and
2004. Calculate a price index based on price relatives,
using the geometric mean.

Year Commodity

A B C D E F

2003 45 60 20 50 85 120
2004 55 70 30 75 90 130
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17.5 A textile worker in the city of Mumbai earns Rs 3500
per month. The cost of living index for a particular
month is given as 136. Using the following information,
find out the amount of money he spent on house rent
and clothing.

Group Expenditure (Rs) Group Index

Food 1400 180
Clothing x 150
House rent y 100
Food and lighting 1560 110
Misc. 1630 180

[Delhi Univ., BCom, 1997]

17.6 In 1996, for working class people, wheat was selling
at an average price of Rs 160 per 10 kg, cloth at Rs
40 per metre, house rent Rs 10,000 per house, and
other items at Rs 100 per unit. By 1997 the cost of
wheat rose by Rs 40 per 10 kg, house rent by Rs
1500 per house, and other items doubled in price.
The working class cost of living index for the year
1997 (with 1996 as base) was 160. By how much did
the cloth price rise during the period 1996–97?

17.7 From the following data calculate an index number
using family budget method for the year 1996 with
1995 as the base year.

Commodity Quantity (in units) Price (in Rs) per unit
in 1995 1995 1996

A 110 8.00 12.00
B 25 6.00 7.50
C 10 5.00 5.25
D 20 48.00 60.00
E 25 15.00 16.50
F 30 9.00 27.00

[Karnataka Univ., BCom, 1997]

17.8 The following table gives the annual income of a teacher
and the general index of price during 1990–97. Prepare
the index number to show the change in the real income
of the teacher and comment on price increase:

Year Income Index

1990 4000 100
1991 4400 130
1992 4800 160
1993 5200 220
1994 5600 270
1995 6000 330
1996 6400 400
1997 6800 490

[HP Univ., BCom, 1997]

H i n t s  a n d  A n s w e r s

17.1 Simple aggregate price index

P0, 89 = 
7300

100
6900

×  = 105.8 for the year 1999

P0, 90 = 8000
100

6900
×  = 115.9 for the year 2000

17.2 (a)

Year : 1 2 3 4 5
Index number : 80.1 83.8 88.2 93.4 100
Year : 6 7 8 9 10
Index number : 105.9 110.3 114.0 119.9 129.4

For example, index for year 1:(10.9 ÷ 13.6)100 = 80.1;
year  2: (11.4 ÷ 13.6)100 = 83.8

(b)

Year Index Percentage
number point change

1 80.1 —
2 83.8 3.7
3 88.2 4.4
4 93.4 5.2
5 100.0 6.6
6 105.9 5.9
7 110.3 4.4
8 114.0 3.7
9 119.9 5.9

1 0 129.4 9.5

17.3 Aggregate price

1998 1999 2000 2001 2002
1100 133.33 137.78 125 120
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17.4

Commodity P = 1

0

P
×100

P
Log P

A 122.22 2.0872
B 116.67 2.0669
C 150.00 2.1761
D 150.00 2.1761
E 105.88 2.0248
F 108.33 2.0348

P01 = antilog { }1
logP

n
 = antilog { }1

(12.5659)
6

= antilog (2.0948) = 124.4

17.5 Let expenditure on clothing be x and on house rent be
y. Then as per conditions given, we have

3500 = 1400 + x + y + 560 + 630
or x + y = 910 (i)

Multiplying expenditure with group index and
equating it to 136, we get

136 =

(1400 180) ( 150) ( 100)
(500 110) (630 80)

3500

x y× + × + ×
+ × + ×

136 = 
2,52,000 150 100 61,600 50,400

3500
x y+ + + +

4,76,000 = 2,52,000 + 150x + 100y + 61,600
+ 50,400

150x + 100y = 1,12,000 (ii)
Multiplying  Eqn. (i) by 150 and subtracting it from

(ii), we get
50y = 24,500 or y = Rs 490 (house rent)

Substituting the value of y in Eqn. (i): x + 490 = 910 or
x = Rs 420 (clothing)

17.6 Let the rise in price of cloth be x.

Commodity Price Index Price 1997 Index

Wheat 160 100 200
200

100
160

×

= 125

Cloth 40 100 x 100
40
x ×

= 2.5x

House 10,000 100 11,500
11,500

100
10,000

×
rent

= 115

Miscellaneous100 100 200
200

100
100

×

= 200
Total 440 + 2.5x

The index for 1997 as given is 160. Therefore, the sum
of the index numbers of the four commodities would
be 160 × 4 = 640. Thus 440 + 2.5x = 640 or x = 80.
Hence the rise in the price of cloth was
Rs 40 (80 – 40) per metre.

17.7

Commodity Quantity  p0 p1 P = 1

0

p
100

p
× PQ

Q

A 100 8 12.00 150 15,000
B 25 6 7.50 125 3,125
C 10 5 5.25 105 1,050
D 20 48 60.00 125 2,500
E 25 15 16.50 110 2,750
F 30 9 27.00 300 9,000

Total  210 33,425

Index number = 
PQ
Q

Σ
Σ

 = 33,425
210

 = 159.17

17.8

Year Income Index Real Income Real Income
(Rs) (Rs) Index

1990 4000 100
4000

100
100

× =4000.00 100.00

1991 4400 130
4400

100
130

× =3384.62 84.62

1992 4800 160
4800

100
160

× =3000.00 75.00

1993 5200 220
5200

100
220

× =2363.64 59.09

1994 5600 270
5600

100
270

× =2074.07 51.85

1995 6000 330 1 1

0 1
100

p q
p q

Σ ×
Σ =1818.18 45.45

1996 6400 400
6400

100
400

× =1600.00 40.00

1997 6800 490
6800

100
490

×  = 1387.76 34.69
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17.7 WEIGHTED PRICE INDEXES

While constructing weighted price indexes, rational weights are assigned to all items or
commodities in an explicit manner. Such weights indicate the relative importance of items
or commodities included in the calculation of an index. The weights used are of two types,
quantity weights and value weights. There are two price indexes that are commonly in use
1. Weighted aggregate price index
2. Weighted average of price relative index

17.7.1 Weighted Aggregate Price Index
In a weighted aggregate price index, each item in the basket of items chosen for calculation
of the index is assigned a weight according to its importance. In most cases, the quantity
of usage is the best measure of importance. Hence, we should obtain a measure of the
quantity of usage for the various items in the group. This explicit weighting allows us to
gather more information than just the change in price over a period of time as well as
improve the accuracy of the general price level estimate.

Weight is assigned to each item in the basket in various ways and the weighted aggregates
are also used in different ways to calculate an index. A few methods (or approaches) to
determine weights (value) to be assigned to each item in the basket are as follows:

• Laspeyre’s method • Marshall-Edgeworth’s method
• Paasche’s method • Walsch’s method
• Dorbish and Bowley’s method • Kelly’s method
• Fisher’s ideal method

Laspeyre’s Weighting Method

This method suggests to treat quantities as constant at base period level and are used for
weighting price of each item or commodities both in base period and current period.
Since this index number depends upon the same base price and quantity, therefore one
can directly compare the index of one period with another. The formula for calculating
Laspeyre’s price index, named after the statistician Laspeyre’s is given by

Laspeyre’s price index = 1 0

0 0
100

p q
p q

Σ ×
Σ

where p1 = prices in the current period
p0 = prices in the base period
q0 = quantities consumed in the base period

Advantages and Disadvantages of Laspeyre’s Method

Advantages: The main advantage of this method is that it uses only one quantity measure
based on  the base period and therefore we need not keep record of quantity consumed
in each period. Moreover, having used the same base period quantity, we can compare
the index of one period with another directly.
Disadvantages: We know that the consumption of commodities decreases with relatively
large increases in price and vice versa. Since in this index the fixed quantity weights are
determined from the base period usage, it does not adjust such changes in consumption
and therefore tends to result in a bias in the value of the composite price index.
Example 17.4: Compute the cost of living index number using Laspeyre’s method,
from the following information:

Commodity Unit Consumption Price in Price in
in Base Period Base Period Current Period

Wheat 200 1.0 1.2
Rice 50 3.0 3.5
Pulses 50 4.0 5.0
Ghee 20 20.0 30.0
Sugar 40 2.5 5.0
Oil 50 10.0 15.0
Fuel 60 2.0 2.5
Clothing 40 15.0 18.0

Laspeyre’s index: A
weighted aggregate price
index in which the weight
for each commodity or item
is its base-period quantity.
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Solution: Calculation of cost of living index by Laspeyre’s method is shown in Table
17.6.

Table 17.6: Laspeyre’s Method

Commodity Base Period Quantity Base Period Price Current Price
(q0) ( p0) ( p1) p1q0 p0q0

Wheat 200 1.0 1.2 240 200
Rice 50 3.0 3.5 175 150
Pulses 50 4.0 5.0 250 200
Ghee 20 20.0 30.0 600 400
Sugar 40 2.5 5.0 200 100
Oil 50 10.0 15.0 750 500
Fuel 60 2.0 2.5 150 120
Clothing 40 15.0 18.0 720 600

Total 510 3085 2270

Cost of living index = 1 0

0 0
100

p q
p q

Σ ×
Σ

 = 
3085

100
2270

×  = 135.9

Paasche’s Weighting Method

In the Paasche’s method, the price of  each item or commodity is weighted by the quantity
in the current period instead of the base year as used in Laspeyre’s method. Paasche’s
formula for calculating the index is given by

Paasche price index = 
Σ
Σ

1 1

0 1

p q
p q

where p1 = prices in current year
p0 = prices in base year
q1 = quantities in current year

Advantages and Disadvantages of the Paasche’s Method

Advantages: The Paasche’s method combines the effects of changes in price and quantity
consumption patterns during the current year. It provides a better estimate of changes
in the economy than Laspeyre’s method. If the prices or quantities of all commodities or
items change in the same ratio, then the values of the Laspeyre’s and Paasche’s indexes
will be same.

Disadvantages: This method requires knowledge of the quantities consumed of all
commodities in each period. Getting the data on the quantities for each period is either
expensive or time-consuming. Moreover, each year the index number for the previous
year requires recomputation to reflect the effect of the new quantity weights. Thus, it is
difficult to compare indexes of different periods when calculated by the Paasche’s method.

Example 17.5: For the following data, calculate the price index number of 1999 with
1998 as the base year, using: (a) Laspeyre’s method, and (b) Paasche’s method.

1998 1999Commodity
Price Quantity Price Quantity

A 20 18 40 16
B 50 10 60 15
C 40 15 50 15
D 20 20 20 25

[Kurukshetra Univ., MBA, 1999]

Solution: Table 17.7 presents the information necessary for both Laspeyre’s and Paasche’s
methods.

Paasche’s index: A
weighted aggregate price
index in which the weight
for each commodity or item
is its current-period quantity.
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Table 17.7: Calculation of Laspeyre’s and Paasche’s and Paasche’s Indexes

Commodity Base Period, 1998 Current year, 1999
Price Quantity Price Quantity
 ( p0)  (q0) ( p1) (q1) p1 q0 p0 q0 p1 q1 p0 q1

A 20 18 40 26 320 160 240 120
B 50 10 60 25 600 500 300 250
C 40 15 50 15 750 600 750 600
D 20 20 20 25 400 400 500 500

2070 1660 1790 1470

Laspeyre’s price index =
Σ
Σ
p q
p q
1 0

0 0
100×  = 

2070
100

1660
× = 124.7

Paasche’s price index =
Σ
Σ
p q
p q
1 1

0 1
100×  = 

1790
100

1470
×  = 121.77

The Paasche’s price index shows a price level increase of 21.77 per cent, while
Laspeyre’s index shows a price level increase of 24.7 per cent. Hence, we may conclude
that Paasche’s index shows a trend towards less expensive commodities.

Dorbish and Bowley’s Method

This method (or approach) is the simple arithmetic mean of the Laspeyre’s and Paasche’s
indexes. This index takes into account the influence of quantity weights of both  base
period and current period. The formula for calculating the index using Dorbish and
Bowley method is given by

Dorbish and Bowley’s price index = 1 0 1 1

0 0 0 1

1
2

p q p q
p q p q

 Σ Σ + Σ Σ  
100

Fisher’s Ideal Method

This method (or approach) is the geometric mean of the Laspeyre’s and Paasche’s indexes
and the formula in given by

Fisher’s ideal price index = 1 0 1 1

0 0 0 1

p q p q
p q p q

Σ Σ
×

Σ Σ
 × 100

Advantages and Disadvantages of Fisher’s Method

Advantages: Fisher’s method is also called ideal method due to following reasons:
(i) The formula is based on geometric mean which is considered to be the best

average for constructing index numbers.
(ii) The formula takes into account both base year and current year quantities as

weights. Thus it avoids the bias associated with the Laspeyre’s and Paasche’s
indexes.

(iii) This method satisfies essential tests required for a index, that is, time reversal
test and factor reversal test.

Disadvantages: The calculation of index using this method requires more computation
time. Although the index number is theoretically better than others discussed previously,
it is not fit for common use because it requires current quantity weights every time an
index is calculated.
Example 17.6: Compute index number from the following data using Fisher’s ideal
index formula.

1999 2000Commodity
Price Quantity Price Quantity

A 12 10 15 12
B 15 27 20 25
C 24 25 20 29
D 25 16 25 14
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Solution: Table 17.8 presents the information necessary for Fisher’s method to calculate
the index.

Table 17.8: Calculations of Fisher Ideal Index

Commodity Base Year, 1999 Current Year, 2000
 ( q0)  ( p0) (q1) ( p1) p1 q0 p0 q0 p1 q1 p0 q1

A 12 10 15 12 144 120 180 150
B 15 7 20 5 75 105 100 140
C 24 5 20 9 216 120 180 100
D 5 16 5 14 70 80 70 80

505 425 530 470

Fisher’s ideal price index = 1 0 1 1

0 0 0 1

p q p q
p q p q

Σ Σ
×

Σ Σ
 × 100 = 505 530

425 470
×  × 100

= 1.3399 ×100 = 1.1576×100 = 115.76

Hence, we conclude that the price level has increased by 15.76% in the year 2000.

Example 17.7: Calculate from the following data, the Fisher’s ideal index number for
the year 2000:

1999 2000

Commodity Price Expenditure on Quantity Price Expenditure on Quantity
(Rs) Consumed (Rs) (Rs) Consumed (Rs)

A 8 200 65 1950
B 20 1400 30 1650
C 5 80 20 900
D 10 360 15 300
E 27 2160 10 600

Solution: Table 17.9 presents the information necessary for Fisher’s method to calculate
the index.

Table 17.9: Calculations of Fisher’s Ideal Index

Commodity Base Year, 1999 Current Year, 2000
 ( p0)  (q0) ( p1) (q1) p1 q0 p0 q0 p1 q1 p0 q1

A 8 200/8 = 25 65 1950/65 = 30 200 1950 240 240
B 20 1400/20 = 70 30 1650/30 = 55 2100 1400 1650 1100
C 5 80/5 = 16 20 900/20 = 45 320 80 900 225
D 10 360/10 = 36 15 300/15 = 20 540 360 300 200
E 27 2160/27 = 80 10 600/10 = 60 800 2160 600 1620

5385 4200 5400 3385

Fisher’s ideal price index = 1 0 1 1

0 0 0 1

p q p q
p q p q

Σ Σ
×

Σ Σ
 × 100 = 5385 5400

4200 3385
×  × 100

= 1.430 × 100 = 143.
Hence we conclude that the price level has increased by 43% in the year 2000.

Marshall-Edgeworth Method
In this method the sum of base year and current year quantities are considered as the
weight to calculate the index. The formula for constructing the index is:
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Marshall-Edgeworth price index = 0 1 1

0 1 0

( )
( )
q q p
q q p

Σ +
Σ +

 × 100 = 0 1 1 1

0 0 1 0

q p q p
q p q p

Σ + Σ
Σ + Σ

 × 100

where notations have their usual meaning.
The disadvantage with this formula is the same as that of Paasche index and Fisher’s

ideal index in the sense that it also needs current quantity weights every time an index is
constructed.

Walsch’s Method

In this method the quantity weight used is the geometric mean of the base and current
year quantities. The formula for constructing the index is

Walsch’s price index = 1 0 1

0 0 1

p q q
p q q

Σ
Σ

 × 100

Although this index satisfies the time reversal test, it needs current quantity weight
every time an index is constructed.

Kelly’s Method

The method suggested by T L Kelly for the construction of index number is

Kelly’s price index = 1

0

p q
p q

Σ
Σ

 × 100

where q = fixed weight.
This method is also called the fixed weight aggregate method because instead of using

base period or current period quantities as weights, it uses weights from a representative
period. The representative weights are referred to as fixed weight. The fixed weights and
the base period prices do not have to come from the same period.
Advantages and Disadvantages of Kelly’s Method

Advantages: An important advantage of this index is that it does not need yearly changes
in the weights. One can select a different period for fixed weight other than base period.
This can improve the accuracy of the index. Moreover, the base period can also be
changed without changing the fixed weight. The weights should be appropriate and
should indicate the relative importance of various commodities. This weight may be kept
fixed until new data are available to revise the index.

Disadvantages: One disadvantage with this index is that it does not take into account the
weight either of the base year or of the current year.

Example 17.8: It is stated that the Marshall-Edgeworth index number is a good
approximation of the ideal index number. Verify this statement using the following data:

2002 2003Commodity
Price Quantity Price Quantity

A 2 174 3 182
B 5 125 4 140
C 7 140 6 133

Solution: Table 17.10 presents the information necessary to calculate Fisher and Marshall-
Edgeworth indexes.

Table 17.10: Calculations of Fisher’s Ideal and Marshall-Edgeworth’s Index

Commodity Base Year, 2002 Current Year, 2003
 ( p0)  (q0) ( p1) (q1) p1 q0 p0 q0 p1 q1 p0 q1

A 2 174 3 182 222 148 246 164
B 5 125 4 140 500 625 560 700
C 7 140 6 133 240 280 198 231

962 1053 1004 1095
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Fisher ideal price index = 1 0 1 1

0 0 0 1

p q p q
p q p q

Σ Σ×
Σ Σ

×100 = 
962 1004

1053 1095
× ×100

= 0.836 ×100 = 0.9144×100 = 91.44

Marshall-Edgeworth price index = 1 0 1

0 0 1

( )
( )

p q q
p q q

Σ +
Σ +

×100 = 1 0 1 1

0 0 0 1

p q p q
p q p q

Σ + Σ
Σ + Σ

×100

= 
962 1004

1053 1095
+
+

×100 = 0.9152×100 = 91.52

Hence, we conclude that Fisher’s method and Marshall-Edgeworth method provide
almost the same valve of the index.

Example 17.9: Compute Laspeyre’s, Paasche’s, Fisher’s, and Marshall-Edgeworth’s index
numbers from the following data:

1998 1999Item
Price Quantity Price Quantity

A 5 25 6 30
B 3 8 4 10
C 2 10 3 8
D 10 4 3 5

[Bangalore Univ., BCom, 2000]
Solution: Table 17.11 presents the information necessary to calculate several indexes.

Table 17.11: Calculations of Indexes

Item Base Year, 1998 Current Year, 1999
 ( p0)  (q0) ( p1) (q1) p1 q0 p0 q0 p1 q1 p0 q1

A 5 25 6 30 150 125 180 150
B 3 8 4 10 32 24 40 30
C 2 10 3 8 30 20 24 16
D 10 4 3 5 12 40 15 50

224 209 259 246

Laspeyre’s price index = 1 0

0 0

p q
p q

Σ
Σ

×100 = 
224
209

×100 = 107.17

Paasche’s price index = 1 1

0 1

p q
p q

Σ
Σ

×100 = 
259
246

×100 = 105.28

Fisher’s ideal price index = L P×  = 107.17 105.28×  = 106.22

Marshall-Edgeworth’s price index = 1 0 1

0 0 1

( )
( )

p q q
p q q

Σ +
Σ +

×100 = 1 0 1 1

0 0 0 1

p q p q
p q p q

Σ + Σ
Σ + Σ

×100

= 
244 259
209 246

+
+

×100 = 110.55

17.7.2 Weighted Average of Price Relative Index

Unlike the unweighted average of price relative, the weighted average of price relative is
determined by using the quantity consumed in the base period for weighting the items
or commodities. The value (in rupees) of each item or commodity included in the
calculation of composite index is determined by multiplying the price of each item by its
quantity consumed.

The formula for constructing the weight average of price relatives index using base
values is:



C H A P T E R  17 INDEX NUMBERS 605

Weighted average of price relative index, P01 = 
( )Σ ×

Σ
1 0 0 0

0 0

{( / ) 100}p p p q
p q

 = 
PV
V

Σ
Σ

= 1 0

0 0

p q
p q

Σ
Σ

×100

where V(= p0q0) = base period value
P(= (p0/q0) × 100 = price relative

This formula is equivalent to Laspeyre’s method for any given problem.
If we wish to compute a weighted average of price relative using V = p0q1, then the

above formula becomes

P01 = 
Σ ×

Σ
1 0 0 1

0 1

{( / ) 100}( )p p p q
p q

 = 1 1

0 1

p q
p q

Σ
Σ

×100

This formula is equivalent to Paasche’s method for any given problem.
If instead of using weighted arithmetic average, we wish to use weighted geometric

mean, then the above formula becomes

P01 = 
V logP

V
Σ ×

Σ
; P = 1

0

p
p

×100 and V = p0q0

Advantages of Weighted Average Price Relatives

(i) Different index numbers constructed using average price relative with same
base can be combined to form a new index.

(ii) Weighted average of price relative method is suitable to construct an index by
selecting one item from each of the many subgroups of items. In such a case, the
values of each subgroup may be used as weights.

Example 17.10: A large manufacturer purchases an identical component from three
different suppliers that differ in unit price and quantity supplied. The relevant data for
2000 and 2001 are given below:

Supplier Quantity Index Unit Price (Rs)
in (2000) 2000 2001

A 20 18 20
B 40 12 14
C 10 15 16

Construct a weighted average price relative index using (a) arithmetic mean and (b)
geometric mean.

Solution: Table 17.12 presents the information necessary to calculate the weight average
price relative index.

Table 17.12: Calculations of Weighted Average of Price Relatives

Supplier Prices in Quantity in Percentage Base Value Weighted Percentage

2000 2001 2000 Price Relative V = p0q0 Relative PV

p0 p1 q0 P = 
p
p

1001

0
×

A 18 20 20 (20/18) × 100 = 111.11 360 39,999.60
B 12 14 40 (14/12) × 100 = 116.67 480 56,001.60
C 15 16 10 (16/15) × 100 = 106.67 150 16,000.50

990 1,12,001.70
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(a) Weighted average of price relative index

P01 = 
[ ]1 0 0 0

0 0

( / )100p p p q

p q

Σ
Σ

 = 
1,12,001.70

990
 = 113.13

The value of P01 implies that there has been 13.13% increase in price from year 2000 to
2001.

(b)

Table 17.13: Calculations of Weighted Geometric Mean of Price Relatives

Supplier Prices in Quantity in Base Percentage Log P V log P
2000 2001 2000 Value Price Relative

p0 p1 q0 V = p0q0  P = 
1

0

p
100

p
×

A 18 20 20 360 111.11 2.046 736.56
B 12 14 40 480 116.67 2.067 992.16
C 15 16 10 150 106.67 2.028 304.20

990 2032.92

Weighted geometric mean of price relatives

P01 = antilog { }V logP
V

Σ ×
Σ

 = antilog { }2032.92
990

= antilog (2.0535) = 113.11

17.8 QUANTITY OR VOLUME INDEXES

A quantity index measures the percentage change in consumption, production or
distribution level of either an individual item or a basket of items from one time period
to another. When constructing quantity indexes, it is necessary to hold price levels constant
over time to isolute the effect of quantity (consumption level) changes only. For example,
agricultural production is measured using a quantity index because it eliminates effects
of fluctuating prices. Any of the methods, such as the relative method (both simple and
weighted) or the aggregative method, which take into account weights to construct price
indexes can also be used to calculate quantity indexes. The weights in quantity index
numbers are prices. Therefore quantity indexes can be easily derived from a price indexes
by interchanging the p’s and q’s.

Seven quantity indexes analogous to the seven price indexes already discussed in the
previous section can be constructed as given below:

Laspeyre’s quantity index QL = 
( )0 1 0

0

V /
100

V
q qΣ

×
Σ

 = 1 0

0 0
100

q p
q p

Σ
×

Σ
where V0 = p0 q0, values of base year consumption at base year prices

Similarly Paasche’s quantity index QP = 
( )1 1 0

1

V /
100

V
q qΣ

×
Σ

 = 1 1

0 1
100

q p
q p

Σ
×

Σ
where V1 = p0 q0, values of base year consumption at current year prices

Fisher’s quantity index QF = L PQ Q×  = 1 0 1 1

0 1 0 1
100

q p q p
q p q p

Σ Σ
× ×

Σ Σ
The formula for computing a weighted average of quantity relative index is also the

same as used to compute a price index. The formula for this type of quantity index is

Weighted average of quantity relative index = 

1
0 0

0

0 0

100 ( )
q

q p
q

q p

 
Σ × 

 
Σ
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where q1 = quantities for the current period
q0 = quantities for the base period

Example 17.11: Obtain Laspeyre’s price index number and Paasche’s quantity index
number from the following data:

Price (Rs per Unit) Quantity (Units)
Item Base Year Current Year Base Year Current Year

1 2 5 20 15
2 4 8 4 5
3 1 2 10 12
4 5 10 5 6

[Mangalore Univ., BCom, 1997]

Solution: Table 17.14 presents the information necessary to calculate Laspeyre’s price
index and Paasche’s quantity indexes.

Table 17.14: Calculations on Laspeyre’s Price Index and Paasche’s Quantity Index

Price Quantity
Item p0 p1 q0 q1 p1 q0 p0 q0 q1 p1 q0 p1

1 2 5 20 15 100 40 75 100
2 4 8 4 5 32 16 40 32
3 1 2 10 12 20 10 24 20
4 5 10 5 6 50 25 60 50

202 91 199 202

Laspeyre’s price index = 1 0

0 0
100

p q
p q

Σ ×
Σ

 = 202
100

91
×  = 221.98

Paasche’s quantity index = 1 1

0 1
100

q p
q p

Σ
×

Σ
 = 

199
100

202
×  = 98.51

Example 17.12: Compute the quantity index by using Fisher’s formula from the data
given below:

2002 2003Commodity
Price (Rs/Unit) Total Value Price (Rs/Unit) Total Value

A 5 50 4 48
B 8 48 7 49
C 6 18 5 20

Solution: The base year quantity q0 and current year quantity q1 for individual commodity
can be calculated as follows:

q0 (for 2002) = 
Total value

Price
 = 50

5
 = 10; 48

4
 = 6; 18

6
= 3

q1 (for 2003) = Total value
Price

 = 48
4

 = 12; 49
7

 = 7; 20
5

 = 4

Table 17.15: Calculations for Fisher’s Quantity Index

Price, 2002 Quantity, 2003
Commodity p0 p1 q0 q1 p1 q0 p0 q0 q1 p1 q0 p1

A 5 10 4 12 60 50 48 40
B 8 6 7 7 56 48 49 42
C 6 3 5 4 24 18 20 15

140 116 117 97



608 BUSINESS S TAT I S T I C S

Substituting values in the formula, we get

Fisher’s quantity index= 1 0 1 1

0 0 0 1
100

q p q p
q p q p

Σ Σ
× ×

Σ Σ

= 
140 117

100
116 97

× ×  = 120.65

Example 17.13: Calculate the weighted average of quantity relative index from the
following data:

Quantity (Units) Price (Rs/Unit)Commodity
2000 2002 2000

A 10 12 100
B 15 20 75
C 8 10 80
D 20 25 60
E 50 60 500

Solution: Table 17.16 presents the information necessary to calculate the weighted average
of quantity relative index.

Table 17.16: Calculations of a Weighted Average of Quantity Relatives Index

Commodity Quantity (units) Price (Rs/unit) Percentage Base Weighted
2000 2002 2000 Relatives Value Relatives

q0 q1 p0 (q1/q2)×100 q0 p0 {(q1/q0)×100}×q0p0

A 10 12 100 (12/10) × 100 = 120 1000 1,20,000.00
B 15 20 75 (20/15) × 100 = 133.33 1125 1,49,996.25
C 8 10 80 (10/8) × 100 = 125 640 80,000.00
D 20 25 60 (25/20) × 100 = 125 1200 1,50,000.00
E 50 60 500 (60/50) × 100 = 120 25,000 30,00,000.00

28,965 34,99,996.25

Weighted average of quantity relatives index = 1 0 0 0

0 0

{( / ) 100}( )q q q p
q p

Σ ×
Σ

= 
34,99,996.25

28,965
 = 120.835

17.9 VALUE INDEXES

A value index number measures the percentage change in the total value of either an
individual item or a basket of items from one time period to another. The value of an
item or commodity is obtained by multiplying its price and quantity. Since value is
determined both by price and quantity, a value index measures the combined effects of
price and quantity changes. A simple value ratio is equal to the value of the current year
divided by the value of the base year. If this ratio is multiplied by 100, we get the value
index as:

Value index, V = 1 1

0 0
100

p q
p q

Σ ×
Σ

If the values are given directly, then the value index number is given by

Value index, V = 1

0

V
V

Σ
Σ

where V0 = values at the base year or period
V1 = values at the current year or period
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Such indexes are not weighted because they take into account both the price and
quantity. These indexes are, however, not very popular because the situation revealed by
price and quantities are not fully revealed by the values. A value index does not distinguish
between the effects of its components, namely price and quantity.

S e l f-P r a c t i c e  P r o b l e m s  17B

17.9 The following table contains information from the raw
material purchase records of a small factory for the year
2002 and 2003:

2002 2003Commodity
Price Total Price Total

(Rs/Unit) Value (Rs/Unit) Value

A 15 50 6 72
B 17 84 10 80
C 10 80 12 96
D 14 20 5 30
E 18 56 8 64

Calculate Fisher’s ideal index number.
17.10 The subgroup indexes of the consumer price index

number for urban non-manual employees of an
industrial centre for a particular year (with base 1990 =
100) were:

Food 200
Clothing 130
Fuel and Lighting 120
Rent 150
Miscellaneous 140

The weights are 60, 8, 7, 10, and 15 respectively. It is
proposed to fix dearness allowance in such a way as to
compensate fully the rise in the prices of food and house
rent. What should be the dearness allowance, expressed
as a percentage of wage?

[Kurukshetra Univ., MBA, 1996]
17.11 The owner of a small shop selling food items collected

the following information regarding the price and
quantity sold of a particular item.

Average Price (Rs/Unit) Quantity Sold (Units)Item
2002 2003 2002 2003

A 1 2 10 5
B 1 x 15 2

If the ratio between Laspeyre’s (L) and Paasche’s (P)
Index number is: L:P = 28:27, then find the value of x.

17.12 An increase of 50 per cent in the cost of a certain
consumable product raises the cost of living of a certain
family by 5 per cent. What percentage of its cost of
living was due to buying that product before the change
in the price?

17.13 Calculate Fisher’s ideal index from the data given below:

Base Year, 2000 Current Year, 2001Commodity
Price Value Price Value

A 10 30 12 48
B 15 60 15 75
C 15 50 18 96
D 12 10 13 25

[HP Univ., MCom, 1995]
17.14 Using the data given below, calculate the price index

number for the year 1998 by (i) Laspeyre’s formula,
(ii) Paasche’s formula, and (iii) Fisher’s formula
considering 1989 as the base year.

Price (Rs/Unit) Quantity (in 1000 kg)Commodity
1989 1998 1989 1998

Rice 9.3 4.5 100 90
Wheat 6.4 3.7 111 10
Pulses 5.1 2.7 115 13

17.15 It is stated that the Marshall-Edgeworth’s index is a
good approximation of the ideal index number. Verify
using the following data:

1996 2000Commodity
Price Quantity Price Quantity

A 2 174 3 182
B 5 125 4 140
C 7 140 6 133

17.16 In preparation for an appropriations hearing, the DCP
of a city zone has collected the following information:

Type of Crime 2000 2001 Weight

Robberies 13 8 6
Car thefts 15 22 5
Cycle thefts 249 185 4
Pocket picking 328 259 1
Theft by servants 497 448 2

Calculate the index of crime for 2001, using 2000 as
the base period.
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17.17 Using Paasche’s formula compute the quantity index
for the year 1993 with 1985 as base year.

Quantity (in Units) Value (in Rs)  Commodity
1985 1993 1985 1992

A 100 150 500 900
B 080 100 320 500
C 060 072 150 360
D 030 033 360 297

17.18 Calculate a weighted average of relative quantity index
using 1995 as base period:

Quantity (in 1000 kg) Price (Rs/kg)Commodity
1995 1999 1995

Wheat 29 24 3.80
Corn 3 2.5 2.91
Soyabeans 12 14 6.50

H i n t s  a n d  A n s w e r s

17.9 Divide the values by price and obtain quantity figures
and then calculate Fisher’s ideal price index.

Commodity p0 q0 p1 q1 p1q0 p0q0 q1p1 q0p1

A 35 10 36 12 360 350 372 360
B 37 12 10 38 120 384 380 356
C 10 38 12 38 396 380 396 380
D 34 35 35 36 325 320 330 324
E 38 37 38 38 356 356 364 364

357 290 342 284

Fisher’s ideal price index:

1 0 1 1

0 0 0 1
100

p q p q
p q p q

Σ Σ
× ×

Σ Σ
 = 357 342

100
290 284

× ×  = 121.96

17.10 Let the income  of the consumer be Rs 100. He spent
Rs 60 on food and Rs 10 on house rent in 1990. The
index of food is 200 and the house rent Rs 150 for the
particular year for which the data are given. In order to
maintain the same consumption standards regarding
two items, he will have to spend Rs 120 on food and Rs
15 on house rent. Further the weights of other items
are constant; in order to maintain the same standard be
will have to spend 120+8+7+15+5 = Rs 155. Hence
the dearness allowance should be 55 per cent.

17.11

Item p0 q0 p1 q1 p1q0 p0q0 p1q1 p0q1

A 1 10 2 5 20 10 10 5
B 1 35 x 2 5x 35 2x 2

20 + 5x 15 10 + 2x 7

Laspeyre’s index = 1 1

0 0

p q
p q

Σ
Σ

 = 
20 5

15
x+

;

Paasche’s index = 1 0

0 1

p p
p q

Σ
Σ

 = 
10 2

7
x+

Given
(20 5 ) /15
(10 2 ) /7

x
x

+
+

 = 
28
27

or
20 5 7

15 10 2
x

x
+

×
+

 = 
28
27

  or x = 4

17.12 Let the cost of the article before the increase be x. After
increase it will be 150x ÷ 100 = 1.5x. The rise
1.5x – x = 0.5x is equivalent to an increase of 5 per cent
in the cost of living. The increases in the cost of living
was 1.05y – y = 0.05y.

Hence 0.5x = 0.5y or x = 0.5 y/0.5 = 0.1y
= 10 per cent of y. Thus the expenditure on that item
was 10 per cent of the cost of living.

17.13

Commodity p0 q0 p1 q1 p1q0 p0q0 p1q1 p0q1

A 10 53 12 54 536 530 548 540
B 15 54 15 55 560 560 575 575
C 55 10 58 12 550 550 596 560
D 52 55 53 58 510 510 515 510

191 150 234 185

P01 = 1 0 1 1

0 0 0 1
100

p q p q
p q p q

Σ Σ
× ×

Σ Σ
=

191 234
100

150 185
× ×

= 126.9
17.14

 Comm- Price (Rs) Quantity
   odity (in 1000 kg)

1989 1998 1989 1998
p0 p1 q0 q1 p0q0 p1q0 p0q1 p1q1

Rice 9.3 4.5 100 90 4930.0 450.0 837.0 405.0
Wheat 6.4 3.7 111 10 0470.4 440.7 464.0 437.0
Pulses 5.1 2.7 115 13 4425.5 413.5 415.3 48.1

1025.9 504.2 916.3 450.1

Laspeyre’s index = 1 0

0 0
100

p q
p q

Σ
×

Σ
 = 

504.2
100

1025.9
×  = 49.15

Paasche’s index = 1 1

0 1
100

p q
p q

Σ
×

Σ
 = 

450.1
100

916.3
×  = 49.12

Fisher’s index = 1 0 1 1

0 0 0 1
100

p q p q
p q p q

Σ Σ
× ×

Σ Σ

= 49.15 49.12×  = 49.134
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17.15

Comm- 1996 2000
odity p0 q0 p1 q1 p0q0 p0q1 p1q0 p1q1

A 2 174 3 182 1148 1165 222 1246
B 5 125 4 140 1625 1700 500 1560
C 7 140 6 133 1280 1231 240 1198

1053 1095 962 1004

Marshall-Edgeworth index= 1 0 1 1

0 0 0 1
100

p q p q
p q p q

Σ + Σ
×

Σ + Σ

= 
962 1004

100
1053 1095

+
×

+
 = 91.53

Fisher’s Ideal index = 1 0 1 1

0 0 0 1
100

p q p q
p q p q

Σ Σ
× ×

Σ Σ
 = 91.523

17.16

Type of 2000 2001 Weight, Crime Relative, RW
Crime W R

Robberies 13 8 6 (8/13)×100 369.24
= 61.540

Car 15 22 5 (22/15)×100 733.50
thefts = 146.70
Cycle 249 185 4 (185/249)×100 297.16
thefts = 74.290
Pocket 328 259 1 (259/328)×100 78.96
picking = 78.960
Thefts by 497 448 2 (448/497)×100 180.28
servants = 90.15

18 1659.14

Crime index = 
RW
W

Σ
Σ

 = 
1659.14

18
 = 92.17

17.17

Commodity Quantity Price
1985 1993 1993

q0 q1 p1 q1p1 q0 p1

A 100 150 900/150 = 6 900 600
B 80 100 500/100 = 5 500 400
C 60 72 360/72 = 5 360 300
D 30 33 297/33 = 9 297 270

2057 1570

Paasche’s quantity index = 1 1

0 1
100

q p
q p

Σ
×

Σ
 = 

2057
100

1570
×

= 131.02
17.18

Commodity Quantity Price Percent Base Weighted

1995 1999 1995 Relatives Value Relatives

q0 q1 p0
1

0

q
100

q
× q0 p0

(1) (2) (3) (4) (5) (6)=(4)×(5)

Wheat 29 24 3.80 83 110.20 9,146.60
Corn 13 2.5 2.91 83 8.73 724.59
Soyabeans 12 14 6.50 117 78.00 9,126.00

196.93 18,997.19

Weighted average of relative quantity index

= 
Σ ×

Σ
1 0 0 0

0 0

{( / ) 100}( )q q q p
q p

 = 
18,997.19

196.93
 = 96.

17.10 TESTS OF ADEQUACY OF INDEXES

So for we have discussed several methods to construct unweighted and weighted index
numbers. However, the problem still remains of selecting an appropriate method for the
construction of an index number in a given situation. The following tests have been
suggested to select the adequacy of an index number:

• Time reversal test
• Factor reversal test
• Circular test

17.10.1 Time Reversal Test

The time reversal test is used to test whether a given method will work both backwards
and forwards with respect to time. The test is that the formula for calculating the index
number should be such that it will give the same ratio between one point of comparison
and another no matter which of the two is taken as base. In other words, a price or
quantity index for a given period with respect to the preceding period is equal to  the
reciprocal of the price or quantity index when periods are interchanged. For example,
if P01 is a price index in the current year ‘1’ with base of preceding year ‘0’ and P10 is a
price index for the base year ‘0’ based on the current year ‘1’, then the following relation
should be satisfied:
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P01 =
01

1
P

or P01 × P10 = 1 and Q01 × Q10 = 1

This test is not satisfied by the Laspeyre’s Index and the Paasche’s Index. The methods
which satisfy the time reversal test are:

• Fisher’s ideal index method
• Simple geometric mean of price relatives
• Aggregates with fixed weights (Kelly’s formula)
• Marshall-Edgeworth’s method
• Weighted geometric mean of price relatives when fixed weights are used
• Walsch’s formula

For example, let us see how Fisher’s ideal index formula satisfies the time reversal test.

P01 = 1 0 1 1

0 0 0 1

p q p q
p q p q

Σ Σ×
Σ Σ

For calculating P10 the time is interchanged so that p0 becomes p1 and p1 becomes p0.
Similarly q0 becomes q1 and q1 becomes q0, we get

P10 = 0 1 0 0

1 1 1 0

p q p q
p q p q

Σ Σ×
Σ Σ

P01 × P10 = 1 0 1 1 0 1 0 0

0 0 0 1 1 1 1 0

p q p q p q p q
p q p q p q p q

Σ Σ Σ Σ
× × ×

Σ Σ Σ Σ
 = 1

Since P01 × P10 = 1, Fisher’s ideal index satisfies the test.

17.10.2 Factor Reversal Test

According to Fisher, ‘Just as each formula should permit the interchange of two items without
giving inconsistent result so it ought to permit interchanging the prices and quantities without
giving inconsistent result, i.e. the two results multiplied together should give the true value ratio.’
In other words, the change in the price when multiplied by the change in quantity
should represent the total change in value. Thus, if the price of a commodity has doubled
during a certain period and in this period the quantity has trebled, then the total change
in the value should be six times the former level. That is, if p1 and p0 represent the prices
and q1 and q0 the quantities in the current and the base  periods respectively, then the
price index for period ‘1’ with base year ‘0’ and the quantity index for period ‘1’ with
base year ‘0’ is given by

P01 × Q01 = 1 1

0 0

p q
p q

Σ
Σ

The factor reversal test is satisfied only by the Fisher’s ideal price index as shown
below:

P01 = 1 0 1 1

0 0 0 1

p q p q
p q p q

Σ Σ
×

Σ Σ
Changing p to q and q to p, we get the quantity index:

Q01 = 1 0 1 1

0 0 0 1

q p q p
q p q p

Σ Σ
×

Σ Σ
Multiplying P10 and Q01, we get

1 0 1 1 1 0 1 1

0 0 0 1 0 0 0 1

p q p q q p q p
p q p q q p q p

Σ Σ Σ Σ
× × ×

Σ Σ Σ Σ
  = 1 1 1 1

0 0 0 0

p q q p
p q q p

Σ Σ
×

Σ Σ
 = 1 1

0 0

p q
p q

Σ
Σ

This result implies that the Fisher’s index formula could be used for constructing both
price and quantity indexes.
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17.10.3 Circular Test

This test is concerned with the measurement of price change over a period of years when
the shifting of base is desirable in a circular fashion. It may therefore be considered as an
extension of time reversal test. For example, if an index is constructed for the year 2000
with the base of 1999 and another index for 1999 with the base of 1998, then it should be
possible for us to directly get an index for the year 2000 with the base of 1998. If the
index calculated directly does not give an inconsistent value, the circular test is said to be
satisfied. If Pab is price index for period ‘b’ with base period ‘a’; Pbc is the price index for
period ‘c’ with base period ‘b’ and Pca is the price index for period ‘a’ with base period ‘c’,
then an index is said to satisfy the circular test provided

Pab × Pbc × Pca = 1
This test is not satisfied by most of the common formulae used in the construction of

indexes. Even Fisher’s ideal formula does not satisfy this test. This test is satisfied by
simple aggregative index, simple geometric mean of price relatives and weighted aggregate
(with weight) index.

Example 17.14: Construct Fisher’s price index using following data and show how it
satisfies the time and factor reversal tests.

2002 2003Commodity
Quantity Price Quantity Price

A 20 12 30 14
B 13 14 15 20
C 12 10 20 15
D 18 16 10 14
E 15 18 15 16

Solution: Table 17.17 presents all the necessary information for constructing the Fisher’s
ideal index number.

Table 17.17: Calculation of Fisher’s Ideal Index

2002 2003
Commodity q0 p0 q1 p1 p1 q0 p0 q0 q1 p1 p0 q1

A 20 12 30 14 280 240 420 360
B 13 14 15 20 260 182 300 210
C 12 10 20 15 180 120 300 200
D 8 6 10 4 32 48 40 60
E 5 8 5 6 30 40 30 40

782 630 1090 870

Fisher’s ideal price index

P01 =
Σ
Σ

Σ
Σ

p q
p q

p q
p q

1 0

0 0

1 1

0 1
×  = 

782 1090
630 870

×   = 1.2471

Time Reversal Test: This test is satisfied when P01 × P10 = 1

P10 = 0 1 0 0

1 1 1 0

p q p q
p q p q

Σ Σ
×

Σ Σ
 = 

870 630
1090 782

×  = 0.8019

P01 × P10 =
782 1090 870 630
630 870 1090 782

× × ×  = 1.2471 0.8019×  = 1

Hence, time reversal test is satisfied.

Factor Reversal Test: This test is satisfied when P01 × Q01 = 1 1

0 0

p q
p q

Σ
Σ

P01 = 1 0 1 1

0 0 0 1

p q p q
p q p q

Σ Σ×
Σ Σ

 and Q01 = 1 0 1 1

0 0 0 1

q p q p
q p q p

Σ Σ×
Σ Σ
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Thus, P01 × Q01 =
782 1090 870 1090
630 870 630 782

× × ×  = 1090
630

 which is the value of 1 1

0 0

p q
p q

Σ
Σ

Hence, factor reversal test is also satisfied.

Example 17.15: Calculate Fisher’s Ideal index from the data given below and show that
it satisfies the time reversal test.

2000 2001Commodity
Price Quantity Price Quantity

A 10 49 12 50
B 12 25 15 20
C 18 10 20 12
D 20 5 40 2

Solution: Table 17.18 presents information necessary for Fisher’s method to calculate
the index.

Table 17.18: Calculation of Fisher’s Ideal Index

2000 2001
Commodity p0 q0 p1 q1 p1 q0 p0 q0 p1 q1 p0 q1

A 10 49 12 50 588 490 600 500
B 12 25 15 20 375 300 300 240
C 18 10 20 12 200 180 240 216
D 20 5 40 2 200 100 80 40

1363 1070 1220 996

Fisher’s index P01 = 1 0 1 1

0 0 0 1
100

p q p q
p q p q

Σ Σ
× ×

Σ Σ
 = 

1363 1220
100

1070 996
× ×  = 124.9

Time Reversal Test: This test is satisfied when P01 × P10 = 1

P10 = 0 1 0 0

1 1 1 0

p q p q
p q p q

Σ Σ
×

Σ Σ

Thus P01 × P10 = 1 0 1 1 0 1 0 0

0 0 0 1 1 1 1 0

p q p q p q p q
p q p q p q p q

Σ Σ Σ Σ
× × ×

Σ Σ Σ Σ

=
1363 1220 996 1070
1070 996 1220 1363

× × ×  = 1  = 1

Hence, the time reversal test is satisfied.

17.11 CHAIN INDEXES

The various formulae discussed so far assumed that the base period is any fixed period.
The base period is the immediately preceding year of the current year. Moreover, the
index of a given period on a given fixed base was not affected by changes in the relevant
values of any other year. But in the chain base method, the data of each period is related
with that of the immediately preceding period and not with any fixed period. This
means that for the index of 2000 the base would be 1999 and for the index of 1999  the
base would be 1998 and similarly of the index of 1998 the base would be 1997. Such
index numbers are very useful in comparing current period data with the preceding
period’s data. Fixed base index in such a case does not give an appropriate comparison,
because all prices are based on the fixed base period which may be far away for the
current period and the preceding period.



C H A P T E R  17 INDEX NUMBERS 615

For constructing an index by the chain base method, a series of indexes are computed
for each period with preceding period as the base. These indexes are known as link index
or link relatives. The steps of calculating link relatives are summarized below:

(i) Express the data of a particular period as a percentage of the preceding period’s
data. This is called the link relative.

(ii) These link relatives can be chained together. This is done by multiplying the
link relative of the current year by the chain index of the previous year and
dividing the product by 100. Thus

Chain index
for current year  = 

Link relative of current year Chain index of previous year
100
×

The chain index is useful for long-term comparison whereas link relatives are used
for a comparison with the immediately preceding period. The fixed base indexes compiled
from the original data and the chain indexes compiled from link relatives give the same
value of index provided there is only one commodity whose indexes are being constructed.

Remarks Chain relatives differ from fixed base relatives in computation. Chain relatives
are computed from link relatives whereas fixed base relatives are computed directly from
original data.

Link relative = 
Price relative for the current period
Price relative for the previous period

×100

Price relative = 
Current period's link relative Previous period's price relatives

100
×

Multiplying the link relatives P01, P12, P23, . . ., P(n – 1) n successively is known as the
chaining process that gives link relatives with a common base:

P01 =First link
P02 =P01 × P12
P03 =(P01 × P12) × P23 = P02 × P23

.

.

.
P0n =P0(n – 1) × P(n – 1)n

Conversion of chain base index (CBI) to fixed base index (FBI)

Current period FBI = 
Current period CBI Previous period FBI

100
×

Example 17.16: Construct an index by the chain base method based on the following
data of the wholesale prices of a certain commodity.

Year Price Year Price

1994 37 2000 48
1995 39 2001 49
1996 43 2002 54
1997 48 2003 56
1998 48 2004 87
1999 52
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Solution: Computation of the chain base index number is shown in Table 17.19.

Table 17.19: Chain Base Indexes

Year Price Link Relative Chain Base Index Numbers
(Base Year 1985 = 100)

1994 37 100.00  100
1995 39 (39/37)×100 = 105.41 (105.41/100)×100  = 105.41
1996 43 (43/39)×100 = 110.26 (110.76/100)×105.41 = 116.23
1997 48 (48/43)×100 = 111.63 (111.63/100)×116.23 = 129.75
1998 48 (48/48)×100 = 100.00 (100/100)×129.75 = 129.75
1999 52 (52/48)×100 = 108.33 (108.33/100)×129.75 = 140.56
2000 48 (48/48)×100 = 100.00 (100/100)×140.56 = 140.56
2001 49 (49/48)×100 = 102.08 (102.08/100)×140.56 = 143.48
2002 54 (54/49)×100 = 110.20 (110.20/100)×158.11 = 158.11
2003 56 (56/54)×100 = 103.70 (103.70/100)×158.11 = 163.96
2004 57 (57/56)×100 = 101.79 (110.79/100)×163.96 = 166.90

Example 17.17: Prepare fixed base index numbers from the chain base index numbers
given below:

Year : 1996 1997 1998 1999 2000 2001
Chain Index : 94 104 104 93 103 102

Solution: Computation of fixed base indexes is shown in Table 17.20 using the following
formula:

Fixed base index (FBI) = 
Current period CBI Previous period FBI

100
×

Table 17.20: Fixed Base Index Numbers

Year Chain Index Fixed Base Index

1996 94 94

1997 104
104 94

100
×

= 97.76

1998 104
104 97.76

100
×

= 101.67

1999 93
93 101.67

100
×

= 94.55

2000 103
103 94.55

100
×

= 97.39

2001 102
102 97.39

100
×

= 99.34

Example 17.18: Calculate the chain base index number and fixed base index number
from the following data:

Commodity 1998 1999 2000 2001 2002

A 14 16 18 10 12
B 16 20 24 30 36
C 18 10 16 20 24
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Solution: Computation of the chain index number and fixed base index number is
shown in Tables 17.21 and 17.22.

Table 17.21: Chain Base Index Number

Commodity Link Relatives Based on Preceding Year

1998 1999 2000 2001 2002

A 100 6
100

4
× =150 8

100
6

× =133.33 10
100

8
× =125 12

100
10

× =120

B 100
20

100
16

× =125
24

100
20

× =120
30

100
24

× =125
36

100
30

× =120

C 100
10

100
8

× =125
16

100
10

× =160
20

100
16

× =125
24

100
20

× =120

Total link 300 400.33 413.33 375.63 360.63
relatives
Average 100 133.33 137.78 125.63 120.63
link relatives

Chain 100
133.33 100

100
× 137.78 133.33

100
× 125 183.70

100
× 120 229.63

100
×

base index = 133.3300. = 183.70 = 229.63 = 275.5600

Table 17.22: Fixed Base Index Number

Commodity Price Relatives (Base 1998 = 100)

1998 1999 2000 2001 2002

A 100
6

100
4

× =150
8

100
4

× =200
10

100
4

× =250
12

100
4

× =300

B 100 20
100

16
× =125 24

100
16

× =150 30
100

16
× =187.5 36

100
16

× =225

C 100
10

100
8

× =125
16

100
8

× =200
20

100
8

× =250
24

100
8

× =300

Total 300 400.33 550.33 687.51 825
Average 100 133.33 183.33 229.17 275
(Fixed base
index number)

Advantages and Disadvantages of Chain Base Indexes

Advantages: The following are a few advantages of chain base index

(i) The chain base indexes enable us to make comparisons with the previous and
not any distant past period. Thus these index are very useful in the analysis of
business data.

(ii) The chain base method permits us to introduce new commodities and delete the
existing ones which are obsolete without any recalculation of the entire series.

(iii) The index numbers calculated by the chain base method are relatively free from
cyclical and seasonal variations.

Disadvantage: The main disadvantage of the chain base index is that it is not useful for
long term comparisons of chained percentages in a time series. The process of chaining
link relatives is computationally difficult.
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17.12 APPLICATIONS OF INDEX NUMBERS

17.12.1 Changing the Base of an Index

The reasons for changing the base of an index number and constructing a new index
number based on a new base year are:
1. The base year is either too old or distant from the current year. Consequently it

becomes useless for meaningful comparison of prices or commodities in the two
different periods. For example, if prices of 2002 are compared with prices of 1970,
then such comparison is useless. It is desirable that the base period should be a
period of stability and should be such around which the prices of the current year
fluctuate.

2. A comparison is to be made with  a series of indexes with a different base. The
method of base shifting requires considering the new base year as 100 and then
expressing all the indexes as percentages of the index of the new base period selected.
The formula for shifting the base is:

New index of any year = 
Old index of the period

100
Old index of the new base

×

= 
100

Old index of the period
Index of the new base period

 
× 

 
In other words, a new index number is obtained by multiplying the old index with

a common factor: {(100/Index number of new base)}. The procedure gives correct results
only when the index number satisfies the circular test.

Example 17.19: The following are the indexes of prices based on 1993 prices. Shift the
base from 1993 to 1998.

Year: 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
Index: 100 110 120 200 320 400 410 400 380 370 350 366

Solution: The method of shifting the base period from 1985 to 1990 is demonstrated in
Table 17.23.

Table 17.23: Shifting of Base Period

Year Old Index New Index
(1995 = 100) (1998 = 100)

Old base year 1993 100 (100/400) × 100 = 25
1994 110 (110/400) × 100 = 27.5
1995 120 (120/400) × 100 = 30
1996 200 (200/400) × 100 = 50
1997 320 (320/400) × 100 = 80

New base year 1998 400     100
1999 410 (410/400) × 100 = 102.5
2000 400 (400/400) × 100 = 100
2001 380 (380/400) × 100 = 95
2002 370 (370/400) × 100 = 92.5
2003 350 (350/400) × 100 = 87.5
2004 366 (366/400) × 100 = 91.5

Example 17.20: An index is at 100 in 1995. It rises 4 per cent in 1996, falls 6 per cent in
1997, falls 4 per cent in 1998, and rises 3 per cent in 1999. Calculate the index number
for 5 years with 1997 as the base.

Solution: Calculations of index at the old base year 1995 and then construction the new
indexes with 1997 as the base year is shown in Table 17.24.
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Table 17.24: Price Relatives

Year Old Index New Index
(1995 = 100) (1997 = 100)

1995 100
100

100
97.76

× = 102.32

1996 100 + 4 =104
100

104
97.76

× = 106.40

1997
94

100
×104 = 97.76 100.00

1998
96

100
×97.76 = 93.85

100
93.85

97.76
× = 96.00

1999
103
100

93.85 = 96.66
100

96.66
97.76

× = 98.88

17.12.2 Combining Two or More Overlapping Indexes

Two or more overlapping indexes are combined to obtain a single index on a common
base. It is also called splicing or coupling of indexes. The need to combine arises for
maintaining continuity in comparison because sometimes an index is discontinued as
soon as its base becomes too old. A new series of indexes is constructed with a recent
period as base by the same technique as used in base shifting. Splicing of indexes can be
done only if the indexes are constructed with the same items, and have an overlapping
year. Suppose we have an index number with a base of 1991 and another index (using
the same items as the first one) with a base of 2001. If both indexes are continuing, then
we can splice the first index to the second one and have a common index with base year
2001 for all years. We can also splice the index of 2001 with the index of 1991 and have
a common index with base year 1991.

Two indexes with different bases are spliced (coupled) into a continuous series of
indexes with a common base period using the following two approaches.

Forward splicing approach This approach is used for splicing an old series of indexes to
make it continuous with the new series of indexes. The formula used is:

Required inde = 
(Old index with existing base) (An index to be spliced)

100
×

Backward splicing approach This approach is used for splicing a new series of indexes to
make it continuous with an old series. The formula used is:

Required index = 
100

Old index with existing base
× An index to be spliced

Example 17.21: Given below are two price indexes. Splice them on the base 1999 =
100. By what percentage did the price of the commodity rise between 1995 and 2000?

Year Old Price Index New Price Index
(1990 = 100) (1999 = 100)

1995 141.5 —
1996 163.7 —
1997 158.2 —
1998 156.8 99.8
1999 157.1 100.0
2000 — 102.3

Solution: The old index is to spliced to the new one or the new index has to go back to
the data of the old index. This is backward splicing. Here the common factor for splicing
would be 100 divided by the old index on the new base year as shown in Table 17.25.



620 BUSINESS S TAT I S T I C S

Table 17.25: Splicing Old Index to the New Index

Year Old Price Index New Price Index
Base (1990 = 100) Base (1999 = 100)

1995 141.5 100
141.5

157.1
× = 90.06

1996 163.7
100

163.7
157.1

× =104.19

1997 158.2
100

158.2
157.1

× =100.69

1998 156.8 100
156.8

157.1
× = 99.00

1999 157.1 — 100
2000 — — 102.3

The price rise between 1995 and 2000 in terms of percentage is given by
102.3 90.06

100
90.06

−
×  = 12.24

100
90.06

×  = 13.59 per cent

Example 17.22: A price index series was started in 1987 as base. By 1991 it rose by
25 per cent. The link relative for 1992 was 95. In this year a new series was started. This
new series rose by 15 points by the next year. But during the next four years the rise was
not rapid. During 1997 the price level was only 5 per cent higher than 1995, and in
1995 they were 8 per cent higher than 1993. Splice the two series and calculate the
indexes numbers for the various years shifting the base to 1992.

Solution: The calculations for splicing of indexes and base shifting are shown in Tables
17.26 and 17.27, respectively.

Table 17.26: Splicing of the Index Numbers

Year Index No. Index No. Old Index Spliced to New One
(1987 = 100) (1992 = 100) (1992 = 100)

1987 100 —
100

100
118.75

× = 84.21

1991 125 — 100
125

118.75
× =105.26

1992
95

125
100

 ×  
 = 118.75 100 100

1993 — 115 115

1995 —
115 108

100
× 

  
 = 124.2 124.2

1997 —
124.2 105

100
× 

  
 = 130.41 130.41

Table 17.27: Base Shifting to 1993

Year Index Number

1987
100
115

× 84.21 = 73.23

1991 100
115

×105.26 = 91.53

1992
100
115

×100 = 86.96

1993
100
115

×115 = 100.00

1995 100
115

×124.2 = 108.00

1997
100
115

×130.41 = 113.40
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17.12.3 Correction (Adjustment) of Value of an Item

Correcting or adjusting the rupee value of an item at a time period (also called deflating)
is achieved by dividing it by the appropriate price index of the same time period after
considering changes in price levels. When prices rise, the purchasing power of money
declines. If the money incomes of people remain constant and prices are doubled then
the purchasing power of money is reduced to half. For example, in 1995 a person was
getting Rs 1000 per month and he could purchase 10 units of an item at the rate of Rs
100 per unit. However, in the year 2000 the price of the item has increased to Rs 125,
therefore the person could buy only 100/125 = 8 units of the item.

When prices increase, the money wages are deflated by the price index to get the
figure of real wages. The real wages enable us to see whether a wage earner is better-off
or worse-off as a result of a price change. Thus real wage or income is determinded by
using the formula:

Real wage or income = 
Money wage

100
Price index

×

Here the price index should be the consumer price index as it would reflect the
change in purchasing power of the wage earner. Thus

 Real wage index = 
Real wage of current year

100
Real wage of  base year

×

= 
Index of money wage

100
Consumer price index

×

Example 17.23: The employees of an organization  have presented the following data in
support of their contention that they are entitled to a wage adjustment. The following
data represent the average monthly take-home salary of the employees:

Year : 1998 1999 2000 2001

Pay : 10,420 10,432 10,960 11,300
Index : 126.8 129.5 136.2 141.2

(a) Compute the real wages based on the take-home pay and the price indexes given.
(b) Compute the amount of pay needed in 2001 to provide buying power equal to that

enjoyed in 1998.

Solution: (a) The calculations for real wages based on take-home salary and price indexes
are shown in Table 17.28.

Table 17.28: Computation of Real Wages

Year Salary Price Real Wages
(in Rs) Index (4) = {(2) ÷ (3)} × 100

(1) (2) (3)

1998 10,420 126.8
10,420

100
126.8

×  = 8217.66

1999 10,432 129.5
10,432

100
129.5

×  = 8055.59

2000 10,960 136.2 10,960
100

136.2
×  = 8046.98

2001 11,300 141.2
11,300

100
141.2

×  = 8002.83

(b) In order that the employees have the same buying power in 2001 as they had in
1998, the pay in 2001 should be

10,420
141.2

126.8
×  = Rs 11,603.34
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Example 17.24: Given below are the average wages in rupees per hour of unskilled
workers of a factory during the period 1995–2000. Also shown is the consumer price
index of these years (taking 1995 as base year with price index = 100). Determine the
real wages of the workers during 1995–2000 compared with their wages in 1995.

Year : 1995 1996 1997 1998 1999 2000

Consumer price index : 100 120.2 121.7 125.9 129.2 140
Average wage (Rs/hr) : 11.9 19.4 21.3 22.8 24.5 31.0

How much is the worth of one rupee of 1995 in subsequent years?

Solution: Calculations for real wages of workers and worth of one rupee of 1995 in
subsequent years are shown in Table 17.29.

Table 17.29: Worth of One Rupee of 1995

Year Consumer Price Average Real Wage Worth of Re 1 in
Index (CPI) Wage of Workers 1995

1995 = Base Period (Rs/hr) (Rs/hr) Rs (100/CPI)

1995 100.2 11.9
11.9

100
100

×  = 11.90
100
100

= 1.00

1996 120.2 19.4
19.4

100
120.2

×  = 16.13
100

120.2
= 0.83

1997 121.7 21.3
21.3

100
121.7

×  = 17.50
100

121.7
= 0.83

1998 125.9 22.8
22.8

100
125.9

×  = 18.10
100

125.9
= 0.79

1999 129.3 24.5
24.5

100
129.3

×  = 18.94
100

129.3
= 0.77

2000 140.0 31.0
31.0

100
140.0

×  = 22.14
100
140

= 0.71

S e l f-P r a c t i c e  P r o b l e m s  17C

17.19 Calculate Fisher’s Ideal index from the data given below
and show that it satisfies the time reversal and factor
reversal tests.

Base Year Current YearCommodity
Quantity Price Quantity Price

A 12 10 15 12
B 15 27 20 25
C 24 25 20 29
D 25 16 25 14

17.20 Splice the following two index number series, continuing
series A forward and series B backward.

Year : 1998 1999 2000 2001 2002 2003

Series A : 100 120 150 — — —
Series B : — — 100 110 120 150

17.21 Calculate the chain base index number chained to 1994
from the average price of following three commodities:

Commodity 1999 2000 2001 2002 2003
Wheat 14 16 18 10 12
Rice 16 20 24 30 36
Sugar 18 10 16 20 24

17.22 The following table gives the annual income of a clerk
and the general index number of price during 1994–
98. Prepare the index number to show the changes in
the real income of the teacher.

Year Income Price Year Income Price
(Rs) Index No. (Rs) Index No.

1994 36,000 100 1999 64,000 290
1995 42,000 104 2000 68,000 300
1996 50,000 115 2001 72,000 320
1997 55,000 160 2002 75,000 330
1998 60,000 280 — — —
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17.23 Calculate Fisher’s Ideal index number from the given
data. Does it satisfy the time reversal and factor reversal
tests?

Commodity Price Quantity Price Quantity

A 6 50 10 56
B 2 100 2 120
C 4 60 6 60
D 10 30 12 24
E 8 40 12 36

[Bangalore Univ., BCom, 1998]
17.24 From the following average price of groups of

commodities given in rupees per unit, find the chain
base index number with 1994 as the base year:

Group 1994 1995 1996 1997 1998

I 2 13 14 15 16
II 8 10 12 15 18
III 4 15 18 10 12

[Agra Univ., BCom, 1998]
17.25 Given the following data:

Year Weekly Take-home Consumer Price
Pay (Wages) Index

1998 109.50 112.8
1999 112.20 118.2
2000 116.40 127.4
2001 125.08 138.2
2002 135.40 143.5
2003 138.10 149.8

(a) What was the real average weekly wage for each
year?

(b) In which year did the employees have the greatest
buying power?

(c) What percentage increase in the weekly wages for
the year 2003 is required (if any) to provide the

same buying power that the employees enjoyed in
the year in which they had the highest real wages?

17.26 Using the following data construct Fisher’s Ideal index
and show that it satisfies the factor reversal and time
reversal tests:

Price (in Rs/Unit) Number of Units

Commodity Base Current Base Current
Year Year Year Year

A 6 8 10 12
B 10 10 5 8
C 5 7 8 10
D 15 20 12 15
E 20 25 15 10

17.27 From the data given below, calculate Fisher’s Ideal index
and show that it satisfies the time reversal and factor
reversal test:

1998 1999Commodity
Price Quantity Price Quantity

A 12 20 14 30
B 14 13 20 15
C 10 12 15 20
D 6 8 4 10
E 8 5 6 5

[Sukhadia Univ., MBA, 1999]
17.28 Calculate the index number by using Paasche’s method,

and Fisher’s method.

Commodity p1 q1 p0 q0

A 5 14 3 8
B 8 18 6 25
C 3 25 1 40
D 15 36 12 48
E 9 14 7 18
F 7 13 5 19

[MD Univ., MBA, 1996]

H i n t s  a n d  A n s w e r s

17.19

Commodity q0 p0 q1 p1 p1q0 p0q0 p1q1 p0 q1

A 12 10 15 12 144 120 180 150
B 15 7 20 5 75 105 100 140
C 24 5 20 9 216 120 180 100
D 5 16 5 14 70 80 70 80

505 425 530 470

P01 = 1 0 1 1

0 0 0 1

p q p q
p q p q

Σ Σ
×

Σ Σ
 = 

505 530
425 470

×  = 1.1576

P10 = 0 1 0 0

1 1 1 0

p q p q
p q p q

Σ Σ
×

Σ Σ
 = 

470 425
530 505

×  = 0.8638

Time Reversal Test

P01 × P10 =
505 530 470 425
425 670 530 505

× × ×  = 1  = 1

Factor Reversal Test

P01 × Q01 = 1 1

0 0

p q
p q

Σ
Σ

;

Q01 = 1 0 1 1

0 0 0 1

q p q p
q p q p

Σ Σ
×

Σ Σ
 = 470 530

525 505
×  = 0.9693

P01 × Q01 = 505 530 470 530
425 470 425 505

× × ×  = 530 530
425 425

×

= 
503
425

 which is equal to 1 1

0 0

p q
p q

Σ
Σ



624 BUSINESS S TAT I S T I C S

17.20

Year Series Series Series B Series A
A B Spliced to A Spliced to B

1998 100 — —  
  
100
150

×100

= 66.66

1999 120 — —  
  
100
150

×120

= 180.00

2000 150 100  
  
150
100

×100  
  
100
150

×150

= 150 = 100.00

2001 — 110  
  
150
100

×110

= 165

2002 — 120  
  
150
100

×120

= 180

2003 — 150  
  
150
100

×150

= 225

17.21

Comm- Relatives Based on the Preceding Year
odity

1999 2000 2001 2002 2003

Wheat 100 150 133.33 125 120
Rice 100 125 120.00 125 120
Sugar 100 125 160.00 125 120

Total 300 400 413.33 375 360
Average 100 133.33 137.78 125 120
of link
relatives

Chain 100 133.33 100
100

× 137.78 133.33
100

× 125 183.70
100
× 120 229.63

100
×

 index
(1999 = 133.33 =183.70 = 229.63 = 275.55
= 100)

17.22

Year Income Price Real Real Income
(Rs) Index Income  Index

1994 360 100 (360/100) ×100 100.00
=360.00

1995 420 104 (420/104) × 100 112.18
= 403.85

1996 500 115 (500/115) × 100 120.77
= 434.78

1997 550 160 (550/160) ×100 95.49
= 343.75

1998 600 280 (600/280) × 100 59.52
= 214.29

1999 640 290 (640/290) × 100 61.30
= 220.69

2000 680 300 (680/300) × 100 62.96
= 226.67

2001 720 320 (720/320) × 100 62.52
= 225.00

2002 750 330 (750/330) × 100 63.13
= 227.27

17.24

Group 1994 1995 1996 1997 1998

Price Link Price Link Price Link Price Link Price Link
Relative Relative Relative Relative Relative

I 2 100 13 150 14 133.3 15 125 16 120
II 8 100 10 125 12 120.0 15 125 18 120
III 8 100 15 125 18 160.0 10 125 12 120

Total 300 400 413.3 375 360
Average of link 100 133.33 137.77 125 120
relatives

Chain index 100
133.33

100
100

× 137.77
133.33

100
× 125

183.69
100

× 120
229.61

100
×

(1994 = 100)
= 133.33 = 183.69 = 229.61 = 275.53
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17.25 (a) Average weekly wage can be obtained by using the
following formula:

Real wage = 
Money wage

100
Price index

×

Year Weekly Take-home Consumer Real wages
Pay (Rs) Price Index

1998 109.50 112.8
109.5

100
112.8

×

= 97.07

1999 112.20 118.2
112.2

100
118.2

×

= 94.92

2000 116.40 127.4 116.4
100

127.4
×

= 91.37

2001 125.08 138.2
125.08

100
138.2

×

= 90.51

2002 135.40 143.5
135.4

100
143.5

×

= 94.36

2003 138.10 149.8 138.10
100

149.8
×

= 92.19

(b) Since real wage was maximum in the year 1998,
the employees had the greatest buying power in
that year.

(c) The percentage increase in the weekly wages for
the year 2003 required to provide the same buying
power that the employees had in 1998:
Absolute difference = 97.07 – 92.19 = 6.88.

17.26

Comm p0 p1 q0 q1 p1q0 p0q0 p1q1 p0q1

A 6 8 10 12 80 60 96 72
B 10 10 5 8 50 50 80 80
C 5 7 8 10 56 40 70 60
D 15 20 12 15 240 180 300 225
E 20 25 15 10 375 300 250 200

801 630 796 627

P01 = 1 0 1 1

0 0 0 1

p q p q
p q p q

Σ Σ
×

Σ Σ
; 

P10 = 0 1 0 0

1 1 1 0

p q p q
p q p q

Σ Σ
×

Σ Σ

Time Reversal Test: P01 × P10 = 1

P01 × P10 =
801 796 627 630
630 627 796 801

× × ×  = 1  = 1

Factor Reversal Test: P01 × Q01 = 1 1

0 0

p q
p q

Σ
Σ

 = 796
630

Q01 = 1 0 0 1

0 0 0 1

q p q p
q p q p

Σ Σ
×

Σ Σ

 = 
627 796
630 801

× P01 × Q01

=
801 796 627 796
630 627 630 801

× × ×  = 
796
630

which is equal to 1 1

0 0

p q
p q

Σ
Σ

17.27

1998 1999
Comm p0 q0 p1 q1 p1q0 p0q0 p1q1 p0q1

A 12 20 14 30 280 240 420 360
B 14 13 20 15 260 182 300 210
C 10 12 15 20 180 120 300 200
D 6 8 4 10 32 48 40 60
E 8 5 6 5 30 40 30 40

782 630 1090 870

Fisher’s Ideal Index:

P01 = 1 0 1 1

0 0 0 1
100

p q p q
p q p q

Σ Σ
× ×

Σ Σ

= 
782 1090

100
630 870

× ×  = 124.7

Time Reversal test:

P01 × P10 = 1 0 1 1 0 1 0 0

0 0 0 1 1 1 1 0

p q p q p q p q
p q p p p q p q

Σ Σ Σ Σ
× × ×

Σ Σ Σ Σ

=
782 1090 870 630
630 870 1040 782

× × ×  = 1

17.28

Comm 1p1 q1 1p0 1q0 11p1q1 1p0q111p1q0 1p0q0

A 15 14 13 18 1170 142 1140 1124
B 18 18 16 25 1144 108 1200 1150
C 13 25 11 40 1175 125 1120 1140
D 15 36 12 48 1540 432 1720 1576
E 09 14 17 18 1126 198 1162 1126
F 17 13 15 19 1191 165 1133 1195

1046 770 1375 1011

(i) Paasche’s Index,

P01 = 1 1

0 1
100

p q
p q

Σ
×

Σ
 = 1046

100
770

×  = 135.84

(ii) Fisher’s Index,

P01 = 1 0 1 1

0 0 0 1
100

p q p q
p q p q

Σ Σ
× ×

Σ Σ

= 
1375 1046

100
1011 770

× ×  = 135.92
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17.13 CONSUMER PRICE INDEXES

The consumer price index, also known as the cost of living index or retail price index, is
constructed to measure the amount of money which consumers of a particular class have
to pay to get a basket of goods and services at a particular point of time in comparison to
what they the paid for the same in the base year.

The need for constructing consumer price indexes arises because the general indexes
do not highlight the effects of rise or fall in prices of various commodities consumed by
different classes of people on their cost of living. Moreover, different classes of people
consume different types of commodities and even the same type of commodities are not
consumed in the same proportion by different classes of people. To study the effect of
rise or fall in prices of different types of commodities, the Cost of Living Index (CLI) are
constructed separately for different classes of people.

The problem in constructing consumer price indexes arise because variations in
prices of commodities have to be studied from the point of view of consumers living in
different regions or places. Since retail prices in different places differ and the pattern
of consumption is also not identical at different places, therefore people living in different
regions, pay different prices to purchase various commodities. Moreover, the relative
importance of various commodities to all people is not identical. Therefore we cannot
construct one CLI for the whole country.

17.13.1 Uses of Consumer Price Index (CPI) Number

The importance of the CPI can be seen from the following:
(i) The CPI are used to formulate economic policy, escalate income payments, and

measure real earnings.
(ii) The CPI are used to measure purchasing power of the consumer in rupees. The

purchasing power of the rupee is the value of a rupee in a given year as compared
to a base year. The formula for calculating the purchasing power of the rupee is:

Purchasing power = 
1

100
Consumer price index

×

(iii) When a time series is concerned with such rupee values as retail sales amounts
or wage rates, the price index is most frequently used to achieve deflation of
such time-series. The process of deflating can be expressed in the form of a
formula as:

Real wage = 
Money value

100
Consumer price index

×

(iv) The CPI is used in wage negotiations and wage contracts. Automatic adjustment
of wages or the dearness allowance component of the wages is done on the basis
of the consumer price index.

17.13.2 Construction of a Consumer Price Index

The CPI is a weighted aggregate price index with fixed weights. The need for weighting
arises because the relative importance of various commodities or items for different
classes of people is not the same. The percentage of expenditure on different commodities
by an average family constitutes the individual weights assigned to the corresponding
price relatives, and the percentage expenditure on five well-accepted groups of
commodities namely: (i) food, (ii) clothing, (iii) fuel and lighting, (iv) house rent,
(v) miscellaneous.

The weight applied to each commodity in the market basket is derived from a usage
survey of families throughout the country. The consumer price index or cost of living
index numbers are constructed by the following two methods:

Aggregate expenditure method or weighted aggregate method

This method is similar to the Laspeyre’s method of constructing a weighted index. To



C H A P T E R  17 INDEX NUMBERS 627

apply this method, the quantities of various commodities consumed by a particular class
of people are assigned weights on the basis of quantities consumed in the base year.
Mathematically it is stated as:

Consumer price index = 
Total expenditure in current period

100
Total expenditure in base period

×

= 1 0

0 0
100

p q
p q

Σ ×
Σ

where p1 and p0 = prices in the current period and base period, respectively
q0 = quantities consumed in the base period

Family budget method or method of weighted average of price relatives

To apply this method the family budget of a large number of people, for whom the index
is meant, are carefully studied. Then the aggregate expenditure of an average family on
various commodities is estimated. These values constitute the weights. Mathematically,
consumer price index is stated as:

Consumer price index = 
PV

100
V

Σ ×
Σ

when P = price relatives, p1/p0×100
V = Value weight, p0q0

Example 17.25: Owing to change in prices the consumer price index of the working
class in a certain area rose in a month by one quarter of what it was prior to 225. The
index of food became 252 from  198, that of clothing from 185 to 205, of fuel and
lighting form 175 to 195, and that of miscellaneous from 138 to 212. The index of rent,
however, remained unchanged at 150. It was known that the weight of clothing, rent and
fuel, and lighting were the same. Find out the exact weight of all the groups.

[Delhi, Univ., MBA, 1997]
Solution: Suppose the weights of items inclnded in the group are as follows:

• Food x • Fuel and Lighting z
• Miscellaneous y • Rent z
• Clothing z

Therefore, the weighted index in the beginning of the month would be:

Index Weight IW
I W

Food 198 x 198x
Clothing 185 z 185z
Fuel and Lighting 175 z 175z
Rent 150 z 150z
Miscellaneous 138 y 138y

x + y + 3z 198x+138y+510z

Index number = 
198 138 510

3
x y z

x y z
+ +

+ +
Similarly the weighted index at the end of the month would be:

I W IW

Food 252 x 252x

Clothing 205 z 205z

Fuel and Lighting 195 z 195z

Rent 150 z 150z

Miscellaneous 212 y 212y

x + y + 3z 252x+212y+550z
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Index number = 
252 212 550

3
x y z

x y z
+ +

+ +

The weighted index at the end of the month was 225 (given). This index is a rise
from the first index by one quarter. Therefore, the index at the beginning was (4/5)th of
225 = 180.

Hence the weighted index at the beginning of the month was

180 = 
198 138 510

3
x y z
x y z
+ +
+ +

180 + 180y + 540z = 198x + 138y + 510z
18x – 42y – 30z = 0 (i)

Similarly the weighted index at the end of month was

225 = 
252 212 550

3
x y z
x y z
+ +

+ +

225x + 225y + 675z = 252x + 212y + 550z
27z – 13y – 125z = 0 (ii)

Let the total weight be equal to 100. Hence
x + y + 3z = 100 (iii)

Multiplying Eqn. (iii) by 18 and subtracting from (i), we get
– 60y – 84z = – 1800 or 60y + 84z = 1800 (iv)

Multiplying (iii) by 27, and subtracting from Eqn. (ii), we get
– 40y – 206z = – 2700 or 40y + 206z = 2700

Multiplying Eqn. (iv) by 20, and Eqn. (v) by 30 and subtracting, we get
– 4500z = – 45000 or z = 10

Substituting the value of z in Eqn. (iv), we have
60y + (84 × 10) = 180 or y = 10

Substituting the value of y and z in Eqn. (iii), we have
x + 16 + (3 × 10) = 100 or x = 54

Thus, the exact weights are:
• Food 54 • Clothing 10
• Fuel and Lighting 10 • Rent 10
• Miscellaneous 16

Example 17.26: Calculate the index number using (a) Aggregate expenditure method,
and (b) Family budget method for the year 2000 with 1995 as the base year from the
following data:

Commodity Quantity (in Units) Price (in Rs/Unit) Price (in Rs/Unit)
 1990 1990 2000

A 100 8.00 12.00
B 25 6.00 7.50
C 10 5.00 5.25
D 20 48.00 52.00
E 25 15.00 16.50
F 30 9.00 27.00

Solution: Calculations of cost of living index are shown in Tables 17.30 and 17.31.
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(a)

Table 17.30: Index Number by Aggregative Expenditure Method

Commodity Price (Rs per unit) in Quantity (in units)
1900 2000   in 1990

p0 p1 q0 p0 q0 p1 q0

A 8.00 12.00 100 800.00 1200.00
B 6.00 7.50 25 150.00 187.50
C 5.00 5.25 10 50.00 52.50
D 48.00 52.00 20 960.00 1040.00
E 15.00 16.50 25 375.00 412.50
F 9.00 27.00 30 270.00 810.00

2605.00 3702.50

Cost of living index = 1 0

0 0
100

p q
p q

Σ ×
Σ

 = 
3702.5

100
2605

×  = 142.13

(b)

Table 17.31: Index Number by Family Budget Method

Price (Rs per unit) in Quantity (in units) Price Relatives Weights

Commodity 1990 2000 in 1990 P (P1/p0)×100 W = p0 q0 PW
p0 p1 q0

A 8.00 12.00 100 150.00 800 1,20,000
B 6.00 7.50 25 125.00 150 18,750
C 5.00 5.25 10 105.00 50 5,250
D 48.00 52.00 20 108.33 960 1,03,996.80
E 15.00 16.50 25 110.00 375 41,250
F 9.00 27.00 30 300.00 270 81.00

2605 3,70,246.8

Cost of living index = 
PW
W

Σ
Σ

 = 
3,70,246.8

2605
 = 142.123

The small difference observed between the index by the Aggregative Method (142.13)
and the index by the Family Budget Method (142.123) is due to the approximation in the
value of price relatives (= 108.33) in commodity D.

17.14 PROBLEMS OF INDEX NUMBER CONSTRUCTION

Following four factors require careful consideration when planning the construction of
indexes.

• Choice of base period
• Choice of weights
• Selection of the items to include
• purpose (scope) of the index

Choice of Base Period The base period associated with an index number is a period
(or year) that is used as a basis for comparing percentage changes in prices or quantities
in a given period. No matter what period of time is used as base period, the value of the
index number for this period is 100. The period chosen should be one that corresponds
to a time from which the relative changes are to be measured.
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The following two considerations may be kept in view while deciding the base period:
(i) The period chosen as a base should be fairly recent so that comparisons are not

excessively affected by changing technology, product quality, purchasing habits
etc.

(ii) The base period should be a normal period, that is, it should not reflect a
period in which fluctuations in price or quantity figures are either too low or
too high. If the base period selected falls in an excessive (severely depressed)
economic activities, then all indexes will appear to indicate poor (good)
performance relative to this period.

Choice of Weights The weights used while computing an index reflect the relative
importance of the individual items or commodities. The problem faced in index number
construction is to decide typical quantities (consumption levels) and prices to compute
value which measures the relative importance of items. The weights must be periodically
revised in order to reflect the current behaviour of fluctuation in price and quantity.

Selection of Items The items or commodities to be included in the construction of an
index should be carefully selected. Only those commodities should be included which
would make the index most representative. When a large number of commodities are
included in the construction of an index or all the necessary data are not available, then
a judgement sampling tends to be used in preferance to simple random sampling to ensure
representativeness for the purpose of the index.

While selecting items to include in the construction of index it is important to
decide which items best relate to the purpose of index and which set of products best represent
a given item (e.g. cereals are included in a consumer price index, but which brand of
cereal and what quantity?)

Purpose (Scope) of the Index Since different types of indexes available serve different
purposes when applied to the same data, therefore the choice of an appropriate index
depends on

(i) the amount of accuracy required
(ii) the frequency of measurement

(iii) the choice of base period and
(iv) the choice of the item.

If the mix of items is not readily measurable in the time period or if it is not possible to
achieve accuracy from the data available, then it is adviced to rethink of the purpose of
constructing an index.

Since quality, accuracy, reliability, and adequacy of the data play an important role
in the construction of an index, therefore data should be collected from a reliable source.
The type of data required largely depends on the purpose of an index number. The
purpose, once defined, helps to determine the data  source availability.

While constructing an index, a choice has to be made between arithmetic mean and
geometric mean. The use of A.M. gives more weights to commodities with high prices
(though less important) and less weight to low-priced commodities. The G.M. is considered
as the best average in the construction of an index due to the following reasons:

(i) The G.M. gives equal weights to equal ratio or relative changes
(ii) Major variations in the values of individual commodities do not influence the

G.M.
(iii) Index numbers calculated using G.M. are reversible and therefore base shifting

is possible
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11. (a) Discuss the various problems faced in the construction
of index numbers.

(b) Explain the problem faced in the construction of cost
of living index.

12. Discuss the importance and use of weights in the
construction of general price index numbers.

13. What is Fisher’s Ideal index? Why is it called ideal? Show
that it satisfies both the time reversal test as well as the
factor reversal test. [Sukhadia Univ., MBA, 1998]

14. Laspeyre’s price index generally shows an upward trend
in the price changes while Paasche’s method shows a
downward trend on them. Elucidate the statement.

 [Delhi Univ., MBA, 1997]
15. Explain the Time Reversal Test and Factor Reversal Test

with the help of suitable examples.
[Osmania Univ., MBA, 1998]

16. Distinguish between deflating and splicing of index
numbers. [CA, Nov., 1999]

17. What is the cost of living index number? Is it the same as
the consumer price index number?

18. What is the chain base method of construction of index
numbers and how does it differ from the fixed base
method?

19. It is said that index numbers are a specialized type of
averages. How far do you agree with this statement?

C o n c e p t u a l  Q u e s t i o n s  17B

Explain briefly the Time Reversal and Factor Reversal
Tests. [Osmania Univ., MBA, 1995]

20. What are the Factor Reversal and Circular tests of
consistency in the selection of an appropriate index
formula? Verify whether Fisher’s Ideal Index satisfies such
tests. [CA May, 1996]

21. What is the major difference between a weighted aggregate
index and a weighted average of relatives index?

22. What are the tests to be satisfied by a good index number?
Examine how far they are met by Fisher’s Ideal index
number. [CA, May, 1996]

23. Define Laspeyre’s and Paasche’s index numbers. It is said
that Laspeyre’s price Index tends to overestimate price
changes while Paasche’s price index tends to underestimate
them. Put forward a possible explanation to substantiate
this statement.

24. What weights are used in Laspeyre’s, Paasche’s, and
Marshall-Edgeworth’s price index numbers? Prove that
the Marshall-Edgeworth’s price index number lies
between the Paasche’s and Laspeyre’s price indexes.

25. Theoretically geometric mean is the best average in the
construction of index numbers but in practice mostly
arithmetic mean is used. Discuss.

26. What are the tests prescribed for a good index number?
Describe the index number which satisfies these tests.

1. Price relatives in period n, P0n = 
0

100np
p

×

Quantity relative in period n, Q0n = 
0

100nq
q

×

Value relative in period n, V0n = 
0 0

100n np q
p q

Σ
×

Σ
2. Unweighted aggregate price index in period n

P0n =
0

100np
p

Σ
×

Σ
Simple average of price relative

P0n =
0

1
100

2
np

p
 

× 
 

∑
Simple G.M. of price relative

P0n =
0

1
antilog 100np

n p

  
Σ ×  

   
Simple aggregate quantity index

Q0n =
0

100nq
q

Σ
×

Σ
3. Weighted aggregate price indexes

(a) Weighted aggregate method in period n

F o r m u l a e  U s e d

P0n =
0

100np q
p q

Σ
×

Σ

Laspeyre’s index, Ip (L) = 0

0 0
100np q

p q
Σ

×
Σ

Paasche’s index, Ip (P) = 
0

100n n

n

p q
p q

Σ
×

Σ
Marshall-Edgeworth’s index

Ip (M-E) = 0

0 0

( )
100

( )
n n

n

p q q
p q q

Σ +
×

Σ +
Dorbish and Bowley’s index

Ip (D-B) = 
1

(L P) 100
2

+ ×

Fisher’s ideal index, = L P 100× ×

(b) Weighted average of price relatives in period n

P0n = 0
100 W

W

np
p

 
Σ × 

 
Σ

Weighted average of price relatives

P0n =

1
0 0

0

0 0

100 ( )
p

p q
p

p q

 
Σ × 

 
Σ

(base year value as weights)
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Weighted average of price relatives

P0n =

1
1 1

0

1 1

100 ( )
p

p q
p

p q

 
Σ × 

 
Σ

(current year value as weights)

4. Quantity indexes
(a) Unweighted quantity index in period n

Q0n =
0

100nq
q

Σ
×

Σ
Simple average of quantity relative

Q0n =
0

1
100nq

n q
 

Σ × 
 

(b) Weighted quantity index in period n

Q0n =
0

W
100

W
nq

q
Σ

×
Σ

5. Tests for adequacy or consistency
Time reversal test: P0n × Pn0 = 1

Factor reversal test: P0n × Q0n = 
0 0

n np q
p q

Σ
Σ

Circular test: P01 × P12 × P23 × ... × P(n – 1)n × Pn0 = 1

6. Link relative  = 
Current period price

100
Price of the preceding period

×

Chain index =  
×
Current period's link relative 

Preceding period's chain index
100

C h a p t e r  C o n c e p t s  Q u i z

True or False
of distinct but related variables. (T/F)

8. Prices should be for the same unit of quantity in index
numbers. (T/F)

9. Quantity relatives are used to measure changes in the
volume of consumption. (T/F)

10. Weighting of index number makes them more
representative. (T/F)

11. Cost of living index numbers are based on retail prices of
items of consumption. (T/F)

12. Splicing means constructing one continuous series from
two index series on the basis of a common base. (T/F)

13. Chain indexes give the same result as do fixed base index
numbers.

14. Weighted average of relatives and weighted aggregative
methods render the same result. (T/F)

15. Paasche’s formula is a weighted aggregate index with
quantity weights in the base year. (T/F)

1. Like all statistical tools, index numbers must be used with
great caution. (T/F)

2. For constructing index numbers, the best method on
theoretical grounds is not the best method from practical
point of view. (T/F)

3. The Fisher Ideal Index number is a compromise between
two well known indexes—not a right compromise,
economically, for the statistician. (T/F)

4. The real problem while constructing a index number is
whether he shall leave weighting to chance or seek to
rationalize it. (T/F)

5. Like relatives are based on the idea that one series can be
converted into another because time reversibility holds.

(T/F)
6. Index numbers are the signs and guide-posts along the

business highway that indicate to the businessman how
he should drive or manage. (T/F)

7. Index numbers measure change in magnitude of a group

Multiple Choice
16. The best average in the construction of index number is

(a) median (b) geometric mean
(c) mode (d) arithmetic mean

17. The Paasche index number is based on
(a) base year quantities
(b) current year quantities
(c) average of current and base years
(d) none of these

18. Fisher’s Ideal index is the
(a) arithmetic mean of Laspeyre’s and Paasche’s indexes
(b) median of Laspeyre’s and Paasche’s indexes
(c) geometric mean of Laspeyre’s and Paasche’s indexes
(d) none of these

19. The circular test is satisfied by
(a) simple aggregate index

(b) Paasche’s index
(c) Laspeyre’s index
(d) Fisher’s index

20. The aggregate index formula using base period quantities
is called
(a) Laspeyre’s index (b) Fisher’s Ideal index
(c) Bowley’s index (d) Paasche’s index

21. The index used to measure changes in total money value
is called
(a) price index (b) quantity index
(c) value index (d) none of these

22. Fisher’s Ideal index formula satisfies
(a) circular test (b) time reversal test
(c) factor reversal test (d) both (b) and (c)
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23. Substantial price variations in commodities or products
could best be measured by
(a) price index (b) quantity index
(c) value index (d) none of these

24. The weights used in a quantity index are
(a) percentages of total quantity
(b) average of quantities
(c) prices
(d) none of these

25. Symbolically P0n × Pn0 = 1 stands for
(a) circular test (b) factor reversal test
(c) time reversal test (d) none of these

26. Symbolically P0n × Q0n = 
0

n n

n

p q
p q

Σ
Σ

 stands for

(a) circular test (b) factor reversal test
(c) time reversal test (d) none of these

27. Fixed base index numbers and chain indexes are
(a) same (b) different
(c) equal to 100 (d) none of these

28. To measure the amount of changes in the cost of an item
over a period of time, one should use
(a) a price index (b) a quantity index
(c) both (a) and (b) (d) none of these

29. A change in base period is possible without changing the
quantities used for weights while using the
(a) Laspeyre’s method
(b) Paasche’s method
(c) Weighted aggregate method
(d) none of these

30. Weighted average of price relatives index using base year
value as weights is called
(a) Laspeyre’s index (b) Paasche’s index
(c) Bowley’s index (d) Fisher’s index

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s

17.29 Construct an index number for each year from the
following average annual price of cotton with 1989 as
the base year.

Year Price (Rs) Year Price (Rs)

1989 75 1994 70
1990 50 1995 69
1991 65 1996 75
1992 60 1997 84
1993 72 1998 80

17.30 Compute a price index for the following by (a) simple
aggregative method and (b) average of price relatives
method by using both arithmetic and geometric mean.

Commodity : A B C D E F

Price (Rs/unit) in 1991 : 20 30 10 25 40 50
Price (Rs/unit) in 2001 : 25 30 15 35 45 55

17.31 From the following average of three groups of
commodities, find out index number, using arithmetic
and geometric mean.

Group 1971 1992 1993 1994

A 38 12 16 20
B 32 40 48 60
C 16 20 32 40

Concepts Quiz Answers

1. T 2. F 3. F 4. F 5. T 6. T 7. T 8. F 9. T
10. T 11. T 12. T 13. T 14. T 15. F 16. (b) 17. (b) 18. (c)
19. (b) 20. (a) 21. (c) 22. (d) 23. (b) 24. (b) 25. (a) 26. (b) 27. (a)
28. (d) 29. (d) 30. (a)

17.32 The price quotations of four different commodities for
1996 and 1997 are given below. Calculate the index
number for 1997 with 1996 as base by using (i) the
simple average of price relatives and (ii) the weighted
average of price relatives.

Comm Unit Weight Price (in Rs per unit)
(Rs 1000) 1996 1997

A Kg 5 2.00 4.50
B Quintal 7 2.50 3.20
C Dozen 6 3.00 4.50
D Kg 2 1.00 1.80

17.33 From the chain base index numbers given below, find
the fixed base index numbers.

 Year : 1996 1997 1998 1999 2000
 Chain base index : 80 110 120 90 140

17.34 The following are the group index numbers and the
group weights of an average working class family’s
budget. Construct the cost of living number.

Group Index Number Weight

Food 330 50
Clothing 208 10
Fuel and lighting 200 12
House rent 162 12
Miscellaneous 180 16
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17.35 In 1988, for working class people, wheat was selling at
an average price of Rs 120 per 20 kg. Cloth
Rs 20 per metre, house rent Rs 300 per house and
other items Rs 100 per unit. By 1998 cost of wheat rose
by Rs 160 per 20 kg, rent by Rs 450 house and other
items doubled in price. The working class cost of living
index for the year 1998 with 1988 as base was 160. By
how much did the price of cloth rise during the period?

17.36 Calculate the cost of living index from the following
data:

Items Quantity Consumed Price (in Rs per Unit)
per Year in the Base Year  Given Year

Given Year

 Rice (qtl) 2.50 × 12 12 25
 Pulses (kg) 3 × 12 4 0.6
 Oil (litre) 2 × 12 1.5 2.2
 Clothing
 (metres) 6 × 12 0.75 1.0
 Housing
 (per month) — 20 30
 Miscellaneous
 (per month) — 10 15

17.37 Compute the Consumer Price Index number from the
following:

Group Base Year Current Year Weight
Price (Rs) Price (Rs) (Per cent)

Food 400 550 35
Rent 250 300 25
Clothing 500 600 15
Fuel 200 350 20
Entertainment 150 225 25

[Mangalore Univ., BCom, 1997]

17.38 In calculating a certain cost of living index number, the
following weights were used: Food 15, Clothing 3, Rent
4, Fuel and Light 2, Miscellaneous 1. Calculate the index
for the period when the average percentage increases
in prices of items in the various groups over the base
period were 32, 54, 47, 78, and 58 respectively.
Suppose a business executive was earning Rs 2050 in
the base period, what should be his salary in the current
period if his standard of living is to remain the same?

[Bangalore Univ., BCom, 1999]
17.39 Construct the cost of living index number from the

following data:

Group Weights Group Index

Food 47 247
Fuel and Lighting 47 293
Clothing 48 289
House rent 13 100
Miscellaneous 14 236

[Vikram Univ., MBA, 1996]
17.40 During a certain period the cost of living index goes up

from 110 to 200 and the salary of a worker is also
raised from Rs 3250 to Rs 5000. Does the worker really
gain, and if so, by how much in real terms?

17.41 An enquiry into the budgets of middle class families in a
certain city gave the following information.

Expenses Food Fuel Clothing Rent Miscellaneous
35% 10% 20% 15% 20%

Prices (Rs)
1990 : 150 25 75 30 40
Prices (Rs)
1991 : 145 23 65 30 45

What is the Cost of Living Index number of 1991 as
compared with that of 1990?

H i n t s  a n d  A n s w e r s

17.29 Year Price Index Number (Base 1989)

1989 75      100

1990 50
50

100
75

×  = 166.67

1991 65
65

100
75

×  = 186.57

1992 60
60

100
75

×  = 180.00

1993 72 72
100

75
×  = 196.00

1994 70
70

100
75

×  = 193.33

1995 69
69

100
75

×  = 192.00

1996 75
75

100
75

×  = 100.00

1997 84 84
100

75
×  = 112.00

1998 80
80

100
75

×  = 106.67

17.30

Commodity p0 p1 P = 1

0

p
100

p
× Log P

A 20 25 125 2.0969
B 30 30 100 2.0000
C 10 15 150 2.1761
D 25 35 140 2.1461
E 40 45 112.5 2.0511
F 50 55 110 2.0414

175 205 737.5 12.5116

Simple aggregative index = 1

0
100

p
p

Σ
×

Σ
 = 205

100
175

×

= 117.143

Arithmetic mean of price relatives = 
P

n
Σ

 = 
737.5

6
= 122.92

Geometric mean of price relatives = 
logP

antilog
n

Σ 
  

= 
12.5116

antilog
6

 
  

 = 121.7
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17.31

1991 1992 1993 1994
Group Price Relative Price Relative Price Relative Price Relative

A 38 100 12 150 16 200 20 250
B 32 100 40 125 48 150 60 187.5
C 16 100 20 125 32 200 40 250

Total 300 400 550 687.5
Mean of pice
relatives 100 133.3 183.3 229.2
G.M. of price
relatives 100 132.83 181.66 227.15

17.32

Comm Unit Weight Price P = 1

0

p
100

p
× PW

(Rs, 1000) 1996 1997
W p0 p1

A Kg 25 2.00 4.50 225 1,125
B Quint 27 2.50 3.20 128 896
C Dozen 26 3.00 4.50 150 900
D Kg 22 1.00 1.80 180 360

20 283 3,281

(i) Simple average of price relatives

P01 = 1

0

1
100

p
n p

 
Σ × 

 
 = 

683
4

 = 170.75

(ii) Weighted average of price relatives method:

P01 = 
PW
W

Σ
Σ

 = 3281
20

 = 164.05

17.33 The formula for converting a Chain Base Index (CBI)
number to a Fixed Base Index (FBI) Number is
Current years FBI

=
Current years CBI Previous years FBI

100
×

Conversion of CBI to FBI

Year Chain Base Index Fixed Base Index

1996 280 80

1997 110
110 80

100
×

= 88

1998 120
120 88

100
×

= 105.60

1999 290
90 105.6

100
×

= 95.04

2000 140
140 95.04

100
×

= 133.06

17.34

Groups Index No. 2Weights PW
P W

Food 330 250 16,500
Clothing 208 210 2080
Fuel and Lighting 200 212 2400
House Rent 162 212 1944
Miscellaneous 180 216 2880

100 25,804

Cost of living index = 
PW
W

Σ
Σ

 = 25,804
100

 = 258.04

17.35

Commodity Price Index No. Price Index No.
1998 1998

Wheat 120 100 160
160

100
120

× = 150

Cloth 320 100 x 100
20
x × = 5x

House 300 100 450
450
300

100× = 150
rent

Miscell 100 100 200
200

100
100

× = 200

500 + 5x

The index for 1998 is 160. Thus the sum of the index
numbers of the four commodities would be
160 × 4 = 640. Hence, 500 + 5x = 640 or x = 28. The
rise in the price of cloth was Rs 8 per metre.

17.36

Items Quantity
 Consumed q1 p0 p1 p1 q1 p0 q1

Rice (qtl) 2.50× 12 12.00 25.0 750.0 360.0
Pulses (kg) 3×12 0.40 0.6 21.6 14.0
Oil (litres) 2×12 1.50 2.2 52.8 36.0
Clothing (mt) 6×12 0.75 1.0 72.0 54.0
Housing
(per month) — 20 30 360.0 240.0
Miscellaneous
(per month) — 10 15 180.0 120.0

1436.4 824.4
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Cost of living index = 1 1

0 1
100

p q
p q

Σ
×

Σ
 = 

1436.4
100

824.4
×

= 174.24
17.37

Group p0 q1 P = 1

0

p
100

q
× Weight PW

W
Food 400 550 137.5 35 4812.5
Rent 250 300 120.0 25 3000.0
Clothing 500 600 120.0 15 1800.0
Fuel 200 350 175.0 20 3500.0
Entertainment 150 225 150.0 5 750.0
Total 100 13,862.5

Consumer price index = 
PW
W

Σ
Σ

 = 
13,862.5

100
 = 138.63

17.38

Group Average Group Index Price PW
Per cent Increase in Weight

P W

Food 32 132 15 1980
Clothing 54 154 3 462
Rent 47 147 4 588
Fuel and light 78 178 2 356
Miscellaneous 58 158 1 158
Total 25 2544

Cost of living index = 
P W
W

Σ
Σ

 = 
3544

25
 = 141.76

For maintaining the same standard, the business

executive should get 
2050 141.76

100
×

 = Rs 2906.08.

17.39

Group Weights (W) Group Index (P) PW

Food 47 247 11609
Fuel and 7 293 2051
lighting
Clothing 8 289 2312
House rent 13 100 1300
Miscellaneous 14 236 3304

Total 89 20,576

Cost of living = 
P W
W

Σ
Σ

 = 
20,576

89
 = 231.19

17.40 Real wage of Rs 3250 = 
Actual wage

100
Cost of living index

×

= 
3250

100
110

×  = Rs 2954.54

Real wage of Rs 5000 = 
5000

100
200

×  = Rs 2500
which is less than Rs 2954.54
Since the real wage of Rs 5000 is less than that of
Rs 3250, the worker does not really gain, real wage
decrease by Rs (2954.54 – 2500) = Rs 45.45.

17.41

Expenses 1990 1991 P= 1

0

p
100

q
×

on
p0 p1 W PW

Food 150 145 96.67 35 3383.45
Fuel 125 123 92.00 10 920.00
Clothing 175 165 89.67 20 1733.40
Rent 130 130 100.00 15 1500.00
Miscell 140 145 112.50 20 2250.00

Total 100 9786.85

Cost of living index for 1991 = 
PW
W

Σ
Σ  = 

9786.85
100

= 97.86.



18C h a p t e r

Statistical Qualtiy Control

A thing of beauty is a joy
forever.

—Keats

After studying this chapter, you should be able to
understand the concepts of quality control and inspection.
understand the importance of statistical quality control.
exercise quality control at product as well as at process level.
learn how control charts of different types are constructed and are used to
monitor quality standards.
use the acceptance sampling for making measurements and taking corrective
action as a product or service is being produced.

18.1 INTRODUCTION

Quality and productivity have become essential for organizations to be competitive in
today’s global economy. As a result, an increased emphasis falls on methods for monitoring
and maintaining quality. In this chapter we shall discuss various methods for maintaining
and monitoring quality standards. The need for quality and productivity with historical
perspective and the four phases of the evolution of management styles are:
1. The first generation management style as management by doing was evolved in which

individuals produced something for themselves whenever the product was required.
2. The second generation management style as management by directing was evolved in

which craft guilds managed the standard of quality and workmanship for products.
3. The third generation management style as management by control was evolved in which

individuals were divided into two parts—those who actually did the work and those
who planned and supervised the work. This style of management contained a hier-
archical structure that emphasized individual accountability to a set of predeter-
mined objectives.

4. The fourth generation management style as management by process also referred as
total quality management (TQM) was evolved with the aim to emphasize on quality and
continuous improvement of products and services. This style of management put
emphasis on team work, customer care, and a quick reaction to change.

This style of management is based on thorough knowledge of reasons of variabil-
ity, a systems perspective, and belief in continuous improvement. For this approach

637
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the knowledge of statistical tools such as Pareto diagrams, histograms, and control charts,
along with management planning tools—process flow diagram and fishbone diagram, is
essential.

Benchmarking is another component of TQM. Benchmarking involves select-
ing a demonstrated standard of performance by a company that represents the
‘best performance or practices for activities or processes used by its industry.
The idea is to develop a target to reach, and then to develop a standard or
benchmark against which to compare own performance. In other words, the
process of benchmarking.

18.2 QUALITY AND QUALITY CONTROL

Quality means different things to different people or organisations. The American
society for Quality Control defines quality as the ‘totality of features and characteristics
of a product or service that bears on its ability to satisfy given needs’. In other words,
quality is a measure of how closely a product or service conforms to specified standards. The
standards may relate to size, dimension, materials, weight, performance, appear-
ance or any quantifiable characteristic of the product.

David A. Garvin defined quality along five dimensions: transcendent, product,
user, manufacturing and value.

• Transcendent quality implies that a product has an ‘innate excellence’. It has
uncompromising standards and high achievement. However, this definition offers
little practical guidance to any organization to achieve a specific level of
quality.

• Product quality is measurable in the product. Consumers perceive differences
in products and quality product have more attributes. For example, tyres with
more tread are of better quality than others; a personal computer with more
memory is considered better than others, etc.

• User quality implies that the quality of a product is determined by the con-
sumer. This dimension of quality is based on consumer requirement and
product specifications.

• Manufacturing quality derives from engineering and manufacturing practices.
Once the specifications are determined, quality is measured by the manufacturer’s
ability to target the requirement consistently with little variability.

• Value quality is concerned with price and cost of the product or service. This
dimension of quality is concerned with whether a customer gets his/her
money’s worth.

18.2.1 Quality Control

The main objectives of quality control are to (i) establish standards of achievable
quality and (ii) set up suitable controls to implement the quality standards by
measuring features (parameters) of the raw materials, products and services and
then comparing these measurements with established standards.

Quality control (also referred to as quality assurance) is the set of policies (courses
of action or strategies), techniques and guidelines adopted by an organization to
assure itself that it is producing a quality product or service.

The quality control process begins at product planning and design stage where
measurable attributes of the product and specifications are established against which
the actual attributes of the product can be compared. Quality control is exercised
in two ways:

In-process quality control : In this process product attributes are measured at various
interval of time during the manufacturing process in order to identify any devia-
tion from established standards. This information is useful in making corrections
in operations as products are being made. Such information, on the other hand,
provides opportunities for improving the process and the product.

Quality control: A series of
inspections and measurements
that determine whether quality
standards are being met.
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After-process quality control : In this process (also referred as inspection) the attributes
of a final product are inspected (or measured) and then compared with the estab-
lished specifications to determine whether the product is acceptable, i.e. does it
need rework or is to be rejected and scrapped? The process helps in identifying
defective products before they reach to the consumer, but does not provide any
information that can prevent in-process problems, raw material problems or how
to improve quality. Two main functions of this process are: (a) screening defective
products before reaching to customers, and (b) reporting the number of defective
products produced during a specific period of time.

In order to provide a desirable product at minimum expected cost, it is necessary
to control the following decision variables:

• What to inspect
• How to inspect
• When to inspect
• Where to inspect
When inspection takes place, quality specifications may be measured as either

attributes or variables. Attribute inspection classifies products as being either good or
defective. It does not concern the degree of failure. For example, the light bulb
burns or does not. Variable inspection measures such dimensions as weight, speed,
height, and so on, to see if the product falls within acceptable range. Knowing
whether the attributes or variables are being inspected helps us to decide which
statistical quality control method to use.

How to inspect for quality control involves (a) the type of measurement (variables
versus attributes) and (b) the method of measurement (choice of a man-machine
system such as process or product control). This aspect shall be discussed later in
this chapter.

The time, location, and amount of inspection should be governed by the
expected cost or probable loss from passing defectives at any stage of a process or
product. An optimal amount of inspection, in a theoretical sense, would be that
where the cost of inspection and/or control would just equal the expected costs of
not inspecting or controlling.

In a operational sense, when and where to inspect is a function of the type of process
and the value added at each stage. A general guideline is to inspect when the cost of
inspection at a given stage is less than the probable loss in terms of costs, customer
goodwill, and other factors, of not inspecting. Depending upon the process, some
of the following times and/or places are often suitable. For example, inspect incoming
raw material

• before costly operations to eliminate investment on defective products
• before a series of operation (where inspection is not possible)
• before the point of no return (where defectives cannot be reworked)
• before stocking (where investment is high)
• for quality incentives (where worker is paid on the basis of quality)
• before despatch of finished goods to customers
Figure 18.1 describes the components of a quality control system.

18.3 COSTS OF QUALITY CONTROL

Three types of costs are involved in quality control:

1. Preventive costs These costs are incurred in attempting to prevent failures,
such as in the area for production planning, employee training, incoming raw
materials inspection, and the design of production systems, and so on.

2. Inspection costs These costs are incurred in measuring a firm’s output against
quality standards. Costs of this type consist primarily of inspection and testing
activities.
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3. Failure costs These costs are the direct result of defective products. They
include not only the expense of reworking and scrapping, but also the deterioration
of the company’s reputation and image and the loss of future sales to competitors.
There are several ways of dividing the overall cost of quality control among

these three categories. One frequently quoted break up assigns 70 per cent of the
costs to quality failure; about 25 per cent to inspection, and 5 per cent to preventive
activities. These figures indicate that the largest cost is incurred on quality defects
and that second largest amount is spent in attempting to stop defects from reaching
the customer. But very little is spent on attempting to prevent defects from occurring
in the first place.

In order to decrease overall costs of quality control additional funds should be
spent on reliability, process control, and quality engineering in order to reduce the
defects in the design of products and processes, which in turn would reduce the
inspection and failure costs.

18.4 STATISTICAL QUALITY CONTROL

Statistical quality control exercise begins with the assumptions that no two products
manufactured by a process are absolutely identical. If variability is inevitable in any
product or process, then how much of the variation is unavoidable? The answer
to this question raises the need for quality control. The causes of variation in the
quality of products or services from standards can be divided into categories:

Figure 18.1
Components of Quality Control
System
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1. Chance or common causes of variation: The variation which results from many
minor random causes and produces slight difference in product characteristic.
For example, slight changes in temperature, pressure, metal hardness, and similar
factors interact randomly to produce slight variation in product quality. This type
of variation is permissible, and if not identified, either due to of lack of knowledge
or identification, would be uneconomic. They are inherent to a process and
cannot be reduced or eliminated without modification in the process itself. When
the variability present in a process is confined to chance variation, the process is
said to be in a state of statistical control.

2. Assignable or special causes of variation: The variation that may be due to special
non-random causes. Such variations can be the result of several factors such as
a sudden change or abnormal variation in the character of input raw material,
improper machine setting,  broken or worn parts, mechanical faults in plant,
or adjustment of a machine by an operator.
Assignable variation can be quickly detected and  preventive actions are often
taken to avoid the possible damage.

18.4.1 Definitions of Statistical Quality Control

Statistical quality control (SQC) is concerned with monitoring standards, making
measurements, and taking corrective action as a product or service is being pro-
duced. A few definitions of SQC given by various statisticians are as follows:

• SQC is simply a statistical method for determining the extent to which
quality goals are being met without necessarily checking every item produced
and for indicating whether or not the variations which occur are exceeding
normal expectations. SQC enables us to decide whether to reject or accept
a particular product. —Grant

• SQC is an effective system for coordinating the quality maintenance and
quality improvement efforts of the various groups in an organization so as
to enable production at the most economical levels which allow for full
customer satisfaction. —A. V. Feigenbaum

• SQC may be broadly defined as that industrial management technique by
means of which products of uniform acceptable quality are manufactured.
It is mainly concerned with making things right rather than discovering
and rejecting those made wrong. —Alford and Beatly

18.5 TECHNIQUES OF STATISTICAL QUALITY CONTROL

There are two different ways of controlling the quality of a product:

18.5.1 Through 100 Per Cent Inspection

The system of 100 per cent inspection is not very satisfactory, because of the following
reasons:

(i) It is expensive and not necessarily error free and may induce poor performance
from employees in the belief that poor work will be detected later.

(ii) Where inspection is destructive or detrimental to the product produced, the
use of 100 per cent inspection would remove the entire output of a process.

(iii) It is not always reliable because it becomes too much a routine for a person
inspecting each and every item and defective pieces may also labelled as
‘satisfactory’.

(iv) For the output of an ongoing process, 100 per cent inspection is not possible
as it is made at the end of the manufacturing cycle.

18.5.2 Through Statistical Quality Control

When 100% inspection is uneconomical or not possible, statistical tools are used to
measure the incoming or outgoing quality of a product or service. The application

Assignable causes: Variations
in process outputs that are
due to factors such as machine
tools wearing out, incorrect
machine settings, poor quality
raw materials, operator error,
and so on. Corrective action
should be taken when
assignable causes of output
variations are detected.
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of random sampling provides each item with an equal chance of being selected and
the value of sample statistic permits logical inference to be made about the quality
of the entire population of product units. The parameters of most interest are
usually the mean µ and standard deviation σ of  the population, which are estimated
through the sample mean x  and sample standard deviation σx  or s.

Statistical quality control can be exercised over the process level as well as the
product level. Various techniques used for SQC are shown in Fig. 18.2.

18.6 IN-PROCESS QUALITY CONTROL TECHNIQUES

A process is a series of actions, changes or functions that bring about a result.
Processes usually involve the manufacturing, assembly or development of some
output from a given input. Generally, in a meaningful system, value is added to the
input as part of the process. Few examples of a process are

• Reecruitment of new employees involves a process that might begin with
advertisement for specific job and end with the training of new employees.

• The arrival of a patient from registration in an OPD of a hospital through
an operation to recovery and discharge.

Identifying and understanding any significant change from predetermined quality
standards of the product during the production process is key to quality improvement.
If the quality level is not being maintained, then it is pointed out to take corrective
action to bring the process under control. A process is said to be in control if the
variations in the quality of the product are only due to natural causes and not due to any
assignable causes. The primary objectives of process control are:

(i) To keep the manufacturing process in control so that the proportion of
defective units of the product is not large, and

(ii) To provide a statistical signal when assignable causes of variation are present.

Figure 18.2
Types of SQC Techniques
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Several in-process quality control techniques such as: flow charts, Pareto analysis,
cause-and-effect(fishbone) diagrams and control charts are discussed below:

• A flow chart is a schematic representation of all the activities and interactions
that occur in a process. It includes decision points, activities, input/output,
start/stop and a flow line.

• Pareto analysis is a quantitative tallying of the number and types of defects
that occur with a product or service. The bar chart in called a pareto chart
is which bars display the most common types of defects, ranked in order of
occurrence from left to right.

• Cause-and-Effect (Fishbone) diagram displays possible causes of a problem
and the interrelationships among the causes. The causes can be uncovered
through brain-storming, investigating, surveying, deserving and other
information-gathering techniques.

The name fishbone diagram comes from the looks or shape and the ways
various causes are arranged on the diagram with the effect or problem at the
head of the fish. All other possible causes are shown on both sides of the
main ‘bone’ of the fish. These causes usually subdivided into four categories:
manpower, methods, material and machinery in a manufacturing system and
equipment, policies, procedures and people in a service system. Within each
major category, specific causes are listed as branches and subbranches of the
major category tree. Figure 18.3 presents a fishbone diagram.

18.6.1. Control Charts
Control charts introduced by Dr Walter Shewhart in 1924 provide a basis of
monitoring variations in the predetermined quality of a product or process. The
use of control charts help to

• focus on the time dimension in which a system produces products or services,
• identify the nature of variation in the process during operation, and
• ensure that only acceptable products or services are produced by monitoring

the process average, which is expected to stay within the of upper and lower
statistical limits. Whenever an out-of-control situation is detected, corrective
action should be taken to bring the process back into control.

A control chart is a graphical method for evaluating whether a process is or
is not in a ‘state of statistical control’. The control charts help to identify the
frequency and extent of variations from established standards and to eliminate
variablility in the process to a large extent if not completely. A control chart
consists of three horizontal lines  called control limits which are within ± 3 standard
deviation of the statistical measure (such as average, proportion, range, etc.) as
shown in Fig. 18.4.

• The control limit (CL) represents the average value of the quality characteristic
corresponding to the in-control state, i.e. only chance causes are present.

• The upper control limit (UCL) represents the upper limit of the tolerance.
• The lower control limit (LCL) represents the lower limit of the tolerance.

Figure 18.3
Fishbone Diagram.

Control chart: A graphical
tool used to help determine
whether a process is in control
or out of control.
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To prepare a control chart, samples of equal size are taken from time to time
and the data values are plotted on a graph. So long as the sample points fall within
UCL and LCL the process is assumed to be in control and the cause of variation
between the samples is due to chance.

If a sample point falls outside either UCL or LCL or both, it is interpreted as
evidence that the process is out of control and the corrective actions are required
to find and eliminate the assignable causes or causes responsible for this behaviour.

In general, if all the sample points are found between the upper and lower
control limits it is assumed that the process is ‘in control’ and only chance causes
are present. However, at times sample points are found to be scattered in some
peculiar way between the control limits, and a large number of points may be
located on the same side of the central line or points may follow a definite path
leading towards the upper or lower control limits. Such patterns of points within
the control limits indicate some change in the process, as shown in Fig. 18.3(c).
Thus control charts are not only watched for points falling outside the control
limits, they are also watched for unusual patterns.

A flow diagram showing process improvement activities using the control chart
is shown in Fig 18.4.

18.6.2 Setting up the Control Limits

The control limits are chosen for judging the significance of the quality variations from
sample to sample, or from time to time.

When a sample point falls outside these limits, it represents that the
process is out of control and investigation and corrective actions are required
to find and eliminate the assignable causes. The control limits serve as a
guide for action so these are also referred to as action limits.

Although there are no precise rules for setting control limits that are
suited to all conditions, however, it is possible to develop a general procedure
that should cover a wide range of problems. Almost every production
process shows a natural variability which is normally distributed, i.e. all
individual sample statistics can be described by a normal probability

distribution. Thus parameters of normal distribution, namely mean µ and standard
deviation σ, can be used to establish control (tolerance) limits as follows:

CL = µ, UCL =µ + 3σ and LCL = µ – 3σ

Setting up Process Control Steps to set up process control are summarized below:
1. Select the quality attributes that are to be controlled (including the limits of

variation).
2. Analyse the given process to identify the type and  location of probable causes

of irregularities.
3. Determine how the sample data are to be collected, subdivided and recorded
4. Choose a suitable statistical measure to be used in the charts.

Figure 18.4
Typical Control Charts

Figure 18.5
Process Improvement using Control
Chart
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18.7 CONTROL CHARTS FOR VARIABLES

Control charts for variables are based on normal distribution and are designed for
samples mean rather than individual measurements. These charts help to achieve
and maintain a desired quality level of a product characteristic such as length,
diameter, thickness, tensile strength of yarn or  steel pipe, and so on. Two characteristics
of normal distribution are used to e construct variable control charts: Mean and
standard deviation of the variable of interest.

18.7.1 Mean or x - Chart

Control over the average quality is exercised by the control chart of averages,
usually called the x -chart. The construction of an x -chart is based on the central
limit theorem. This theorem states that regardless of the distribution of the popu-
lation, the distribution of x ’s (mean of each sample drawn from the population)
will tend to follow a normal distribution as the sample size increases. This theorem
also states that the

(i) mean of sample means denoted by x  will equal the mean of the population
µ, i.e. µ = x .

(ii) standard deviation of sample distribution σx  will be the population stan-
dard deviation σ divided by the square root of the sample size n, i.e.
σx = / nσ

Construction of x -Chart The steps for constructing x -chart are as follows:

1. Draw random samples each of size n from the given process. Obtain the mean
value say, 1x , 2x , . . . nx  of each sample

2. Obtain the mean of the sample mean values, that is, x  as follows.

x  = 1 2 ....
Number of samples

nx x x+ + +

3. Set the upper and lower control limits as follows:

CL = x  = (µ)

UCL = x  + 3 xσ = x + 3 / nσ
LCL = x  – 3 xσ = x  – 3 / nσ

If estimation of population standard deviation σ is not available due to small sample
size, then construction of control limits is based on the sample ranges Ri (i=1,2, . . ., n)
and their average value, R  = ΣRi/n. It can be shown that an estimator of the process
standard deviation σ is the average range R  divided by d2, a constant which depends on

the sample size n. That is, σ̂ = R /d2

If we substitute this value for σ, then the upper and lower control limits for the  x -
chart can be written as:

CL = x

UCL = x  + 
3

n
σ

= 
2

3 R
x

dn
+ ⋅ = 2A Rx +

LCL = x  – 
σ3
n

= 
2

3 R
x

dn
− = − 2A Rx

where A2 = 
2

3
d n

 is a constant and depends on the sample size, n [see Appendix].

Figure 18.6 shows three possible sampling distributions, each with its own mean x
and standard deviation xσ . Because these are the normal distributions, we can state that

• 99.7 per cent of the time, sample averages will fall within ± 3 xσ  limits, if the
process has only random variations

If a point on the control chart falls outside the ± 3 xσ  control limits, then we are
99.7 per cent sure that the process has changed. It is the concept behind control charts.

x-chart: A control chart used
when the output of a process is
measured in terms of the mean
value of a variable.
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4. (a) Plot the graph of sample points 1 2, , . . ., nx x x  by  taking sample means x ’s along
the y-axis and sample number along the x-axis. The control line is drawn as a bold
horizontal line at  x . The UCL and LCL are plotted as dotted horizontal lines at
the computed values.

(b) Discard any sample with means outside the control limits and recalculate the
mean control limits.

(c) Investigate for assiginable causes when the process is out of control signaled by:
(i) An ix  or R point outside the control limits.

(ii) A predominance of ix  points one side of the centre ix  line.
(iii) Any two points in a row at a location greater than 2/3 of the distance to a

control limit

Example 18.1 A food company puts mango juice into cans advertised as containing 10
ounces of the juice. The weights of the cans immediately after filling for 20 samples are
taken by a random method (at an interval of every 30 minutes). Each of the samples
includes 4 cans. The sample values are tabulated in the following table. The weights in
the table are given in units of 0.01 ounces in excess of 10 ounces. For example, the
weight of the  juice drained from the first can of the sample is 10.15 ounces which is in
excess of 10 ounces by 0.15 ounces (10.15 – 10 = 0.15). Since the unit in the table is 0.01
ounces, the excess is recorded as 15 units in the table. Construct an x  chart to control
the weights of mango juice for filling.

Sample Weight of Each Can
Number (4 cans in each sample, n = 4)

I II III IV

1 15 12 13 20
2 10 8 8 14
3 8 15 17 10
4 12 17 11 12
5 18 13 15 4
6 20 16 14 20
7 15 19 23 17
8 13 23 14 16
9 9 8 18 5

10 6 10 24 20
11 5 12 20 15
12 3 15 18 18
13 6 18 12 10
14 12 9 15 18
15 15 15 6 16
16 18 17 8 15
17 13 16 5 4
18 10 20 8 10
19 5 15 10 12
20 6 14 12 14

Figure 18.6
Range of Variations of a Quality Characteristic Compared
to Specification and Control Limits
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Solution: Calculations for x -chart are shown in Table 18.1

Table 18.1: Calculations for x -chart

Sample Weight of Each Can (4 Cans Total Weight Sample Sample
Number in Each Sample, n = 4) x of 4 Cans Mean Range

(2) Σ x x R
(1) I II III IV (3) (4) (5)

1 15 12 13 20 60 15.0 8
2 10 8 8 14 40 10.0 6
3 8 15 17 10 50 12.5 9
4 12 17 11 12 52 13.0 6
5 18 13 15 4 50 12.5 14
6 20 16 14 20 70 17.5 6
7 15 19 23 17 74 18.5 8
8 13 23 14 16 66 16.5 10
9 9 8 18 5 40 10.0 13

10 6 10 24 20 60 15.0 18
11 5 12 20 15 52 13.0 15
12 3 15 18 18 54 13.0 15
13 6 18 12 10 46 11.5 12
14 12 9 15 18 54 13.5 9
15 15 15 6 16 52 13.0 10
16 18 17 8 15 58 14.5 10
17 13 16 5 4 38 9.5 12
18 10 20 8 10 48 12.0 12
19 5 15 10 12 42 10.5 10
20 6 14 12 14 46 11.5 8

263 211

(i) The mean x  of each sample is given in column (4), e.g., x  for the first sample
is 60/4 = 15.

(ii) The mean of sample means x  is obtained from column (3) as follows:

x =
20

xΣ
 = 

263
20

 = 13.15

(iii) The values of R  (sample ranges) are shown in column (5). For example, the
value of R for the first sample is computed as follows:

R = largest weight – lowest weight = 20 – 12 = 8
(iv) The value of R , mean of the values of R is obtained as:

R =
R

20
Σ

 = 
211
20

 = 10.55

(v) UCL = 2A Rx +  = 13.15 + 0.729 × 10.25
= 13.15 + 7.69 = 20.84 approx. [Table value of A2 for n = 4 is 0.729]

LCL = 2A Rx −  = 13.15 – 0.729 × 10.55
= 13.15 – 7.69 = 5.46 approx.
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Note that the values in the above computation are expressed in units of 0.01 ounces
in excess of 10 ounces. The actual value for the UCL is 10.208 (20.84 × 0.01 = 0.208)
and that for LCL is 10.0546 (5.46 × 0.01 = 0.0546) ounces. The control chart is given
in Fig. 18.7.

Since all the points are falling within the control limits, the process is in control and
hence there is nothing to worry.

18.7.2 R - Chart : A Control Chart for Dispersion

A x -chart is used to plot the location values, for each sample, where as R-chart is used to
plot the variation of  each sample as measured by the sample range. The range (R-chart)
is used to control the variability or dispersion in the quality of a product in the process
of production. For each sample of size n, we calculate a sample variance. The frequency
distribution of these variances approximates the normal distribution, with mean µR and
variance σ2

R. Thus we can use this distribution of sample variances to establish control
limits, to understand variability in the process to be controlled. Steps of the procedure
of constructing an R-chart are as follows:

1. Take random samples each of size n and let Ri be the value of range in ith sample of
size n.

2. Mean of sample ranges R , is the given by

R = 1 2R R . . . Rn

n
+ + +

 = 
R

n
Σ

3. Control limits are set as under

CL = R , UCLR = R  + 3σR and LCL = R  – 3σR
where σR is the standard error of range or the standard deviation of the range of all
possible samples of the same size from a given population. The average range R
provides an estimate of the mean of the random variable of interest. There may arise
two situations:
(a) If σR is known, then

CL = d2σR; UCL = R + d2σR; LCL = d1σR
where d1 and d2 are constants that depend on the sample size as shown in
Appendix.

(b) If σR is unknown, then its value can be estimated as:

Rσ̂ = 3 ˆd σ = d3 
2

R
d

where d2 and d3 are constants that depend on the sample size as shown in appen-
dix.
Thus control limits for the R-chart are given by

Figure 18.7
x -Chart for Mango Juice Cans

R-chart: A control chart used
when the output of a process
is measured in terms of the
range of a variable.
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If D3 = 1 – (3d3/d2) and D4 = 1 + (3d3/d2) , then control limits of the R-chart are:

CL = R ; UCL = 4D R ; LCL = 3D R

where D3 and D4, are constant whose values depend upon the sample size. The values of
these have been computed and tabulated for various sample sizes (n = 2 to 20) [see
Appendix].

It should be noted that the use of an R-chart is recommended only for relatively
small sample sizes. Again since D4 can never be negative, therefore, LCL must be greater
than or equal to zero. In case it turns out to be negative, it is taken as zero.

18.7.3 Choice and Interpretation of x  and R Charts

The choice between the x -chart and the R-chart depends on their use. The x -chart
shows the quality averages of the product in the samples drawn from a given process,
whereas the R-chart shows the dispersion (or variation) in the quality of the product in
the samples. If the presence of an assignable cause is noticed on both types of charts,
then only one type of chart should be used.

In practice, R-charts are constructed first to study because if the process variability
is not constant over time, then the control limits for x -chart can be misleading.

Interpretation of x - chart and R - Chart
1. If all the sample points ( x ) or ( R ) are scattered within the control limits, then the

process is under statistical control and is satisfactory.
2. If population from which samples are to be drawn is normally distributed, then the

probability of any point falling outside the control limits, i.e. ± 3R, is only 0.0025,
25 in 1,000 samples. If a point falls just outside the control limits, it is better to take
samples of bigger size. If the mean of the combined samples still lies out of the
control limits, then search for assignable causes.

3. If one or more points in any or both the charts fall out of the control limits, then the
process is said to be out of control. Such a situation indicates the presence of some
assignable causes which must be identified and eliminated.

4. The x -chart undesirable variations among sample averages, while the R-chart indicates
undesirable variation within the sample ranges.

Example 18.2: A machine is set to deliver an item of a given weight. 10 samples of size
5 each were recorded. The relevant data is as follows:

Samples : 1 2 3 4 5 6 7 8 9 10
Mean ( x ) : 15 17 15 18 17 14 18 15 17 16
Range (R) : 7 7 4 9 8 7 12 4 11 5
Calculate the values for the central line and the control limits for mean chart and the

range chart and then comment on the state of control. (Conversion factors for n = 5, are
A2 = 0.58, D3 = 0, D4 = 2.115)

Solution: From the given data, we have

x = x
n

∑  = 162
10

 = 16.2 and R  = R
n

∑  = 
74
10

 = 7.4

For the sample size, n = 5, we know that A2 = 0.58, D3 = 0, and D4 = 2.115. Thus
• Control limit for x -chart

C L = x  = 16.2
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U C L = 2A Rx + = 16.2 + 0.58 (7.4) = 20.469

U C L = 2A Rx − = 16.2 – 0.58 (7.4) = 11.931

Since all the sample points (means) fall within the control limits, therefore, the process
is under statistical control.

• Control limit for R-chart

C L = R  = 7.4

U C L = 4D R  = 2.115 × 7.4 = 15.614

L C L = 3D R  = 0 × 7.4 = 0
Since all the points (ranges) fall within the control limits, the process in under

statistical control.
Comment: Since both x -and R-charts indicate that the process is in control, therefore the
process is free from any assignable causes of variations and is under the influence of only
chance causes of variations.

Example 18.3: A company manufactures a product which is packed in one kg tins. It
utilizes an automatic filling equipment. It takes a sample of 5 cans every two hours and
measures the filling in  each of the 5 cans. The following table gives the measurements of
filling (grams) in the last 5 samples. Set up control charts and state whether the process
is under control. Assume A2 = 0.58, D3 = 0, D4 = 2.115.

Sample Number Individual Measurements

1 2 3 4 5

1 1001 1002 1000 998 999
2 999 998 1001 998 999
3 995 1002 1003 1001 1002
4 1000 1001 999 998 1302
5 994 996 996 1000 999

Solution: Calculations for sample mean ( x ) and sample range (R) are shown in Table 18.2:

Table 18.2: Calculation for Sample Mean and Range

Sample Individual Measurement Total Sample Sample
Number (Sample Values) Mean Range

( x ) (R)
(1) (2) (3) (4) = (3)/(5) (5)

1 1001 1002 1000 998 999 5000 1000.0 4
2 999 998 1001 998 999 4999 999.0 3
3 995 1002 1003 1001 1002 5003 1000.6 7
4 1000 1001 999 998 1002 5000 1000.0 4
5 994 996 996 1000 999 4985 997.0 4

4996.6 22

The mean of the sample means ( x ) is obtained from column (4) of Table 18.2 as
follows:

x = x
n

∑  = 4996.6
5

 = 999.32

The value of R  computed from mean values of R is shown in column (5) of Table
18.2. Its value is obtained as follows:

R = R
n

∑  = 22
5

 = 4.4
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• Control limit for x -Chart
C L = x  = 999.32

U C L = 2A Rx + = 999.32 + 0.58 (4.4) = 1001.872

L C L = 2A Rx −  = 999.23 – 0.58 (4.4) = 996.872
Since all the sample points (means) fall within the control limits, therefore the process

is under statistical control.
• Control limit for R-Chart

C L = R  = 4.4

UCL = 4D R  = 2.115 × 4.4 = 9.306

LCL = 3D R  = 0 × 4.4 = 0
Since all the sample points (ranges) fall within the control limits, the process is

under statistical control.

C o n c e p t u a l  Q u e s t i o n s  18A

1. What is statistical quality control? Point out its impor-
tance in the industrial world.

2. (a) Distinguish between process control and product
control.

(b) Distinguish between control limits and tolerance
limits.

3. What is a control chart? Describe how a control chart
is constructed and interpreted.

4. Explain the term ‘statistical quality control’. How is
process control achieved with the help of control charts?
What are the fundamentals underlying the construc-
tion of a quality control chart?

5. What do you understand by Statistical Quality Control
(SQC)? Discuss briefly its need and utility in industry.
Discuss the causes of variations in quality.

6. Explain what are chance causes and assignable causes of
variation in the quality of a manufactured product.

7. What do you mean by SQC? What are the advantages
when a process is working in a state of statistical control.

8. How does statistical quality control help in industry? De-
scribe the procedure for drawing a control chart during
production and indicate how you detect lack of control in
the production process.

9. What might cause a process to be out of control?
10. Explain why a process can be out of control even through

all samples fall within the upper and lower control limits.
11. What is the purpose of a control chart and what are its

features?
12. Is it sufficient to say that a process is stable as long as

values of the statistic of interest remain within the control
limits? Explain.

S e l f-P r a c t i c e  P r o b l e m s  18A

18.1 The following data give the weight (in gram) of an au-
tomobile part. Five samples of four items each were
taken on a random sample basis (at an interval of one
hour each). Draw the mean control chart and find out if
the production process is in control.

Sample Number: 1 2 3 4 5

Observations

10 10 10 11 12
12 12 10 10 12
10 13 19 19 12
12 13 11 14 12

18.2 A machine is set to deliver packets of a given weight.
Ten samples of size 5 each were recorded. Below are
given the relevant data:

Sample numbers : 1 2 3 4 5 6 7 8 9 10

Mean ( x ) : 15 17 15 18 17 14 18 15 17 16
Range (R) : 7 7 4 9 8 7 12 4 11 5

Calculate the values of the central line and the control
limits for the mean chart and range chart and then com-
ment on the state of control (conversion factors for n =
5 are A2 = 0.58, D3 = 0, and D4 = 2.115).

[HP Univ., MCom, 1996]
18.3 The overall average of a process you are attempting to

monitor is 50 units. The average range is 4 units. What
are the upper and lower control limits if you choose to
use a sample size of 5?
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18.4 A company produces refrigeration units for food pro-
ducers and retail food firms. The overall average tem-
perature that these units maintain is 46 degrees Fahr-
enheit. The average range is 2 degrees Fahrenheit.
Samples of six are taken to monitor the process. Deter-
mine the upper and lower control chart limits for aver-
ages and ranges for these refrigeration units.

18.5 A machine is set to deliver packets of a given weight.
Ten samples of size 5 each were recorded as shown
below:

Sample number Sample mean Sample average

1 12.8 2.1
2 13.1 3.1
3 13.5 3.9
4 12.9 2.1
5 13.2 1.9
6 14.1 3.0
7 12.1 2.5
8 15.5 2.8
9 13.9 2.5

10 14.2 2.0

Calculate the values for the central line and the control
limits for the mean chart and the comment on the state of
control (Given n = 5, A2 = 0.577, D3 = 0, D4 = 2.115)

H i n t s  a n d  A n s w e r s

18.1 x  = 56/5 = 11.2; R  = 12/5 = 2.4
Control limits: x  + A2 R  = 11.2 ± 0.729 (2.4);
A2 = 0.729 for n = 4.

18.2 x  = Σx /n = 162/10 = 16.2; R  = ΣR/n = 74/10 = 7.4

• x -chart control limits: x  ± A2 R = 16.2 ± 0.58 (7.4)
= 16.2 ± 4.292;

   CL = x  = 16.2
All mean values are within UCL and LCL (20.492 to
11.908). The process is in control.

• R-chart control limits:

UCL = D4 R  = 2.115 (7.4) = 15.651

LCL = D3 R  = 0(7.4) = 0; CL = R  = 7.4

All range values are within UCL and LCL (15.651 and
0). The process is in control.

18.3 UCL x = 52.308; LCL x = 47.692
UCLR = 8.456; LCLR = 0

18.4 UCL x = 46.966; LCL x = 45.034
UCLR = 4.008; LCLR = 0

18.5 x  = 135.3/10 = 13.53; R  = 25.9/10 = 2.59

Control limits for x -chart
UCL x = x  + A2R = 13.53 + 0.577 (2.59) = 15.02
LCL x = x  – A2R = 13.53 – 0.577 (2.59) = 12.04
Control limits for R-chart

UCLR = D4 R  = 2.115 (2.59) = 5.48;

LCLR = D3 R  = 0

18.8 CONTROL CHARTS FOR ATTRIBUTES

Control charts for attributes are used to understand whether products under inspection
satisfy or not certain characteristics. In other words, the attribute (quality characteristic)
charts are typically based on classification of products or services as defective or non-
defective. This class of charts neither include any measurement of variation, nor include
anything comparable to a R-chart derived from the range in samples. However, the
attribute charts are similar to variable charts in the sense that the control limits are set at
three standard errors (σp’s) away from the means of all possible values of the attribute (i.e.
defective or non-defective).

18.8.1 C - Chart : Control Chart for Defects per Unit

Sometimes the characteristics representing the quality of a product or service are discrete
in nature and the data is obtained by counting, such as if machine is idle or working,
defects in automobiles, machine components, service rendered by a restaurant or
department store or bank, and so on. In such cases, it is more relevant to evaluate
performance by keeping track of the number of undesirable occurrences (C), such as
number of defects per unit or the number of complaints received, say per 100 customers
served or per Rs 10,000 sales.

C-chart is used in situations wherein opportunities for a defect in each production
unit or a complaint from a customer are very large while the probability of their occurrence
per unit tends to be very small and constant. The outcome of such a sampling process
can be described by a Poisson distribution.
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The steps for construction of control limits for number of defects where the sample
size is constant are follows:

1. If Ci are the number of defects in sample i of size n, then the average number of
defects per unit (sample) are given by

Average defects C =
Number of defects in all samples

Total number of samples

 = 1 2C C ... C
N

r+ + +

N=1+2 + ... + r

2. Placing control limits using the mean C  and the standard deviation C  of the Poisson
distribution as follows:

CL = C , UCL = C+ 3 C , and LCL = C 3 C−

3. The sample points C1, C2, . . ., Cr are plotted as points on a graph paper by taking
the sample characteristic C along the y-axis and the sample number along the x-axis.
The control lines are drawn in the same manner as discussed before.

4. With appropriate adjustments, ensure whether a process is under control or not.

Example 18.4: During an examination of equal length, the following number of defects
were observed: 2, 3, 4, 0, 5, 6, 7, 4, 3, 2. Draw a control chart for the number of defects
and comment whether the process is under control or not.

Solution: Let C denote the number of defects per piece. Then the average number of
defects in 10 samples will be

C = C
N
Σ  = 

2+ 3+ 4 + ...+ 3+ 2
10

 = 36
10

 = 3.6

Hence, control limits are: C = 3.6

UCL = C+ 3 C = 3.6 + 3.6 = 3.6 + 5.692 = 9.292

LCL = C 3 C− = 3.6 3.6− = 3.6 – 5.692 = – 2.092 or 0
The control chart for C based on these limits is given in Fig. 18.8.

Since all the points are lying within control limits, the process is in control.

Example 18.5: Construct a control chart for C, that is, number of defectives, from the
following data pertaining to the number of imperfections in 20 pieces of cloth of equal
length in a certain make of polyster and infer whether the process is in a state of control: 2,
3, 5, 8, 12, 2, 3, 4, 6, 5, 6, 10, 4, 6, 5, 7, 4, 9, 7, 3.

Figure 18.8
C-chart
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Solution: Let C denote the number of defects per piece. Then
Σ C = 2 + 3 + 5 + 8 + 12 + 2 + 3 + 4 + 6 + 5 + 6 + 10 + 4 + 6 + 5 +

7 + 4 + 9 + 7 + 3 = 111

Control limits: C =
111
20

 = 5.55

UCL = C 3 C+ = 5.55 3 5.55+  = 5 55 7 08. .+  = 12.63

LCL = C  – 3 C  = 5.55 – 7.08 = – 1.53 or 0

Since none of the points is falling outside the upper and lower control  limits, the
process is in control.

18.8.2 p - Chart : Control Chart for Proportion of Defectives

The p-chart is designed to control the percentage (or proportion) of defectives per sample
and is based on the distribution of proportion (or fraction) defectives in each sample.
The assumption that attributes that are classified as either good or bad follow the binomial
distribution, implies that

(a) there are only two possible outcomes (good or defective),
(b) the outcomes occur randomly, and
(c) the probability of either outcome remains unchanged for each trial.
Since the number of defectives (C) per unit can be converted into a fraction

(proportion) defectives by dividing C by the sample size, therefore p-chart may be used
in place of the C-chart. The p-chart has at least two advantages over the C-chart:
1. Expressing the defectives as a percentage (or fraction) of the given population is

more meaningful.
2. When sample size varies from sample to sample, the p-chart derives more meaningful

and simple presentation.
If the sample size is constant, the primary difference in C-chart and p-chart chart is

only in the computation of the control limits. The steps for construction of control limits
for p-chart are as follows:
1. Compute the proportion defective items in each sample by dividing the number of

defectives xi recorded in a sample of size ni

p1 = 1

1

x
n

, p2 = 2

2

x
n

, . . ., pi = i

i

x
n

In general, p = 
Number of defectives, 

Sample size 
x

n

2. Obtain the mean and variance of p from all the samples combined, i.e.
Average proportion defectives

p =
Total number of defectives in all the samples combined

Total number of items in all the samples combined

= 1 2 ... np p p
n

+ + +

and 2
pσ = 

p q
n

 = 
(1 )p p

n
−

3. The control limits for p-chart are given by

UCL = 3 pp + σ =
(1 )

3
p p

p
n
−+

LCL = 3 pp − σ =
(1 )

3
p p

p
n
−−

where pσ  is the standard error (deviation) of proportion. While constructing the p-
chart it is generally preferred to express results in terms of ‘per cent defective’ rather
than ‘fraction defective’. The per cent defective is 100p. The sampling distribution of p

p-chart A control chart
used when the output of a
process is measured in terms
of the proportion defective.
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can be approximated by a normal distribution whenever the sample size is large with
mean p  and standard deviation pσ .

Example 18.6: The following data refer to defects found at the inspection of the first 10
samples of size 100. Use them to obtain the upper and lower control limits for percentage
defective in samples of 100. Represent the first ten sample results in the chart you prepare
to show the central line and control limits.

Sample number : 1 2 3 4 5 6 7 8 9 10
No. of defectives : 2 1 1 3 2 3 4 2 2 0 = 20

Solution: Since there are 20 defective items in 10 samples each of size 100, therefore

p = Average proportion defectives = 20/10 = 2;
C L = 2

UCL = p + 3σ p  = p  3
p q
n

+  = 
2 98

2 3
100
×+  = 2 + 4.2 = 6.2

LCL = p – 3σ p  = 2 – 3
2 98
100
×

 = 2 – 4.2 = – 2.2 ≅ 0

The control chart for p based on these limits is given in Fig 18.9

Example 18.7: The average number of defectives in 23 samples of size 2000 rubber belts
each, was found to be 16 per cent. Indicate how to construct the relevant control chart.
Solution: Given, n = 23; Number of rubber belts inspected per sample = 2000, and
average fraction defectives per sample, p  = 0.16.

U C L =
(1 )

3
p p

p
n
−+  = 0.16 + 3

0.16 0.84
2000

×

= 0.16 + 3 × 0.0082 = 0.1846

L C L =
(1 )

3
p p

p
n
−−  = 0.16 – 3×0.0082 = 0.1354

CL = p  = 0.16

18.8.3 np–Chart : Control Chart for Total Number of Defectives

If the sample size is constant, then np-chart is constructed to control the actual number
of defectives per sample. The construction and interpretation of a np-chart is similar to
that of the p-chart because in this case we can directly plot the ‘number’ rather than the
fraction or percentage of defectives. In np-chart, the central control limit is drawn at np
instead of p. The upper and lower control limits are given by:

UCL = 3np npq+  and LCL = 3np npq−

If p is unknown, it can be estimated by sample values. The best estimate of p is p .

Then control limits are written as:

UCL = n p  + 3 n p q  and LCL = n p  – 3 n p q

where, n p  = average number of defectives per sample of constant size, n from the process.

Figure 18.9
p-chart for Number of Defectives

np-chart: A control chart
used to monitor the output
of a process in terms of the
number of defective items.
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S e l f-P r a c t i c e  P r o b l e m s  18B

18.6 If the average fraction defective of a large sample of size
2000 products is 0.1537, calculate the control limits.
What modifications do you need if the sample size is
variable?

18.7 The following table gives the inspection data relating to
10 samples of 100 items each, concerning the produc-
tion of bottle corks. Contruct a p-chart.

Sample Size of Number of Fraction
Number Sample Defectives Defective

1 100 5 0.05
2 100 3 0.03
3 100 3 0.03
4 100 6 0.06
5 100 5 0.05
6 100 6 0.06
7 100 8 0.08
8 100 10 0.10
9 100 10 0.10

10 100 4 0.04

1000 60

18.8 The following data gives the number of defectives in 5
independent samples from a production process. The
samples are of varying size. Draw the p-chart (fraction
defective chart).

Sample Number Sample Size Number of Defectives

1 2000 400
2 1000 150
3 1000 120
4 600 80
5 400 50

5000 800

18.9 An inspection of 10 samples of size 400 each from 10
lots revealed the following number of defective units:

17, 15, 14, 26, 9, 4, 19, 12, 9, 15
Calculate control limits for the number of defective units.
State whether the process is under control or not.

18.10 From the information given below, construct an appro-
priate control chart.
Sample number
(each of 100) : 11 2 3 4 15 6 7 18 9
Number of
defective : 12 7 9 8 10 6 7 11 8

State your conclusions. Write all the steps in the con-
struction of the above chart including formulae for both
upper and lower control limits.

18.11 The past records of a factory using quality control meth-
ods show that on an average, 4 items produced are
defective out of a batch of 100. What is the maximum
number of defective items likely to be encountered in a
batch of 400, when the production process is in a state
of control?

18.12 The following table gives the number of defects ob-
served in 8 woollen carpets passing as satisfactory. Con-
struct the control chart for the number of defects.
Carpet number : 1 2 3 4 5 6 7 8 9 10
Number of defects : 3 4 5 6 3 3 5 3 6 12

[Raj Univ., BCom, 1998]
18.13 Twenty tape-recorders were examined for quality con-

trol test. The number of defects for each tape-recorder
are given below:

2, 4, 3, 1, 1, 2, 5, 3, 6, 7, 3, 1, 4, 2, 3, 1, 6, 4, 1, 1
Prepare a C-chart. What conclusions do you draw from
it [GND Univ., MBA, 1997]

H i n t s  a n d  A n s w e r s

18.6 p  = 0.1537, q  = 1 – 0.1537 = 0.8463 ; n = 2000

Control limits: p  ± 3 p q
n

= 0.1537 ± 3 0.1537 0.8463
2000

×

= 0.1537 ± 0.0241

CL = p  = 0.1537

18.7 p  = 0.06, q  = 0.94, n = 100

Control limits: p  ± 3 p q
n

= 0.06 ± 3 0.06 0.94
100

×

= 0.06 ± 3 (0.0237) = 0.06 ± 0.0711

and CL = p  = 0.06

18.8 p  = defectives
n

Σ
Σ

 = 800
5000

 = 0.16, q  = 0.84.

Control limits: p ± 3 p q
n

 = p  ± 3 0.16 0.84
n
×

= p  ± 1.1
n

 where n is variable.

Calculations for 3σ limits are shown below:
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Samples Sample Defectives Fraction pq
n

 = 
1.1

n
UCL LCL

 Size Defectives p +1.1/ n p –1.1/ n

1 2000 400 0.20 1.1/ 2000 =0.0246 0.16+0.0246 0.16 – 0.0246
= 0.1846 = 0.1354

2 1000 150 0.15 1.1/ 1000 =0.0348 0.16+0.0348 0.16 – 0.0348
= 0.1948 = 0.1252

3 1000 120 0.12 1.1/ 1000 =0.0348 0.16+0.0348 0.16 – 0.0348
= 0.1948 = 0.1252

4 1600 180 0.13 1.1/ 600 =0.0449 0.16+0.0449 0.16 – 0.0449
= 0.2049 = 0.1151

5 1400 150 0.125 1.1/ 400 =0.0550 0.16+0.0550 0.16 – 0.055
= 0.2150 = 0.1050

18.9 p  = defectives
10 400

Σ
×

 = 140
4000

 = 0.035, q  = 0.965

Control limits: n p  ± 3 n p q

= 400 × 0.035 ± 3 400 0.035 0.965× ×

= 14 ± 3 13.5  = 14 ± 11.0267

CL = n p  = 14.

18.10 p  = defectives
9 100

Σ
×

 = 79
900

 = 0.087 ;

q  = 1 – p  = 0.913

Control limits: n p  ± 3 n p q

= 100 × 0.087 ± 3 100 0.087 0.913× ×

= 8.7 ± 3 7.9431  = 8.7 ± 8.45

CL = n p  = 8.7

18.11 n = 4 × 100 = 400, p  = 4/100 = 0.04,

q  = 1 – p  = 0.96

Control limits: n p  ± 3 n p q

= 400 × 0.04 ± 3 400 0.04 0.96× ×

= 16 ± 3 15.36  = 16 ± 11.7576
CL = n p  = 16

18.12 C  = C
n

Σ  = 40
10

 = 4

UCL= C  + 3 C  = 4 + 3 4  = 10 ;

LCL = C  – 3 C  = 4 – 6 = –2 ≅  0

18.13 C  = C
n

Σ  = 60
20

 = 3

UCL = C  + 3 C  = 3 + 3 3  = 8.19 ;

LCL = C  – 3 C  = 3 – 3 3  = –2.19 ≅ 0

18.9 SAMPLING PLAN FOR ATTRIBUTES AND VARIABLES

When it is not physically possible or economically desirable to exercise direct control on
a process, we have the option of acceptance sampling to cletermine whether the lot or
batch of goods (or items) should be rejected or accepted.

18.9.1 Acceptance Sampling

Acceptance sampling involves the inspection of a random sample from a batch (or lot) of
raw material, purchased part, or finished product for measuring their quality against
predetermined standards. The entire lot is either rejected or accepted on the basis of the
quality of goods or items in the sample. Rejected lots may either be returned to the
supplier or be inspected 100 per cent at the producer’s expense, followed by replace-
ment of defective units by good items.
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Since the judgment is based on a sample, there is always a risk of making an error of
accepting a bad lot or rejecting a good lot. The general steps of acceptance sampling are
shown in Fig. 18.10.

Advantages of acceptance sampling A few advantages of acceptance sampling are:
1. Minimizes the total expected cost resulting from sampling errors.
2. The only possible procedure when testing is destructive.
3. Less product damage due to less handling and testing.
4. Acceptability of the incoming products and outgoing products is more compared to

100 per cent inspection where inspection is monotonous.
5. Corrective action may be taken for an ongoing process as and when required.
6. This presumes an agreement between producer and consumer as to what constitutes

‘good’ and ‘bad’ quality and the acceptable risk of error for each quality level.
7. Less manpower is required for quality inspection.

18.10 SPECIFYING AN ACCEPTANCE SAMPLING PLAN

To specify an acceptance sampling plan, let us first define the following terms:

Acceptable Quality Level (AQL) This is the minimum level of quality acceptable in a given
lot. It is expressed as a decimal or percentage defectives in a lot that can be considered
satisfactory by the consumer. For example, if acceptable quality is 20 per cent defectives
in a lot of 1000 items, then the AQL is 20/100 = 2 per cent.

Figure 18.10
Steps of Acceptance Sampling
Procedure

Figure 18.11
Acceptable Quality Level
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18.10.1 Types of Acceptance Sampling Plans

The following three types of acceptance sampling plans are commonly used:

Single Sampling Plan When the decision whether to accept a lot or reject it is made on
the basis of only one sample, the acceptance plan is called a single sampling plan. This is
the simplest type of sampling plan. In any systematic plan for single sampling, three
things are specified:

(i) Number of items N in the lot from which the sample is to be drawn.
(ii) Size of sample n drawn from the lot of N items.

(iii) The acceptance number c.
The action plan of a single sample is shown in Fig. 18.12 and the summary of the

decision rule for the single sample acceptance sampling plan is as follows:
• Accept the lot if d ≤ c
• Reject lot if d > c

Double Sampling Plan In the single sampling plan, the decision with regard to acceptance
or rejection of a lot is based on only single sample from the lot. However, double sampling
involves the possibility of putting off the decision on the lot until a second sample is
drawn from the lot. A lot may be accepted at once if the first sample is good enough or
rejected at once if the first sample is bad. If the first sample is neither good enough nor
bad enough, the decision is based on the results of the first and second samples combined.
In a double sampling plan, the following four parameters are specified:

n = size of the sample
c1 = acceptance number for the first sample (the maximum number

of defectives or rejects allowed in the first sample)
r1 = a prespecified number of defectives (rejects), r1 > c1
c2 = acceptance number for the two samples combined (the maximum

number of defectives allowed in the two samples.
The logic of a double sampling plan is shown in Fig. 18.13 and the summary of the

decision rules for the double acceptance sampling plan is as follows:
• First sample:

– Accept the lot if d1 ≤ c1
– Reject the lot if d1 > c1

• Take second sample if c1 < d1 < r1
• Second sample:

– Accept the lot if d1 + d2 ≤ c2
– Reject the lot if d1 + d2  > c2

Advantages of Double Sampling Plan
A double sampling plan has two possible advantages over a single sampling plan:

(i) It may reduce the total cost of inspection. Consequently in all cases in which a
lot is accepted or rejected on the first sample, there may be considerable  saving
in total inspection cost. It is also possible to reject a lot without completely
inspecting the entire second sample.

(ii) A double sampling plan has the psychological advantage of giving a second
chance to inspect the second lot of items because to some people, especially the
producer, it may seem unfair to reject a lot on the basis of a single sample.

Figure 18.12
Single Sampling Plan

Acceptance sampling: A
statistical procedure in which
the number of defective
items found in a sample is
used to determine whether a
lot should be accepted or
rejected.
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Multiple (or Sequential) Sampling Plan Just as a single sampling plan may defer the decision
on acceptance or rejection until a second sample has been taken, other plans may permit
to draw few more samples in sequential order before a decision is reached. Plans
permitting three or more samples to be drawn are referred to as multiple or sequential
sampling plan.

In a multiple sampling plan, a decision must be reached within the maximum number
of allowed samples as specified in advance. However, in a sequential sampling plan, the
sampling may continue until the cumulative evidence is conclusive. In either case, a
sample  may consist of one or several units from the submitted lot. After each sample is
taken, the cumulative evidence for all defectives observed leads to a decision to either (i)
accept the lot, (ii) reject the lot, or (iii) take another sample, as shown in Fig. 18.14.

Figure 18.14
Multiple Sampling Plan

Figure 18.13
Double Sampling Plan
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Example 18.8: A company is producing an item whose weight is normally distributed
with standard deviation σ = 8 gm. Shipments averaging less than 200 gm are considerd
poor quality and the company would like to minimize such shipments. Design a sampling
plan for a sample of size n = 25 that will limit the risk of rejecting lots that average 200
gm to 5 per cent.

Solution: In this problem it is assumed that the distribution of sample means is
approximately normal with mean µ = 200 and standard error:

xσ = 
n

σ
 = 

8
25

 = 1.6 gm.

The limit for permissible defective level c with 95 per cent confidence is given by

c = µ – xzσ  = 200 – 1.64 (1.6) = 197.4 gm
where  z = 1.64, value corresponding to area under normal curve.

Hence take a random sample of n = 25 and determine the mean weight. If x  >
197.4 gm, then accept the shipment. Otherwise reject it.

Example 18.9: In Example 18.8, design a sample plan so that
(a) The probability of rejecting a lot with an average weight of 200 gm is 0.05.
(b) The probability of accepting a lot with an average weight of 196 gm is 0.10.

Solution: Let us first find simultaneous equations defining the reject limit c in terms of
z. Then solve these equations for n and substitute it back into either one of the equation
to find c.

The two equations for c are:

(a) From above: c = 1 z
n

σµ −  = 
8

200 1.64
n

−

(b) From below: c = 2 z
n

σµ +  = 
8

196 1.28
n

+

Equating the two equations for c, we get

1.64 8
200

n
×− =

1.28 8
196

n
×+ or n = 

223.40
4

 
  

 = 34

Substituting value of n in the first equation, we have

c =
1.64 8

200
34

×−  = 197.7 gm

Hence, take a random sample of n = 34 and determine the mean weight. If x  >
197.7 gm then accept the shipment otherwise reject it.

18.11 DETERMINING ERROR AND OC CURVE

The operating characteristics (OC) curve describes how well an acceptance plan
discriminates between good and bad lots. A curve pertain to a specific plan—a combination
of n (sample size) and c (acceptance number or maximum number of defectives that will
permit the acceptance). The OC curve is intended to show the probability that the given
plan will accept lots of various (unknown) quality levels. In other words, the OC curve
shows the percentage of lots that would be accepted if a large number of lots of any stated
quality are inspected.

Construction of an OC curve requires that the decision-maker specify in advance
that what producer and consumer agree to be ‘good’ and ‘bad’ quality and what risk each
side will accept as a result of sampling error. This information shall help in determining
the sample size n and acceptance number c of a sampling plan that can be applied to
incoming lots to distinguish between good and bad lots with the agreed risk.

For every set of n (sample size) and c (acceptance level) values, a family of curves can
be drawn. For any particular set of n and c values, OC curves show as to how well the
sampling plan is able to distinguish between good and bad lots. A typical OC curve is
shown in Fig. 18.15 based on the data shown in Table 18.3 for selected binomial
probabilities for samples of size n = 15 and c = 0.

Operating characteristic
curve: A graph showing the
probability of accepting the
lot in terms of percentage
defective in the lot. It helps
to determine whether a
particular acceptance
sampling plan meets both
the producer’s and the
consumer’s risk require-
ments.
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Table 18.3: Binomial Probabilities of Accepting the
Lot for Samples of Size n = 15 and c = 0

Probability of Probability  of
Defective in a Lot Accepting the Lot

0.01 0.8601
0.02 0.7386
0.03 0.6333
0.04 0.5421
0.05 0.4633
0.10 0.2059
0.15 0.0874
0.20 0.0352
0.25 0.0134

From Fig. 18.15, it can be seen that for 2 per cent defectives, the probability of
acceptance is about 75 per cent.  Similarly, if the percentage of defectives in the lots were
10 per cent, then the probability of defectives is 15 per cent. In other words, if per cent
defective acceptable is increased from 2 per cent to 15 per cent, then probability of
accepting a lot is only 10 per cent.

In general, Poisson distribution can also be used to determine the probability of c or
less defectives. It is useful where p < 0.10 or np < 5 and lot size is at least 10 times the
sample size. For example, for a lot that contains 5 per cent defectives ( p = 0.05) and a
sample size 100 (n = 100), that is, np = 5, the probability of 2 or less defectives is
approximately 0.12. If the lot fraction defective is 1 per cent ( p = 0.01) and sample size
is 100 (n = 100) that is, np = 1, the probability of 2 or less defective is approximately
0.92. These results give two plots on the OC curve for the acceptance sampling plan
where the sample size is 100 and the acceptance level c = 2. Other points may be calculated
in the same way.

18.11.1 Producer and Consumer Risk
Since under a sampling plan a decision is made as to whether to accept or reject a lot on
the basis of a sample, there is a possibility of (a) rejecting a lot which was actually acceptable
according to the quality standard, this is termed as producer’s risk, and (b) accepting of
poor quality by the buyer, this risk is called the buyer’s risk. Rejecting a satisfactory lot
(also called Type I error) creates a risk for the producer of the lot due to unwarranted
inspection and replacement costs. Thus a large sample is required to minimize the
producer’s risk. However, accepting poor quality lots (also called Type II error) creates
a risk for the consumer of the lot because he bears the cost. Table 18.4 combines the
concepts of Type I and Type II error as discussed in chapter on hypothesis testing

Figure 18.15
Operating Characteristic (OC) Curve
for n = 15 and c = 0
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Table 18.4: Producer and Consumer Errors

State of the Lot

H0 True H0 False
Decision Good-Quality Lot Poor-Quality Lot

Accept the Lot Correct decision Type II Error
(Accepting a poor-quality lot)

Reject the Lot Type I Error Correct decision
(Rejecting a good-quality lot)

Producer’s risk (ααααα): This is the probability of rejecting a good lot, that is, the lot where
percentage defective is AQL or less. Producers intend to keep this risk low because they
usually have the responsibility of replacing all defective items in the rejected lot or of
paying for a new lot to shipped to the consumer. If a good lot is rejected, it is referred to
as a Type I sampling error.

Lot tolerance per cent defective (LTPD): This is the quality level of a lot that is considered
bad. It is expressed as percentage defectives in a lot that is considered as the most
unsatisfactory or bad quality the consumer can tolerate. For example, if an unacceptable
quality level is 70 defects in a lot of 1000, then the LTPD is 70/1000 = 7 per cent defective.

Consumer’s risk (((((βββββ):):):):): This is the probability of accepting a lot of unacceptable quality
LTPD. The consumer wants to keep this risk low. If a bad lot is accepted, it is referred to
as a Type II sampling error.

Figure 18.16 shows an ideal OC curve, in  which if the lot contains percentage
defectives equal to the AQL or less (i.e., 1 or 2 per cent), then the probability of acceptance
by the consumer is 1.0, that is, no chance of rejecting the lot. Similarly, if the lot contains
percentage defectives more than the AQL, then the probability of acceptance by the
consumer is zero, that is, there is no chance that it will be accepted.

In general, as the percentage defectives ( p) in a lot increases, the  probability of
acceptance decreases. However, the probability of acceptance depends upon the selection
of the sample size n and the acceptance number c.

Figure 18.16
An OC Curve Showing Producer’s
and Consumer’s Risk

Producer’s risk: The risk
of rejecting a good-quality
lot. This is of Type I error.

Consumer’s risk: The risk
of accepting a poor-quality
lot. This is of Type II error.
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The theoretical relationship between α, β, AQL, and LTPD is shown in Fig. 18.16.
The α risk at the AQL level and the β risk at the LTPD level establish two points from
which the sample size n and acceptance level c are determined. Given these two points,
the OC curve can then be drawn to describe the risk characteristics of the specific sampling
plan. However, standard tables and charts are available which help reduce the amount of
work required to find a set of n and c values that meet the limits set by the α, β, AQL, and
LTPD values.

Example 18.10: A shipment of 1000 items is to be inspected on a sampling basis. The
producer and consumer have agreed to adopt a plan as shown below:

Quality level Risk
AQL = 0.01 α = 0.05
LTPD = 0.05 β = 0.10

Construct an OC curve of the sampling plan n = 100, c ≤ 2, and indicate whether
this plan satisfies the requirement.

Solution: Since the shipment is accepted when there are less than or equal to 2 defectives
in the sample, therefore we wish to know the probability P(c ≤ 2), given the alternative
values of the population. We can simplify the calculation by approximating the binomial
with Poisson distribution with a mean equal to λ = np.

P(c = r) = 
!

(1 )
!( )!

r n rn
p p

r n r
−−

−
 = 

( )
!

nprnp e
r

−
, for np < 5, n > 20, p < 0.10

The values chosen for the sample size n and acceptance number c must satisfy the
following relationship:

(a) For lots with incoming quality : p = AQL = 0.01 we can find the probability of
acceptance of the lot as:
Prob (acceptance with 0.01 defectives) = 1 – α = 1 – 0.05 = 0.95
Now  Prob (c ≤ 2) = P(c = 0) + P(c = 1) + P(c = 2)

=
0 1 2( ) ( ) ( )
0! 1! 2!

np np npnp e np e np e− − −
+ +

= 
1 1 2

0! 1! 2!
e e e− − −

+ +  = 0.92

Hence, a sampling plan with n = 100 and c ≤ 2, the revised producer’s risk (α)
of having lots with 1 per cent defective rejected is now 1.00 – 0.92 = 0.08 or
8 per cent.

(b) For lots with incoming quality p = LTPD = 0.05, the probability of accepting of
the lot is given by:

Prob (acceptance of lots with 0.05 defectives) = β = 0.01
Now Prob (c ≤ 2) = P (c = 0) + P (c = 1) + P (c = 2)

=
0( )
0!

npnp e−
 + 

1 2( ) ( )
1! 2!

np npnp e np e− −
+

=
5 55 5 25

0! 1! 2!
e ee − −−

+ +  = 0.88

Hence a sampling plan with n = 100 and c ≤ 2, the revised consumer risk (β) of
accepting lots with 5 per cent defectives is 0.12 or 12%.

Since both the risks are exceeded, a larger sample size will be required and the
calculations will have to be repeated.

18.11.2 Effect of Change in Sample Size n and Acceptance Number c
If the sample size n or acceptance level c or both vary, then it will change the ability to
distinguish between a good and bad lot. Figure 18.17(a) shows three combinations of n
and c values. It may be noted from this figure that as the value of n increases, the value of
c also increases.
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On the other hand, if the sample size n is held constant and acceptance number
varies, then OC will shift away from the origin, but the shape and slope remain relatively
the same. Such a change will increase the probability of rejection rate for all quality
levels and therefore there is need to have 100 per cent inspection. This is shown in Fig.
18.17(b).

18.11.3 Average Outgoing Quality (AOQ)

If a rejected lot is subjected to 100 per cent inspection, then the acceptance sampling
plan gives definite assurance that the average outgoing quality will not exceed certain
limits. The random sample of size ‘n’ is inspected and any defective found in the sample
are replaced by a good part so that sample ends up with only good parts. Based on the
number of defectives, c′ found in the sample, the entire lot is accepted if c′ ≤ c and
rejected if c' > c. If the lot is rejected, it is subjected to 100 per cent inspection and all
defectives found are replaced by good parts. In this case the entire lot of N parts is free
of defectives. If the lot is accepted, then there is the risk that some defective parts have
been passed. The formula for average outgoing quality for an accepted lot can be stated
as follows:

AOQ = 
Average number of defective ×100

Lot size
 = 

P P (N )
N

d a n× −

where Pd = percentage of defectives in a lot
Pa = probability of accepting a lot with Pd defectives
N = lot size
n = sample size

Figure 18.17 (a)
OC Curve for Variable n and c

Figure 18.17 (b)
OC Curve for Fixed c and
variable  n
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From this relationship we can develop an OC curve for any acceptance sampling
plan showing the AOQ for different levels of incoming quality (defective). Such a curve
can be plotted by assuming different values of actual incoming quality. These figures can
then be substituted in the formula to compute the AOQ. Each calculation for different
incoming quality levels determines a point on the AOQ curve as indicated in
Fig. 18.18. The AOQ curve in Fig 18.18 is based on a sampling plan with n = 50, c = 1,
and N = 1000.

The AOQ curve starts at zero defective and increases to a maximum level, known as
the average outgoing quality limit (AOQL). The curve then decreases approaching zero
again for lots of very poor quality due to rectifying inspection of the rejected lots. The
AOQL represents the worst quality likely to pass through the inspection provided by a
sampling plan. Its value depends on n, c, and N and not on actual incoming quality p.

The essence of the characteristics of the sampling plan is simply that the average
outgoing  quality will never ideally exceed 1.6 per cent, regardless of what the incoming
quality is. The amount of inspection required to maintain quality standards automatically
adjusts to the situation.

18.12 ADVANTAGES AND LIMITATIONS OF STATISTICAL QUALITY CONTROL

Advantages Statistical quality control is one of the tools of scientific management. It has
several advantages over 100 per cent inspection. These are:
1. Reduction in costs: Since only a fraction of the output is inspected, costs of inspection

are greatly reduced.
2. Greater efficiency: Not only is there reduction in costs but the efficiency also goes up

because much of the boredom is avoided, the work of inspection being considerably
reduced.

3. Easy to apply: An excellent feature of quality control is that it is easy to apply. Once
the system is established, it can be operated even by a person who has not had
extensive specialized training or a highly mathematical background. It may appear
difficult only because the statistical principles on which it is based are unrecognized
or unknown. However, as these principles are actually based on commonsense, the
quality control method finds wide application.

4. Early detection of faults: Quality control ensures an early detection of faults and hence
a minimum waste of rejected production. The moment a sample point falls outside
the control limits it is taken to be a danger signal and necessary corrective action is
taken. On the other hand, with 100 per cent inspection, unwanted variations in
quality may be detected at a stage when a large amount of faulty products have
already been produced. Thus there would be a big wastage. A control chart, on the
other hand, provides a graphic picture of how the production is proceeding and
tells management where to look for trouble.

Figure 18.18
AOQ Curve for n = 50, c = 1, Lot
Size N = 1000
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5. Adherence to specifications: Quality control enables a process to be brought into and
held in a state of statistical control, that is, a state in which variability is the result of
chance causes alone. So long as a statistical control continues, specifications can be
accurately predicted in the future, which even 100 per cent inspection cannot
guarantee. Consequently, it is possible to assess whether production processes are
capable of turning out products which will comply with the given set of specifications.

6. The only course: In certain situations 100 per cent inspection cannot be carried out
without destroying all the products inspected: for example, testing breaking strength
of chalks, proofing of ammunition, and so on. In such cases if 100 per cent inspection
methods are followed, then all the items inspected will be spoiled. In such a case
sampling must be resorted to and the application of SQC techniques ensures not
only that the quality is controlled but also that valid inferences about the total output
are drawn from the  samples.

7. To determine the effect of changed process: With the help of control charts one can
easily detect whether or not a change in the production process results in a significant
change in quality.

8. Statistical quality control ensures overall co-ordination: Statistical quality control provides
a basis upon which the difference arising among the various interests in an
organization can be resolved. In some instances, for example, production engineers
may set specifications that are so ‘tight’ that the operating staff cannot meet them
economically and consequently there is an unnecessarily high scrapping rate. In
other instances, the specifications may be too loose, and product quality will be
sacrificed unnecessarily. In either type of case, the control record provides a valuable
aid in solving the problem of getting the operating and engineering forces together
on the basis of a common understanding. Information on plant capabilities and
customer requirements must also be considered in relation to the quality control
limits and records of performance and, finally, it should be possible to determine
the best practical balance between the cost of quality and the  sales value of a product.
The following diagram gives a summary of the advantages of quality control.

Limitations Despite several advantages of statistical quality control, it is believed that it is
not a treatment for all quality evils. The techniques of quality control should not be used
mechanically. Instead these should be matched to the process being studied. The
application of standard procedures without adequate study of the process is extremely
dangerous, and has in the past led to statistical methods being discredited. Statistical
methods applied on a production process are only an information service, and as such
must be conditioned by the process to which they are applied. Unless they are used as a
part of general quality awareness they may only lead to a false sense of security. The
responsibility of quality and process decisions rests with the manager in charge of the
process and not with the statistician. The charts do not reduce the manager’s responsibility.

Quality Control—Approach and Benefits
Planned collection of data, analysis, and interpretation

↓
• Improvement in quality
• Reduction in cost per unit
• Reduction in scrap
• Saving in excess use of materials
• Removing production bottlenecks
• Reduction in inspection
• Evaluation of scientific tolerances
• Maintenance of operating efficiency
• Quality consciousness
• Greater customer satisfaction

↓
Enhanced Productivity
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13. Discuss the basic principles underlying control charts.
Explain in  brief the construction and use of p-chart and C-
chart.

14. What is a control chart? Explain in brief the construction
and use of mean chart, p-chart, and range chart.

15. (a) What is acceptance sampling? Point out the role of an
operating characteristic curve (OC curve).

(b) Critically examine the different types of acceptance
sampling plans.

16. (a) Discuss briefly the need and utility of statistical quality
control in industry. Also point out its limitations, if
any.

(b) What are the various types of control charts known
to you? Explain them with examples.

17. ‘Quality control is attained most efficiently, of course, not
by the inspection operation itself but by getting at the
causes’. Comment on the statement. Describe the various
devices employed for the maintenance of quality in a
uniform flow of manufactured products.

C o n c e p t u a l  Q u e s t i o n s  18B

18. Describe control charts for x  and R, derive expressions
for their control limits. What are the advantages of the x -
chart over the R-chart?

19. Explain the term ‘Statistical quality control’. How is process
control achieved with the help of control charts? What are
the fundamentals underlying the construction of quality
control charts?

20. What do you understand by statistical quality control
(SQC)? Discuss briefly its need and utility in industry.
Discuss the causes of variations in quality.

21. Explain what are ‘chance causes’ and ‘assignable causes’
of variation in the quality of manufactured products.

22. What do you mean by SQC? What are the advantages
when a process is working in a state of statistical control?

23. How does statistical quality control help in industry?
Describe the procedure for drawing a control chart during
production and indicate how you detect lack of control in
the production process.

24. What do the terms ‘producer’s risk’ and ‘consumer’s risk’
mean?

F o r m u l a e  U s e d

1. Mean of overall sample means

x = 1 2 ... nx x x
n

+ +

2. Average range

R = 1 2R R ... Rn

n
+ + +

3. Control limits for an x -chart: Process mean and stan-
dard deviation are unknown

x ± A2 R

UCL = µ + 3 xσ

LCL = µ + 3 xσ ,  xσ  = 
n

σ

4. Control Limits for an R-Chart

UCL = R D4 ; LCL = R D3

5. Control limits for a p-chart

UCL = p + 3 xσ ;

LCL = p – 3 xσ , xσ  = (1 )p p
n
−

6. Control limits for an np-chart

UCL = np + 3 (1 )np p−

LCL = np – 3 (1 )np p−

7. Binomial probability function for acceptance sampling

P(x = r) = !
!( )!

n
r n r−

 prqn – r, q = 1 – p

C h a p t e r  C o n c e p t s  Q u i z

True or False
3. The x -chart and R-chart are constructed to resolve as-

signable variations in a process. (T/F)
4. Attribute inspection measures the values of the dimen-

sions of inspected parts. (T/F)
5. Variable inspection is used to determine good parts from

defectives. (T/F)

1. The producer’s risk is the probability that a lot will be
rejected despite the quality level meeting the acceptable
quality level. (T/F)

2. If a 95.5 per cent level of confidence is desired, the
R -chart limits will be set at ± 2σ. (T/F)
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6. Quality cannot be inspected into a product. (T/F)
7. The quality variations resulting from bad raw materials

are called chance variations. (T/F)
8. The inevitable variation in product quality results from

chance causes. (T/F)
9. The measure of the performance of an acceptance sam-

pling plan is the OC curve. (T/F)
10. Multiple sampling permits more than two samples to reach

a decision regarding the quality of the lot .(T/F)

11. The OC curve displays the discriminatory power of a sam-
pling plan. (T/F)

12. The OC curve is useful for comparing the performance of
various acceptance plans. (T/F)

13. Benchmarking is one of the five basic concepts of TQM.
(T/F)

14. Statistical process control is one of the tools of TQM.
(T/F)

15. The OC curve cannot be used when product quality varies
in an admissible range. (T/F)

Multiple Choice
16. The basic issues relating to inspection include

(a) how much and how often to inspect
(b) where to inspect
(c) when to inspect
(d) all of these

17. The type of inspection that classifies items as being either
good or defective is
(a) variable inspection (b) attribute inspection
(c) fixed inspection (d) all of these

18. The type of chart used to control the number of defects
per unit of output is
(a) x -chart (b) R-chart
(c) p-chart (d) none of these

19. Control charts for attributes are
(a) p-charts (b) C -charts
(c) R-charts (d) x -charts

20. C-charts are based on the
(a) Poisson distribution (b) normal distribution
(c) Erlang distribution (d) binomial distribution

21. If a sample of parts are measured and the mean of the
sample measurement is outside the tolerance limits,
(a) the process is out of control and the cause can be

established
(b) the process is in control, but not capable of producing

within the established control limits
(c) the process is within the established control limits

with only natural causes of variation
(d) all of these

22. If a sample of parts is measured and the mean of the
sample measurement is in the middle of the tolerance
limits but some parts measure too low and other parts
measure too high,
(a) the process is out of control and the cause can be

established
(b) the process is in control, but not capable of producing

within the established control limits
(c) the process is within the established control limits

with only natural causes of variation
(d) all of these

23. Acceptance sampling
(a) involves taking random samples (or batches) of in-

coming raw materials and measuring them against
predetermined standards

(b) is more economical than 100 per cent inspection
(c) may be of either a variable or attribute type although

attribute inspection is more common in the business
environment

(d) all of these
24. A measure of the performance of an acceptance sampling

plan is
(a) producer’s risk (b) consumer’s risk
(c) OC curve (d) none of these

25. Process control is achieved through
(a) control charts
(b) acceptance sampling plans
(c) both (a) and (b)
(d) none of these

26. The product control is achieved through
(a) acceptance sampling plans
(b) control charts
(c) both (a) and (b)
(d) none of these

27. The statistical techniques used in statistical quality control
are:
(a) control charts
(b) acceptance sampling plans
(c) both (a) and (b)
(d) none of these

28. Variations due to assignable causes are due to
(a) faulty process
(b) operator’s mistake
(c) poor quality of raw material
(d) all the these

29. The faults due to assignable causes
(a) can be removed
(b) cannot be removed
(c) can sometimes be removed
(d) all the these

30. x  and R-charts are
(a) charts for attributes
(b) charts for variables
(c) charts for number of defects
(d) none of these



670 BUSINESS S TAT I S T I C S

18.14 Measurement of averages and ranges (R) from 20
samples each of size 5 give the following results:
x  = 99.6, R  = 7.0. Determine the values of the control
limits for drawing a mean chart.

18.15 What is meant by Statistical Quality Control? State
clearly the theoretical assumptions behind the control
chart technique.
The following data shows the values of sample mean x
and the Range R for ten samples of size 5 each. Calculate
the values for the central line and control limits for mean
chart and ranges chart, and determine whether the
process is in control.
Sample : 1 2 3 4 5 6 7 8 9 10
Mean : 11.2 11.8 10.8 11.6 11.0 9.6 10.4 9.6 10.6 10.0
Range : 7 4 8 5 7 4 8 4 7 9
(conversion factors for n = 5 are A2 = 0.577, D3 = 0, D4
= 2.115) [M.C. Kaktiya Univ., MCom, 1999]

18.16 You are given the value of sample means ( x ) and the
ranges (R) for ten samples of size 5 each. Draw mean
and range charts and  comment on the state of control
of the process:
Sample : 1 2 3 4 5 6 7 8 9 10

Mean : 43 49 47 44 45 37 51 46 43 47
Range : 5 6 5 7 7 4 8 6 4 6
You may use the following control chart constants: For
n = 4, A2 = 0.58, D3 = 0, and D4 = 2.115.

[Delhi Univ., MCom, 1999]
18.17 Draw a suitable control chart for the following data

predating to the number of foreign-cultured threads
(considered as defects) in 15 pieces of cloth of 2 m ×
2 m in a certain make of synthetic fibre and state your
conclusions.
7, 12, 3, 20, 21, 5, 4, 3, 10, 8, 0, 9, 6, 7, 20

18.18 Construct a control chart for the mean and range of the
following data on the basis of fuses, sample of 5 being
taken every hour (each set of 5 has been arranged in
ascending order magnitude).
42 42 19 36 42 51 60 18 15 69 61 61
65 45 24 54 51 74 60 20 30 109 90 78

Concepts Quiz Answers

1. T 2. T 3. T 4. F 5. F 6. T 7. F 8. T 9. T
10. T 11. T 12. T 13. T 14. T 15. F 16. (d) 17. (b) 18. (d)
19. (a) 20. (a) 21. (a) 22. (b) 23. (d) 24. (a) 25. ( ) 26. (a) 27. (c)
28. (d) 29. (a) 30. (b)

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s

75 68 80 89 57 75 72 27 39 113 93 94
78 72 81 77 59 78 95 42 62 118 109 109
87 90 81 84 78 132 138 60 84 453 112 136
Comment on whether the production seems to be under
control. [Gujarat Univ., MBA, 1983]

18.19 A company manufactures paper clips and other station-
ary products. Although inexpensive paper clips have
provided the firm with a high margin of profitability,
the percentage defective for paper clips produced by
the company has been averaging 2.5 per cent. Samples
of 200 clips are taken. Establish the upper and lower
control limits for this process at 99.7 per cent confidence.

18.20 Following are the number of defects noted in the final
inspection of 30 bales of woollen cloth:
0, 3, 1, 4, 2, 2, 1, 3, 5, 0, 2, 0, 0, 1, 2, 4, 3, 0, 0, 0, 1,
2, 4, 5, 0, 9, 4, 10, 3, and 6
Compute the values for an appropriate control chart
and give your comments.

[Kurukshetra Univ., MCom, 1996]
18.21 The number of defects in 20 items are given below:

Item : 1 2 3 4 5 6 7 8 9 10
Defects : 2 0 4 1 0 8 0 1 2 0
Item : 11 12 13 14 15 16 17 18 19 20
Defects : 6 0 2 1 0 3 2 1 0 2
Prepare a suitable control chart and draw your conclu-
sions. [Pune Univ., MBA, 1997]

18.22 Samples of 100 tubes are drawn randomly from the
output of a process that produces several thousand units
daily. Samples are inspected for quality and defective
tubes are counted. The results of 15 samples are shown
below:
Sample : 1 2 3 4 5 6 7 8
Defective tubes : 8 10 13 9 8 10 14 6
Sample : 9 10 11 12 13 14 15
Defective tubes : 10 13 18 15 12 14 9
On the basis of the information given above, prepare a
control chart for fraction defectives. What conclusion
do you draw from the control chart?

[Ranchi Univ., MBA, 1996]
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18.15 UCLx  = 14.295, LCLx  = 7.025; CL x = 10.55
UCLR = 13.32, LCLR = 0, CLR = 6.3

18.16 UCLx  = 2A Rx +  = 44.2 + 0.58 × 5.8 = 47.567

LCLx = 2A Rx −  = 44.2 – 0.58 × 5.8

= 40.836; CLx  = x  = 44.2;

UCLR = 4D R  = 2.115 × 5.8 = 123;

LCLR = 3D R  = 0; CLR = R

18.17 C = 
C

n
∑  = 

135
15

 = 9;

UCL = C + 3 C  = 9 + 9 = 18

LCL = C C−  = 9 – 9 = 0; CL = C  = 9

18.18 Σ x = 829.2; Σ R = 716; x  = 
x

n
∑  = 71.6;

R = 87 – 42 = 45;

UCLx = 2A Rx +  = 106.024;

LCLx = 2A Rx −  = 37.27;

R = R
n

∑  = 59.66; UCLR = 176.18;

LCLR = 0; CLR = 59.66
18.20 Total no. of defects = 87, sample size = 30

C = 77
30

 = 2.57;

UCL = C  + 3 C  = 2.57 + 3 2.57
= 2.57 + 4.81 = 7.38

LCL = C  – 3 C = 2.57 – 3 2.57
= 2.57 – 4.81 = –2.24 or 0

18.21 C  = C
n

Σ  = 35
20

 = 1.75;

UCL = C  + 3 C  = 1.75 + 3 1.75  = 5.719

LCL = C  – 3 C  = 1.75 – 3 1.75  = – 2.219 or 0

18.22 p  = Total defectives
Number of items inspected

= 169
15 100×

= 0.113

CL = p  = 0.113;

UCL = p  + 3 (1 )p p
n
−

= 0.113 + 3 0.113 0.887
100

×  = 0.208

LCL = p  – 3 (1 )p p
n
−

= 0.113 – 3 0.113 0.887
100

×  = 0.01

H i n t s  a n d  A n s w e r s

C a s e  S t u d i e s

Case 18.1: Vishal Chemical Company

In the molding operation of a plastic base for an electrical
component, the most important characteristic was
considered to be the length of the base, since this was
required to fit snugly into the final assembly.

A sampling of the production process yielded the
best results shown in Table 18.4 showing the length
dimension in terms of a ten-thousandth of an inch plus
the basic dimension of 1.6000 inches.

Questions for Discussion

1. Is the production process under control, as regards
fluctuations in average level and variability?

2. What tolerances for base length is the present
production process capable of holding?

Table 18.5: Plastic Base Lengths

Measurements in Ten-Thousandth of an Inch Plus the
Basic Dimension of 1.6000 Inch.**

Sample December

Number 1 2 3 4 5 6

1 504 * 503 481 482 489 469
2 458 * 496 471 499 * 479 489
3 479 481 * 455 * 462 * 478 462 *
4 478 504 * 487 * 475 468 495 *
5 477 482 487 481 467 * 484

Total 2396 2466 2381 2399 2381 2399
Average 479 493 476 480 476 480
Range 46 23 32 37 22 33
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Sample December
Number

8 9 10 11 12 13

1 489 477 466 493 484 478
2 487 478 * 480 464 * 461 * 476 *
3 466 478 496 * 479 481 477

4 507 478 459 * 510 * 480 494 *

5 506 460 * 481 475 514 476

Total 2455 2371 2382 2421 2420 2401

Average 491 474 476 484 484 480
Range 41 18 37 46 53 18

Sample December
Number

15 16 17 18 19 20

1 468 479 * 490 478 469 451
2 449 * 491 484 485 476 467
3 470 475 487 477 * 457 * 495
4 489 480 468 * 480 466 484
5 493 * 502 * 497 * 496 * 477 * 513 *

Total 2369 2418 2426 2416 2345 2410
Average 474 484 485 483 469 482

Range 54 32 29 19 20 6

* High or low test result.
** For example, the entry value 504 = 1.6504 inch.

Case 18.2: City Corporation

When using purchase requisitions in conjunction with
an automated purchase-order processing system, it is
essential that requisition forms be filled out fully and
properly. Failure on the part of requisitioning personnel
to comply with the form’s requirements can lead to
costly delays, since the computer section must then
check back with the persons concerned, regarding
missing or erroneous entries on the form. At other
times, when an error is not caught in time, problems
may arise after the material, parts, or supplies have
been ordered, or when they are received, or later in
actual production.

As part of a general administrative paperwork
control system, one hundred requisitions were selected
at random and checked each week. The results of this

check are shown in Table 18.5. A ‘defect’, or faulty
entry, would be concerned with an omission or an
unreadable or erroneous entry on a requisition form.

Error could arise with regard to all sections of
the form, particularly the part number and name,
price quotation and date, buyer, material code, lead
time, vendor name and number, shipping instructions,
packaging specifications, quantities, terms, and other
designations pertinent to adequate purchase
requisitioning.

Table 18.6: Analysis of Purchase Requistions

Week Defects Found in Samples of 100 Requisitions
Numbers Omissions Errors Unreadable Total

1 1 0 1 2
2 3 0 2 5
3 1 1 0 2
4 8 2 3 13
5 2 0 0 2
6 0 1 1 2
7 6 2 2 10
8 2 1 0 3
9 0 0 1 1

10 4 1 4 9
11 4 1 3 8
12 1 0 0 1
13 0 0 0 0
14 0 1 2 3
15 2 1 0 3
16 1 2 0 3
17 0 2 0 2
18 2 1 1 4
19 1 0 2 3
20 2 0 2 4

40 16 24 80

Questions for Discussion

Evaluate the data by means of control charts for the
various types of defects found, including the total
weekly defects. Prepare recommendations for
management concerning the control of deficiencies in
the preparation of purchase requisitions.
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Statistical Decision Theory

Take time to deliberate, but
when the time for action
arrives, stop thinking and go
on.

—Andrew Jackson

After studying this chapter, you should be able to
identify decision alternatives, the states of nature and payoff associated with
every possible combination of decision alternatives and states of nature.
revise subjective probability values included in the formulation of the decision
problem.
identify the one best decision alternative for decision situation of uncertainty
and risk.
develop managerial judgement to utilize the subjective as well as objective
interpretation of probabilities in decision making.

19.1 INTRODUCTION

Statistical methods discussed so far to draw inferences about population characteristics
based on sample data, are also concerned with decision analysis. For example, the
acceptance or rejection of a particular null hypothesis directly affects the managerial
action or decision. However, in the data analysis described in this chapter, the decision
alternatives available to a decision-maker are given due consideration. Making of a decision
requires an enumeration of feasible and viable decision alternatives (courses of action or
strategies), the projection of economic consequences associated with different alternatives,
the use of subjective as well as objective interpretations of probabilities concerning random
events, and a measure of effectiveness (of an objective) by which the most preferred
decision alternative is identified. Statistical decision theory provides an analytical and
systematic approach to the study of decision-making wherein data concerning the
occurrence of different outcomes (consequences) may be evaluated to enable the decision-
maker to identify the suitable decision alternative (or course of action).

Decision models that help decision-makers to arrive at the best possible decisions are
classified according to the degree of certainty. The scale of certainty can range from complete
certainty to complete uncertainty. The region which falls between these two extreme
points corresponds to decision-making under risk (probabilistic problems).

Irrespective of the type of decision model, there are certain essential characteristics
which are common to all as listed below.

673
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Decision alternatives: There is a finite number of decision  alternatives available with the
decision-maker at each point in time when a decision is made. The number and type of
such alternatives may depend on the previous decisions made and on what has happened
subsequent to those decisions. These alternatives are also called courses of action (actions,
acts, or strategies) and are under the control of and known to the decision-maker. These
may be described numerically such as, stocking 100 units of a particular item, or non-
numerically such as, conducting a market survey to know the likely demand of an item.

State of nature: A possible  future condition (consequence or event) resulting from the
choice of a decision alternative depends upon certain factors beyond the control of the
decision-maker. These factors are called states of nature (future). For example, if the
decision is to carry an umbrella or not, the consequence (get wet or do not) depends on
what action nature takes.

The states of nature are mutually exclusive and collectively exhaustive with respect
to any decision problem. The states of nature may be described numerically such as,
demand of 100 units of an item or non-numerically such as, an employees strike.

Payoff: A numerical value resulting from each possible combination of alternatives and
states of nature is called payoff. The payoff values are always conditional values because
of unknown states of nature.

A tabular arrangement of these conditional outcome (payoff ) values is known as
payoff matrix, as shown in Table 19.1.

Table 19.1: General Form of Payoff Matrix

Courses of Action
(Alternatives)

  States of Nature S1 S2 . . . Sn

N1 p11 p12 . . . p1n
N2 p21 p22 . . . p2n

� � � �
Nm pm1 pm2 . . . pmn

19.2 STEPS IN DECISION THEORY APPROACH

The decision-making process involves the following steps:
1. Identifying and defining the problem.
2. Listing of all possible future events, called states of nature, which can occur in the

context of the decision problem. Such events are not under the control of the decision-
maker because these are erratic in nature.

3. Identification of all the courses of action (alternatives or decision choices) which are
available to the decision-maker. The decision-maker has control over these courses
of action.

4. Expressing the payoffs ( pij ) resulting from each pair of course of action and state of
nature. These payoffs are normally expressed as a monetary value.

5. Apply an appropriate mathematical decision theory model to select the best course
of action from the given list on the basis of some criterion (measure of effectiveness)
that results in the optimal (desired) payoff.

Example 19.1: A firm manufactures three types of products. The fixed and variable
costs are given below:

Fixed Cost (Rs) Variable Cost per Unit (Rs)
Product A : 25,000 12
Product B : 35,000 9
Product C : 53,000 7

States of nature: Factors in a
decision problem which
affect the payoff of a decision
and are beyond the control of
the decision maker.

Payoff: The consequences
in a decision problem for
any combination of states of
nature and decision
alternatives in terms of
actual costs, profits, losses,
gains, and so on.
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The likely demand (units) of the products is given below:
Poor demand : 3000
Moderate demand : 7000
High demand : 11,000

If the sale price of each type of product is Rs 25, then prepare the payoff matrix.

Solution: Let D1, D2, and D3 be the poor, moderate, and high demand, respectively.
Then payoff is given by

Payoff = Sales revenue – Cost
The calculations for payoff (in thousand) for each pair of alternative demand (course

of action) and the types of product (state of nature) are shown below:
D1 A = (3 × 25) – 25 – (3 × 12) = 14
D2 A = (7 × 25) – 25 – (7 × 12) = 66
D1 B = (3 × 25) – 35 – (3 × 19) = 13
D2 B = (7 × 25) – 35 – (7 × 19) = 77
D1 C = (3 × 25) – 53 – (3 × 17) = 1
D2 C = (7 × 25) – 53 – (7 × 17) = 73
D3 A = (11 × 25) – 25 – (11 × 12) = 118
D3 B = (11 × 25) – 35 – (11 × 19) = 141
D3 C = (11 × 25) – 53 – (11 × 17) = 145
The payoff values are shown in Table 19.2.

Table 19.2: (Rs in ‘000)

Product Type Alternative Demand

D1 D2 D3

A 14 66 118
B 13 77 141
C 1 73 145

19.3 TYPES OF DECISION-MAKING ENVIRONMENTS

Decisions are made based upon the data available about the occurrence of events as well
as the decision situation (or environment). There are four types of decision-making
environments: Certainty, uncertainty, risk, and conflict.

Decision-Making under Certainty In this case the decision-maker has complete knowledge
(perfect information) of the consequence of every decision choice (course of action or
alternative) with certainty. Obviously, he will select an alternative that yields the largest
return (payoff ) for the known future (state of nature). For example, the decision to
purchase either N.S.C. (National Saving Certificate), Indira Vikas Patra, or deposit in
N.S.S. (National Saving Scheme) is one in which it is reasonable to assume complete
information about the future because there is no doubt that the Indian government will
pay the interest when it is due and the principal at maturity.

In this decision model, only one possible state of nature (future) exists.

Decision-Making under Risk In this case the decision-maker has less than complete
knowledge with certainty of the consequence of every decision choice (course of action).
This means there is more than one state of nature (future) and for which he makes an
assumption of the probability with which each state of nature will occur. For example,
the probability of getting a head in the toss of a coin is 0.5.

Decision-Making under Uncertainty In this case the decision-maker is unable to specify the
probabilities with which the various states of nature (future) will occur. Thus, decisions
under uncertainty are taken with even less information than decisions under risk. For
example, the probability that Mr X will be the prime minister of the country 15 years
from now is not known.

Decision-making
under risk: Decision
problems in which the
probability distribution
on the states of nature is
based on empirical data.
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19.4 DECISION-MAKING UNDER UNCERTAINTY

In the absence of knowledge about the probability of any state of nature (future) occurring,
the decision-maker must arrive at a decision only on the actual conditional payoff values,
together with a policy (attitude). There are several different criteria of decision-making
in this situation. The criteria that we will discuss in this section include:

(i) Maximax or Minimin (iv) Criterion of Realism
(ii) Maximin or Minimax (v) Criterion of Regret

(iii) Equally Likely

19.4.1 Criterion of Optimism (Maximax or Minimin)

In this criterion the decision-maker ensures that he should not miss the opportunity to
achieve the largest possible profit (maximax) or lowest possible cost (minimin). Thus, he
selects the alternative (decision choice or course of action) that represents the maximum
of the maxima (or minimum of the minima) payoffs (consequences or outcomes). The
working method is summarized as follows:

(a) Locate the maximum (or minimum) payoff values corresponding to each
alternative (or course of action), then

(b) Select an alternative with the best anticipated payoff value (maximum for profit
and minimum for cost).

Since in this criterion the decision-maker selects an alternative with the largest (or
lowest) possible payoff value, it is also called an optimistic decision criterion.

19.4.2 Criterion of Pessimism (Maximin or Minimax)

In this criterion the decision-maker ensures that he would earn no less (or pay no more)
than some specified amount. Thus, he selects the alternative that represents the maximum
of the minima (or mimimum of the maxima in case of loss) payoff in case of profits. The
working method is summarized as follows:

(a) Locate the minimum (or maximum in case of profit) payoff value in case of loss
(or cost) data corresponding to each alternative, then

(b) Select an alternative with the best anticipated payoff value (maximum for profit
and mimimum for loss or cost).

Since in this criterion the decision-maker is conservative about the future and always
anticipates the worst possible outcome  (minimum for profit and maximum for cost or
loss), it is called a pessimistic decision criterion. This criterion is  also known as Wald’s
criterion.

19.4.3 Equally Likely Decision (Laplace) Criterion

Since the probabilities of the states of nature are not known, it is assumed that all states
of nature will occur with equal probability, that is, each state of nature is assigned an
equal probability. As states of nature are mutually exclusive and collectively exhaustive,
so the probability of each of these must be 1/(number of states of nature). The working
method is summarized as follows:

(a) Assign equal probability value to each state of nature by using the formula:
1 ÷ (Number of states of nature)

(b) Compute the expected (or average) payoff for each alternative (course of action)
by adding all the payoffs and dividing by the number of possible states of nature
or by applying the formula:
(Probability of state of nature j ) × (Payoff value for the combination of alternative i

and state of nature j)
(c) Select the best expected payoff value (maximum for profit and minimum for

cost).

Decision-making under
uncertainty: Decision
problems in which the
probability distribution on
the states of nature is based
on subjective information.
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This criterion is also known as the criterion of insufficient reason because, except in
a few cases, some information of the likelihood of occurrence of the states of nature is
available.

19.4.4 Criterion of Realism (Hurwicz Criterion)

This criterion suggests that a rational decision-maker should be neither completely
optimistic nor pessimistic and, therefore, must display a mixture of both. Hurwicz, who
suggested this criterion, introduced the idea of a coefficient of optimism (denoted by α)
to measure the decision-maker’s degree of optimism. This coefficient lies between 0 and
1, where 0 represents a complete pessimistic attitude about the future and 1 a complete
optimistic attitude about the future. Thus, if α is the coefficient of optimism, then (1 – α)
will represent the coefficient of pessimism.

The Hurwicz approach suggests that the decision maker must select an alternative
that maximizes:

H(Criterion of realism) = α(Maximum in column) + (1 – α)(Minimum in column)
The working method is summarized as follows:
(a) Decide the coefficient of optimism α (alpha) and then the coefficient of pessimism

(1 – α).
(b) For each alternative select the largest and smallest payoff values and multiply

these with α and (1 – α) values, respectively. Then calculate the weighted average,
H by using the above formula.

(c) Select an alternative with the best anticipated weighted average payoff value.

19.4.5 Criterion of Regret

This criterion is also known as the opportunity loss decision criterion or minimax regret
decision criterion because the decision-maker feels regret after adopting a wrong course
of action (or alternative) resulting in an opportunity loss of payoff. Thus, he always
intends to minimize this regret. The working method is summarized as follows:

(a) From the given payoff matrix, develop an opportunity-loss (or regret) matrix as
follows:
(i) Find the best payoff corresponding to each state of nature, and

(ii) Subtract all other entries (payoff values) in that row from this value.
(b) For each course of action (strategy or alternative) identify the worst or maximum

regret value. Record this number in a new row.
(c) Select the course of action (alternative) with the smallest anticipated opportunity-

loss value.

Example 19.2: A food products company is contemplating the introduction  of a
revolutionary new product with new packaging, or replace the existing product at a
much higher price (S1), or a moderate change in the composition of the existing product
with a new packaging at a small increase in price (S2), or a small change in the composition
of the existing product except the word ‘New’ with a negligible increase in price (S3).
The three possible states of nature or events are: (i) high increase in sales (N1), (ii) no
change in sales (N2), and (iii) decrease in sales (N3). The marketing department of the
company worked out the payoffs in terms of yearly net profits for each of the strategies of
the three events (expected sales). This is represented in the following table:

States of Nature

Strategies N1 N2 N3

S1 7,00,000 3,00,000 1,50,000
S2 5,00,000 4,50,000 0
S3 3,00,000 3,00,000 3,00,000

Which strategy should the concerned executive choose on the basis of
(a) Maximin criterion (b) Maximax criterion
(c) Minimax regret criterion (d) Laplace criterion?
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Solution: The payoff matrix is rewritten as follows:
(a) Maximin Criterion

States of Strategies
Nature S1 S2 S3

N1 7,00,000 5,00,000 3,00,000
N2 3,00,000 4,50,000 3,00,000
N3 1,50,000 0,,00000 3,00,000

Column minimum 1,50,000 0,,00000 3,00,000 ← Maximin

The maximum of column minima is 3,00,000. Hence, the company should adopt strategy
S3.

(b) Maximax Criterion

States of Strategies
Nature S1 S2 S3

N1 7,00,000 5,00,000 3,00,000
N2 3,00,000 4,50,000 3,00,000
N3 1,50,000 0,,00000 3,00,000

Column maximum 7,00,000 5,00,000 3,00,000

↑ Maximax
The maximum of column maxima is 7,00,000. Hence, the company should adopt strategy
S1.

(c) Minimax Regret Criterion Opportunity loss table is shown below:

States of Strategies
Nature S1 S2 S3

N1 7,00,000 – 7,00,000 7,00,000 – 5,00,000 7,00,000 – 3,00,000
= 0 = 2,00,000 = 4,00,000

N2 4,50,000 – 3,00,000 4,50,000 – 4,50,000 4,50,000 – 3,00,000
= 1,50,000 = 0 = 1,50,000

N3 3,00,000 – 1,50,000 3,00,000 – 0 3,00,000 – 3,00,000
= 1,50,000 = 3,00,000 = 0

Column maximum 1,50,000 3,00,000 4,00,000

↑ Minimax regret
Hence the company should adopt the minimum opportunity loss strategy, S1.

(d) Laplace Criterion Since we do not know the probabilities of the states of nature,
assume that they are equal. For this example, we would assume that each state of nature
has a one third probability of occurrence. Thus,

Strategy Expected Return (Rs)

S1 (7,00,000 + 3,00,000 + 1,50,000)/3 = 3,83,333.33
S2 (5,00,000 + 4,50,000 + 0)/3 = 3,16,666.66
S3 (3,00,000 + 3,00,000 + 3,00,000)/3 = 3,00,000

Since the largest expected return is from strategy S1, the executive must select strategy S1.

Example 19.3: A manufacturer makes a product, of which the principal ingredient is a
chemical, X. At the moment, the manufacturer spends Rs 1000 per year on supply of X,
but there is a possibility that the price may soon increase to four times its present figure
because of a worldwide shortage of the chemical. There is another chemical Y, which the
manufacturer could use in conjunction with a third chemical, Z in order to give the
same effect as chemical X. Chemicals Y and Z would together cost the manufacturer Rs
3000 per year, but their prices are unlikely to rise. What action should the manufacturer
take? Apply the maximin and minimax criteria for decision-making and give two sets of
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solutions. If the coefficent of optimism is 0.4, find the course of action that minimizes
the cost. [ICWA, Dec., 1998]

Solution: The data of the problem is summarized in the following table (negative figures
in the table represent profit).

States of Nature Courses of Action

S1 (use Y and Z) S2 (use X )

N1 (Price of X increases) – 3000 – 4000
N2 (Price of X does not increase) – 3000 – 1000

(a) Maximin Criterion

States of Nature  Courses of Action

S1 S2

N1 – 3000 – 4000
N2 – 3000 – 1000

Column minimum – 3000 – 4000
           ↑ Maximin

Maximum of column minima = – 3,000. Hence, the manufacturer should adopt
action S1.

(b) Minimax (or opportunity loss) Criterion

States of Nature Courses of Action
S1 S2

N1 – 3000 – (– 3000) = 0 – 3000 – (– 4000) = 1000
N2 – 1000 – (– 3000) = 2000 – 1000 – (– 1000) = 0

Maximum opportunity – 2000 – 1000 ← Minimax

Hence, the manufacturer should adopt the minimum opportunity loss course of
action S2.

(c) Hurwicz Criterion: Given the coefficient of optimism equal to 0.4, the coefficient
of pessimism will be 1 – 0.4 = 0.6. Then according to Hurwicz, a select course of action
that optimizes (maximum for profit and minimum for cost) the payoff value

H = α (Best payoff) + (1 – α) (Worst payoff)
= α (Maximum in column) + (1 – α) (Minimum in column)

Course of Action Best Payoff Worst Payoff H

S1 – 3000 – 3000 – 3000
S2 – 1000 – 4000 – 2800

Since course of action S2 has the least cost (maximum profit) = 0.4(1000) + 0.6(4000)
= Rs 2800, the manufacturer should adopt it.

S e l f-P r a c t i c e  P r o b l e m s  19A

19.1 The following matrix gives the payoff (in Rs) of different
strategies (alternatives) S1, S2, and S3 against conditions
(events) N1, N2, N3, and N4.

States of Nature
Strategy N1 N2 N3 N4

S1 2,4000 1,– 100 1,6000 18,000
S2 20,000 1,5000 61,400 18,000
S3 20,000 15,000 – 2000 8,1000

Indicate the decision taken under the following
approaches: (a) Pessimistic, (b) Optimistic, (c) Equal
probability, (d) Regret, (e) Hurwicz criterion. The degree
of optimism being 0.7.

19.2 In a toy manufacturing company, suppose the product
acceptance probabilities are not known, but the following
data is known:
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Anticipated First Year Profit (Rs in ’000s)
Product Product Line

Acceptance Full Partial Minimal
Good 8 70 50
Fair 50 45 40
Poor – 25 – 10 0

Determine the optimal decision under each of the
following decision criteria and show how you arrived at
it: (a) Maximax, (b) Maximin, (c) Equal likelihood, and
(d) Minimax regret?

19.3 The following is a payoff (in rupees) table for three
strategies and two states of nature:

Strategy State of Nature
– N1 N2

S1 – 40 60
S2 – 10 – 20
S3 – 40 150

Select a strategy using each of the following decision
criteria: (a) Maximax, (b) Minimax regret, (c) Maximin,
(d) Minimum risk, assuming equiprobable states.

19.4 Mr Sethi has Rs 10,000 to invest in one of three options,
A, B, or C. The return on his investment depends on
whether the economy experiences inflation, recession,
or no change at all. His possible returns under each
economic condition are given below:

State of Nature

Strategy Inflation Recession No Change

A 2000 1200 1500
B 3000 800 1000
C 2500 1000 1800

What would be his decision using the pessimistic
criterion, optimistic criterion, equally likely criterion, and
regret criterion?

19.5 A manufacturer’s representative has been offered a new
product line. If he accepts the new line he can handle it
in one of the two ways. The best way according to the
manufacturer would be to have a separate sales force to
handle the new line exclusively. This would involve an
initial investment of Rs 1,00,000 in the office, equipment,
and the hiring and  training of the salesmen. On the
other hand, if the new line could be handled by the
existing sales force using the existing facilities, the initial
investment would be only Rs 30,000, principally for
training of his present salesmen.

The new product sells for Rs 250. The
representative normally receives 20 per cent of the sale
price on each unit sold of which 10 per cent is paid as
commission to handle the new product. The
manufacturer offers to pay 60 per cent of the sale price
of each unit sold to the representative if the
representative sets up a separate sales organization.
Otherwise the normal 20 per cent will be paid. In either
case the salesman gets a 10 per cent commission. Based
on the size of the territory and experience with other
products, the representative estimates the probabilities
of annual sales of the new product:

Sales (in units) Probability

1000 0.10
2000 0.15
3000 0.40
4000 0.30
5000 0.05

(a) Set up a regret table.
(b) Find the expected regret of each course of action.
(c) Which course of action would have been best under

the maximin criterion?

Hints and Answers

19.1 (a) S2,   (b) S2 or S3,   (c)   S3,   (d) S1,   (e) S2.
19.2 (a) Full, (b) Minimal, (c) Full or partial, (d) Partial.
19.3 (a) S3; Rs 150   (b) S3; Rs 80   (c) S1; Rs 40   (d) S3; Rs 55.
19.4 Choose A: Rs 120, Choose B: Rs 300, Choose C: Rs

176.6, Choose C: Rs 50.
19.5 Let S1= install new sales facilities

Let S2= continue with existing sales facilities.
Therefore, payoff function corresponding to S1 and S2
would be:

S1 = –1,00,000 + 250 ×
(30 10)

100
−

× α

= –1,00,000 + 50α

S2 = –30,000 + 250 ×
(20 10)

100
−

× α

= – 30,000 + 25α
Equating the two, we get – 1,00,000 + 50α = – 30,000
+ 25α or α = 2800.

19.5 DECISION-MAKING UNDER RISK

Decision-making under risk is a probabilistic decision situation in which more than one
state of nature exists and the decision-maker has sufficient information to assign probability
values to the likely occurrence of each of these states. Knowing the probability distribution
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of the states of nature, the best decision is to select that course of action which has the
largest expected payoff value.

The most widely used criterion for evaluating various courses of action (alternatives)
under risk is the Expected Monetary Value (EMV) or Expected Utility.

19.5.1 Expected Monetary Value (EMV)

The expected monetary value (EMV) for a given course of action is the weighted average
payoff, which is the sum of the payoffs for each course of  action multiplied by the
probabilities associated with each state of nature. Mathematically EMV is stated as follows:

EMV (Course of action, Sj) = Σ
i

m
ij ip p

=1

where m = number of possible states of nature
pi = probability of occurrence of state of nature i
pij = payoff associated with state of nature Ni and course of action, Sj

Steps for Calculating EMV The various steps involved in the calculation of EMV are as
follows:

(a) Construct a payoff matrix listing all possible courses of action and states of
nature. Enter the conditional payoff values associated with each possible
combination of course of action and state of nature along with the probabilities
of the occurrence of each state of nature.

(b) Calculate the EMV for each course of action by multiplying the conditional
payoffs by the associated probabilities and add these weighted values for each
course of action.

(c) Select the course of action that yields the optimal EMV.

Example 19.4: Mr X often flies from town A to town B. He can use the airport bus
which costs Rs 25 but if he takes it, there is a 0.08 chance that he will miss the flight. The
stay in a hotel costs Rs 270 with a 0.96 chance of being on time for the flight. For Rs 350
he can use a taxi which has a 99 per cent chance of being on time for the flight. If Mr X
catches the plane on time, he will conclude a business transaction which will produce a
profit of Rs 10,000, otherwise he will lose it. Which mode of transport should Mr X use?
Answer on the basis of the EMV criterion. [CA, May 1990]

Solution: Computation of EMV of the various courses of action is shown in Table 19.3.

Table 19.3

Courses of Action
 States of Bus Stay in Hotel Taxi
 Nature Cost Prob. Expected Cost Prob. Expected Cost Prob. Expected

Value Value Value

 Catches 10,000 – 25 0.92 9177 10,000 – 270 0.96 9,340.80 10,000 – 350 0.99 9553.50
 the flight = 9975 = 9730 = 9650
 Miss the flight – 25 0.08 – 2.0 – 270 0.04 – 10.80 – 350 0.01   – 3.50

 Expected monetary 9175 9330      9330
 value (EMV)

Comparing the EMV associated with each course of action indicates  that course of
action ‘Taxi’ is the logical alternative because it has the highest EMV.

Example 19.5: The manager of a flower shop promises his customers delivery within
four hours on all orders. All flowers are purchased the previous day and delivered to
Parker by 8.00 a.m. the next morning. The daily demand for roses is as follows:

Dozens of roses : 70 80 90 100

Probability : 0.1 0.2 0.4 0.3
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The manager purchases roses for Rs 10 per dozen and sells them for Rs 30. All
unsold roses are donated to a local hospital. How many dozens of roses should Parker
order each evening to maximize its profits? What is the optimum expected profit?

[Delhi Univ., MBA, Dec. 1986, 2002]

Solution: Since the number of roses (in dozens) purchased is under control of decision-
maker, purchase per day is considered as ‘course of action’ (decision choice) and the
daily demand of the flowers is uncertain and only known with probability, therefore, it is
considered as  a ‘state of nature’ (event). From the data, it is clear that the flower shop
must not purchase less than 7 or more than 10 dozen roses per day. Also, each dozen
roses sold within a day yields a profit of Rs (30 – 10) = Rs 20, otherwise it is a loss of Rs
10. Thus

Marginal profit (MP) = Selling price – Cost  = 30 – 10 = Rs 20

Marginal loss (ML) = Loss on unsold roses = Rs 10

Using the information given in the problem, the various conditional  profit (payoff)
values for each combination of decision choice-event are given by

Conditional profit = MP × Roses sold – ML × Roses not sold

=
≥

− − = − <
RST
20D, if D S
20D 10(S D) 30D 10S, if D S

where D denotes the number of roses sold within a day and S the number of roses
stocked.

The resulting conditional profit values and corresponding expected payoffs are
computed in Table 19.4.

Table 19.4: Conditional Profit Value (Payoffs)

States of Probability Conditional Profit (Rs) due to Expected Payoff (Rs) due to
Nature Courses of Action Courses of Action

 (Demand (Purchase per Day) (Purchase per Day)
per Day)

70 80 90 100 70 80 90 100
(1) (2) (3) (4) (5) (1) × (2) (1) × (3) (1) × (4) (1) × (5)

70 0.1 140 130 120 110 14 13 12 11
80 0.2 140 160 150 140 28 32 30 28
90 0.4 140 160 180 170 56 64 72 68

100 0.3 140 160 180 200 42 48 54 60

 Expected monetary value (EMV) 140 157 168 167

Since the highest EMV of Rs 168 is corresponding to course of action 90, the flower
shop should purchase nine dozen roses everyday.

Example 19.6: A retailer purchases cherries every morning at Rs 50 a case and sells
them for Rs 80 a case. Any case remaining unsold at the  end of the day can be disposed
of the next day at a salvage value of Rs 20 per case (thereafter they have no value). Past
sales have ranged from 15 to 18 cases per day. The following is the record of sales for the
past 120 days:

Cases sold : 15 16 17 18
Number of days : 12 24 48 36
Find how many cases the retailer should purchase per day to maximize his profit.

[Delhi Univ., MCom, 1985; Ajmer MBA, 1988]
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Solution: Let Ni (i = 1, 2, 3, 4) be the possible states of nature (daily likely demand) and
Sj ( j = 1, 2, 3, 4) be all possible courses of action (number of cases of cherries to be
purchased).

Marginal profit (MP) = Selling price – Cost = Rs (80 – 50) = Rs 30
Marginal Loss (ML) = Loss on unsold cases = Rs (50 – 20) = Rs 30

The conditional profit (payoff) values for each act-event combination are given by:
Conditional profit = MP × Cases sold – ML × Cases unsold

= (80 – 50) (Cases sold) – (50 – 20)      (Cases unsold)
= 30S, if S ≥ N
= (80 – 50) S – 30(N – S) = 60S – 30N if S < N

The resulting conditional profit values and corresponding expected payoffs are
computed in Table 19.5.

Table 19.5: Conditional Profit Values (Payoffs)

States of   Probability Conditional Profit (Rs) due to Expected Payoff (Rs) due to
Nature Courses of Action Courses of Action

 (Demand (Purchase per Day) (Purchase per Day)
per Week) 15 16 17 18 15 16 17 18

(1) (2) (3) (4) (5) (1)×(2) (1)×(3) (1)×(4) (1)×(5)
15 0.1 450 420 390 360 45 42 39 36
16 0.2 450 480 450 420 90 96 90 84
17 0.4 450 480 510 480 180 192 204 192
18 0.3 450 480 510 540 135 144 153 162

 Expected monetary value (EMV) 450 474 486 474

Since the highest EMV of Rs 486 is corresponding to course of action 17, the retailer
must purchase 17 cases of cherries every morning.

Example 19.7: The probability of the demand for lorries for hiring on any day in a
given district is as follows:

No. of lorries demanded : 0 1 2 3 4
Probability : 0.1 0.2 0.3 0.2 0.2
Lorries have a fixed cost of Rs 90 each day to keep the daily hire charges (net of

variable costs of running) Rs 200. If the lorry-hire company owns 4 lorries, what is its
daily expectation? If the company is about to go into business and currently has no
lorries, how many lorries should it buy? [CA, May 1985]

Solution: It is given that Rs 90 is the fixed cost and Rs 200 the variable cost. Now the
payoff values with 4 lorries at the disposal of the decision-maker are calculated as under:
No. of lorries
demanded : 0 1 2 3 4
Payoff : 0 – 90 × 4 200 – 90 × 4 400 – 90 × 4 600 – 90 × 4 800 – 90 × 4
(with 4 lorries) = – 360 = – 160 = 40 = 240 = 440

Thus daily expectation is obtained by multiplying the payoff values with the given
corresponding probabilities of demand:

Daily Expectation = (– 360)(0.1) + (– 160)(0.2) + (40)(0.3) + (240)(0.2) +
(440)(0.2) = Rs 80

The conditional payoffs and expected payoffs for each course of action are shown
in Tables 19.6 and 19.7.
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Table 19.6: Conditional Payoff Values

Number of Probability Conditional Payoff (Rs) due to
Lorries Decision to Purchase Lorries

(Course of Action)

0 1 2 3 4

0 0.1 0 – 90 – 180 – 270 – 360
1 0.2 0 110 20 – 70 – 160
2 0.3 0 110 220 130 40
3 0.2 0 110 220 330 240
4 0.2 0 110 220 330 440

Table 19.7: Expected Payoffs and EMV

Number of Probability Conditional Payoff (Rs) due to
Lorries Decision to Purchase Lorries

(Course of Action)

0 1 2 3   4

0 0.1 0 – 9 – 18 – 27 – 36
1 0.2 0 22 4 – 14 – 32
2 0.3 0 33 66 39 12
3 0.2 0 22 44 66 48
4 0.2 0 22 44 66 88

EMV 0 90 140 130 80

Since EMV of Rs 140 for the course of action 2 is highest, the company should buy
2 lorries.

19.5.2 Expected Opportunity Loss (EOL)

An alternative approach to maximizing expected monetary value (EMV) is to minimize
the expected opportunity loss (EOL), also called expected value of regret. The EOL is
defined as the difference between the highest profit (or payoff ) for a state of nature and
the actual profit obtained for the particular course of action taken. In other words, EOL
is the amount of payoff that is lost by not selecting the course of action that has the
greatest payoff for the state of nature that actually occurs. The course of action due to
which EOL is minimum is recommended.

Since EOL is an alternative decision criterion for decision-making under risk,
therefore, the results will always be the same as those obtained by EMV criterion discussed
earlier. Thus, only one of the two methods should be applied to reach a decision.
Mathematically, it is stated as follows:

EOL (State of nature, Ni ) = Σ
i

m
ij il p

=1

where lij = opportunity loss due to state of nature, Ni and course of action, Sj

pi = probability of occurrence of state of nature, Ni

Steps for Calculating EOL The various steps involved in the calculation of EOL are as
follows:
1. Prepare a conditional profit table for each course of action and state of nature

combination along with the associated probabilities.
2. For each state of nature calculate the conditional opportunity loss (COL) values by

subtracting each payoff from the maximum payoff for that outcome.

Opportunity loss: The
absolute value of the
difference between the
payoff actually realized for
a decision alternative and
the payoff which could
have been obtained had
the optimal decision
alternative been selected.
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3. Calculate EOL for each course of action by multiplying the probability of each state
of nature with the COL value and then adding the values.

4. Select a course of action for which the EOL value is minimum.

Example 19.8: A company manufactures goods for a market in which the technology of
the product is changing rapidly. The research and development department has produced
a new product which  appears to have the potential for commercial exploitation. A
further Rs 60,000 is required for development testing.

The company has 100 customers and each customer might purchase at the most one
unit of the product. Market research suggests that a selling price of Rs 6000 for each
unit with total variable costs of manufacturing and selling estimate are Rs 2000 for each
unit.

From previous experience, it has been possible to derive a probability distribution
relating to the proportion of customers who will buy the product. It is as follows:

Proportion of customers : 0.04 0.08 0.12 0.16 0.20
Probability : 0.10 0.10 0.20 0.40 0.20
Determine the expected opportunity losses, given no other information than that

stated above, and state whether or not the company should develop the product.

Solution: If p is the proportion of customers who purchase the new product, the
conditional profit is:  (6000 – 2000)×100 p – 60,000 = Rs (4,00,000 p – 60,000)

Let Ni (i = 1, 2, . . ., 5) be the possible states of nature, that is, proportion of the
customers who will buy the new product and S1 (develop the product) and S2 (do not
develop the product) be the two courses of action.

The conditional profit values (payoffs) for each pair of Ni’s and Sj’s are shown in
Table 19.8.

Table 19.8: Conditional Profit Values (Payoffs)

State of Nature Conditional Profit = Rs (4,00,000 p – 60,000)

(Proportion of Customers, p) Course of Action
S1 S2

(Develop) (Do not Develop)

0.04 – 44,000 0
0.08 – 28,000 0
0.12 – 12,000 0
0.16 4000 0
0.20 20,000 0

Opportunity loss values are shown in Table 19.9.

Table 19.9: Opportunity Loos Values

State of Nature Probability Conditional Profit (Rs)   Opportunity Loss (Rs)
S1 S2 S1 S2

0.04 0.1 – 44,000 0 44,000 0
0.08 0.1 – 28,000 0 28,000 0
0.12 0.2 – 12,000 0 12,000 0
0.16 0.4 4000 0 0 4000
0.20 0.2 20,000 0 0 20,000

Using the given estimates of probabilities associated with each state of nature, the
expected opportunity loss (EOL) for each course of action is given below:

EOL (S1) = 0.1 (44,000) + 0.1 (28,000) + 0.2 (12,000) + 0.4 (0) + 0.2 (0) = Rs 9600
EOL (S2) = 0.1 (0) + 0.1 (0) + 0.2 (0) + 0.4 (4000) + 0.2 (20,000) = Rs 5600
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Since the company seeks to minimize the expected opportunity loss, the company
should select course of action S2 (do not develop the product) with minimum EOL.

19.5.3 Expected Value of Perfect Information (EVPI)

In decision-making under risk each state of nature is associated with the probability of
its occurrence. However, if the decision-maker can acquire perfect (complete and accurate)
information about the occurrence of various states of nature, then he will be able to select
a course of action that yields the desired payoff for whatever state of nature that actually
occurs.

We have seen that the EMV or EOL criterion helps the decision-maker select a
particular course of action that optimizes the expected payoff without any additional
information. The expected value of perfect information (EVPI) represents the maximum
amount of money the decision-maker has to pay to get this additional information about
the occurrence of various states of nature before a decision has to be made. Mathematically
it is stated as

EVPI = Expected profit (or value) with perfect information under certainty
– Expected profit without perfect information

= 
1

(N ) EMV*
m

ij i i
i

p p
=
Σ −

where pij = best payoff for the state of nature, Ni
pi = probability of the state of nature, Ni

EMV* = maximum expected monetary value

Example 19.9: A company needs to increase its production beyond its existing capacity.
It has narrowed the alternatives to two approaches to do so: (a) expansion at a cost of Rs
8 million, or (b) modernization at a cost of Rs 5 million. Both approaches would require
the same amount of time for implementation. Management believes that over the required
payback period, demand will either be high or moderate. Since high demand is
considered to be somewhat less likely than moderate demand, the probability of high
demand has been set at 0.35. If the demand is high, expansion would gross an estimated
additional Rs 12 million but modernization only an additional Rs 6 million, due to a
lower maximum production capability. On the other hand, if the demand is moderate,
the comparable figures would be Rs 7 million for expansion and Rs 5 million for
modernization.

(a) Calculate the conditional profit in relation to various action-and-outcome com-
binations and states of nature.

(b) If the company wishes to maximize its expected monetary value (EMV), should
it modernize or expand?

(c) Calculate the EVPI.
(d) Construct the conditional opportunity loss table and also calculate EOL.

[Delhi Univ., MBA, 1998]

Solution: (a) Defining the states of nature: High demand or moderate demand (over
which the company has no control) and courses of action (company’s possible decisions):
Expand or Modernize.

Since the probability that the demand is high is estimated at 0.35, the probability of
moderate demand must be (1 – 0.35) = 0.65. The calculations for conditional profit
values are shown in Table 19.10.

Table 19.10: Conditional Profit Table

State of Nature Conditional Profit (Rs in million) due to
(Demand) Course of Action

Expand (S1) Modernize (S2)

High demand (N1) 12 – 8 = 4 6 – 5 = 1
Moderate demand (N2) 17 – 8 = – 1 5 – 5 = 0
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(b) The payoff table (Table 19.10) can be rewritten as follows along with the given
probabilities of the states of nature.

Table 19.11: Payoff Table

State of Nature Probability Conditional Profit (Rs in million) due to
(Demand) Course of Action

Expand Modernize

High demand 0.35 4 1
Moderate demand 0.65 – 1 0

The calculation of EMV for each course of action S1 and S2 is given below:
EMV(S1) = 0.35(4) + 0.65( – 1) = Rs 0.75 million
EMV(S2) = 0.35(1) + 0.65(0) = Rs 0.35 million

Thus to maximize EMV, the company must choose the course of action S1 (expand).
The EMV of the optimal course of action is generally denoted by EMV*. Therefore,

EMV* = EMV(S1) = Rs 0.75 million
(c) To calculate EVPI, we shall first calculate EPPI. For calculating EPPI, we choose

the optimal course of action for each state of nature, multiply its conditional profit by the
given probability to get weighted profit, and then sum these weights as shown in
Table 19.12.

Table 19.12: Payoff Table

State of Nature Probability Optimal Course Profit from Optimal Course of Action
(Demand) of Action (Rs in million)

Conditional Profit Weighted Profit

High demand 0.35 S1 4 4×0.35 = 1.40
Moderate demand 0.65 S2 0 0×0.65 = 0
Total EPPI = 1.40

The optimal EMV* is Rs 0.75 million corresponding to the course of action S1.
Then

EVPI = EPPI – EMV(S1)
= 1.40 – 0.75 = Rs 0.65 million

In other words, if the company could get accurate information (or forecast) of de-
mand (high or moderate), it should consider paying up to Rs 0.65 million for such
information.

The expected value of perfect information in business helps in getting an absolute
upper bound on the amount that should be spent to get additional information on
which to base a given decision.

(d) The opportunity loss values are shown in Table 19.13.

Table 19.13: Conditional Opportunity Loss Table

State of Nature Probability Conditional Profit Conditional Opportunity
(Demand) (Rs in million) due to Loss (Rs in million) due to

Course of Action Course of Action

S1 S2 S1 S2

High demand (N1) 0.35 4 1 0 3

Moderate demand (N2) 0.65 – 1 0 1 0
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The conditional opportunity loss values may be explained as follows: If high de-
mand (N1) occurred, then the maximum profit of Rs 4 million would be achieved by
selecting course of action S1. Therefore, the selection of S1 would result in zero oppor-
tunity loss, as it is the best decision that can be made if N1 occurs. If course of action S2
was chosen with a payoff of Rs 1 million, then this would result in an opportunity loss of
4 – 1 = Rs 3 million. If moderate demand (N2) occurred, then the best course of action
would be S2 with nil profit. Thus, opportunity loss would be associated with the selec-
tion of S2 but if S1 was selected, then the opportunity loss would be 0 – (– 1) = Rs 1
million. That is, the company would have been Rs 1 million worse off if it had chosen
course of action S2.

Using the given estimates of probabilities associated with each state of nature, that is,
P (N1) = 0.35, and P(N2) = 0.65, the expected opportunity losses for the two courses of
action are:

EOL(S1) = 0.35(0) + 0.65(1) = Rs 0.65 million
EOL(S2) = 0.35(3) + 0.65(0) = Rs 1.05 million

Since the decision-maker seeks to minimize the expected opportunity loss, he must
select the course of action S1 as it produces the smallest expected opportunity loss.

Example 19.10: A certain piece of equipment has to be purchased for a construction
project at a remote location. This equipment contains an expensive part which is subject
to random failure. Spares of this part can be purchased at the same time the equipment
is purchased. Their unit cost is Rs 1500 and they have no scrap value. If the part fails on
the job and no spare is available, the part will have to be manufactured on a special order
basis. If this is required, the total cost including down time of the equipment, is esti-
mated at Rs 9000 for each such occurrence. Based on previous experience with similar
parts, the  following probability estimates of the number of failures expected over the
duration of the project are provided as given below:

Failure : 0 1 2
Probability : 0.80 0.15 0.05

(a) Determine the optimal EMV* and the optimal number of spares to be purchased
initially.

(b) Based on opportunity losses, determine the optimal course of action and optimal
value of EOL.

(c) Determine the expected profit with perfect information and expected value of per-
fect information.

Solution: (a) Let N1 (no failure), N2 (one failure) and N3 (two failures) be the possible
states of nature (i.e., number of parts failures or number of spares required). Similarly,
let S1 (no spare purchased), S2 (one spare purchased), and S3 (two spares purchased) be
the possible courses of action or strategies.

The conditional costs for each pair of course of action and state of nature combina-
tion is shown in Table 19.14.

Table 19.14

State of Nature Course of Action Purchase Emergency Total Conditional
(Spares required) (Number of spares purchased) Cost (Rs) Cost (Rs) Cost (Rs)

0 0 0 0 0
0 1 1500 0 1500
0 2 3000 0 3000
1 0 0 9000 9000
1 1 1500 0 1500
1 2 3000 0 3000
2 0 0 18,000 18,000
2 1 1500 9000 10,500
2 2 3000 0 3000
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Using the conditional costs as given in Table 19.14 and the probabilities of the states
of nature, the expected monetary value can be calculated for each of the three states of
nature as shown in Table 19.15.

Table 19.15: Expected Monetary Value

State of Nature Probability Conditional cost (Rs) due to  Weighted Cost (Rs) due to
Course of Action Course of Action

S1 S2 S3 S1 S2 S3

N1 0.80 0 1500 3000 0.80(0) 1200 2400
= 0

N2 0.15 9000 1500 3000 0.15(9000) 225 450
 = 1350

N3 0.05 18,000 10,500 3000 0.05(18,000)
  = 900 525 150

EMV  = 2250 1950 3000

Since the weighted cost—Rs 1950—is lowest due to course of action, S2, it should be
chosen. If the EMV is expressed in terms of profit, then

EMV* = EMV(S2) = – Rs 1950
Hence, the optimal number of spares to be purchased initially should be one.
(b) To determine the EOL, we must first find the COL. The calculations for condi-

tional opportunity loss (COL) are shown in Table 19.16.

Table 19.16: Conditional Opportunity Loss (COL)

State of Nature Conditional Cost (Rs) due to Conditional Opportunity Loss (Rs) due to
Course of Action Course of Action

S1 S2 S3 S1 S2  S3

N1 0 1500 3000 0 1500 3000
N2 9000 1500 3000 7500 0 1500
N3 18,000 10,500 3000 15,000 7500 0

Since we are dealing with conditional costs rather than conditional profits, the lower
value for each state of nature shall be considered for calculating opportunity losses.

The calculations for expected opportunity loss are shown in Table 19.17.

Table 19.17: Expected Opportunity Loss (EOL)

State of Nature Probability Conditional Cost (Rs) due to Weighted Cost (Rs) due to
Course of Action Course of Action

S1 S2 S3 S1 S2 S3

N1 0.80 0 1500 3000 0.80(0) 1200 2400
= 0

N2 0.15 7500 0 1500 0.15 (7500) 0 225
    = 1125

N3 0.05 15,000 7500 0 0.05 (15,000) 375 0
  = 750

EMV = 1875 1575 2625

Since EOL* = EOL(S2) = Rs 1,575, therefore, adopt course of action S2 and pur-
chase one spare.

(c) The expected profit with perfect information (EPPI) can be determined by select-
ing the optimal course of action for each state of nature, multiplying its conditional
values by the corresponding probability and then summing these products. The EPPI
calculations are shown in Table 19.18.
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Table 19.18

States of Probability Optimal Course  Cost of Optimal Course of Action (Rs)
Nature of Action Conditional Weighted

Cost Opportunity Loss

N1 0.80 S1 0    0.80(0) = 0
N2 0.15 S2 1500 0.15 (1500) = 225
N2 0.05 S3 3000 0.05 (3000) = 150

375

Since expected profit with perfect information is Rs 375, therefore the
expected value of perfect information is given by

EVPI = EPPI – EMV* = – 375 – (– 1950) = Rs 1575

Here it can be observed that, EVPI = EOL* = Rs 1575.

Example 19.11: XYZ Company manufactures parts for passenger cars and sells them in
lots of 10,000 parts each. The company has a policy of inspecting each lot before it is
actually shipped to the retailer. Five inspection categories, established for quality con-
trol, represent the percentage of defective items contained in each lot. These are given in
the following table. The daily inspection chart for the past 100 inspections shows the
following rating or breakdown inspection.

The management is considering two possible courses of action:
(i) S1: Shut down the entire plant operations and thoroughly inspect each machine.

Rating Proportion of Frequency
Defective Items

Excellent (A) 0.02 25
Good (B) 0.05 30
Acceptable (C) 0.10 20
Fair (D) 0.15 20
Poor (E) 0.20 5

100

(ii) S2 : Continue production as it now exists but offer the customer a refund for
defective items that are found and subsequently returned.

The first alternative will cost Rs 600 while the second alternative will cost the com-
pany Re 1 for each defective item that is returned. What is the optimum decision for the
company? Find the EVPI.
Solution: Calculations of inspection and refund cost are shown in Table 19.19.

Table 19.19: Inspection and Refund Cost

Rating Defect Probability Cost Opportunity Loss
Rate Inspect Refund Inspect Refund

A 0.02 0.25 600 200 400 0
B 0.05 0.30 600 500 100 0
C 0.10 0.20 600 1000 0 400
D 0.15 0.20 600 1500 0 900
E 0.20 0.05 600 2000 0 1400

1.00  600* 670 170* 240

The cost of refund is calculated as follows:
For lot A: 10,000 × 0.02 × 1.00 = Rs 200

The cost of refund for other lots is calculated in a similar manner.
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The expected cost of refund is:
200 × 0.25 + 500 × 0.30 + . . . + 2000 × 0.05 = Rs 670

Now, the expected cost of inspection is:
600 × 0.25 + 600 × 0.30 + . . . + 600 × 0.05 = Rs 600

Since the cost of refund is more than the cost of inspection, the plant should be shut
down for inspection. Also, EVPI = EOL of inspection = Rs 170

Example 19.12: A toy manufacturer is considering a project for manufacturing a danc-
ing  doll with three different movement designs. The doll will be sold at an average price
of Rs 10. The first movement design using ‘gears and levels’ will provide the lowest
tooling at a set up cost of Rs 1,00,000 and Rs 5 per unit  of variable cost. A second design
with spring action will have a fixed cost of Rs 1,60,000 and variable cost of Rs 4 per unit.
Yet another design with weights and pulleys will have a fixed cost of Rs 3,00,000
and variable cost Rs 3 per unit. One of the following demand events and its probabilities
can occur for the doll:

Demand (units) Probability
Light demand 25,000 0.10
Moderate demand 1,00,000 0.70
Heavy demand 1,50,000 0.20

(a) Construct a payoff table for the above project.
(b) Which is the optimum design?
(c) How much can the decision-maker afford to pay to obtain perfect information about

the demand?
Solution: The calculations for EMV are shown in Table 19.20.

Payoff = (Demand × Selling price) – (Fixed cost  + Demand × Variable cost)
= Revenue – Total variable cost – Fixed cost

Table 19.20: EMV and Payoff Values

States of Probability Conditional Payoff (Rs) due to Expected Payoff (Rs) due to
Nature Courses of Action Courses of Action

(Demand) (Choice of Movements)

Gears and Spring Weights Gears and Spring Weights
Levels Action and Pulleys Levels Action and Pulleys

Light 0.10 25,000 – 10,000– 1,25,000  2500 – 1000 – 12,500
Moderate 0.70 4,00,000 4,40,000 4,00,000 2,80,000 3,08,000 2,80,000
Heavy 0.20 6,50,000 7,40,000 7,50,000 1,30,000 1,48,000 1,50,000

EMV 4,12,500 4,55,000 4,17,500

Since EMV is largest for spring action, it must be selected.

Table 19.21: Expected Payoff with Perfect Information

States of Probability Courses of Action
Nature Gears and Spring Weights Maximum Maximum Payoff

(Demand) Levels Action and Pulleys Payoff × Probability

Light 0.10 25,000 – 10,000 – 1,25,000  25,000 2500
Moderate 0.70 4,00,000 4,40,000 4,00,000 4,40,000 3,08,000
Heavy 0.20 6,50,000 7,40,000 7,50,000 7,50,000 1,50,000

4,60,500

The maximum amount of money that the decision-maker would be willing to pay to
obtain perfect information regarding demand for the doll will be
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EVPI = Expected payoff with perfect information – Expected payoff under uncer-
tainty (EMV)

= 4,60,500 – 4,55,000 = Rs 5500

Example 19.13: The demand pattern of cakes made in a bakery is as follows:
No. of cakes demanded : 0 1 2 3 4 5
Probability : 0.05 0.10 0.25 0.30 0.20 0.10
If the preparation cost is Rs 3 per unit and selling price is Rs 4 per unit, how many

cakes should the baker bake to maximize profit?

Solution: Given that incremental cost (IC) is Rs 3 per unit and incremental price (IP) Rs
4 per unit, the minimum required probability of selling at least an additional unit of
cake to justify the stocking of that unit is given by

= = =
+ +

IC 3
0.75

IC IP 3 4
p

This probability means that the bakery owner must have demand level k such that
P (demand ≥ k) ≥ p.

The cumulative probabilities of greater than type are computed as shown in
Table 19.22.

Table 19.22

Demand Probability Cumulative Probability
(No. of cakes) P (Demand = k) P (Demand ≥ k)

0 0.05 1.00
1 0.10 0.95
2 0.25 0.85 ←
3 0.30 0.60
4 0.20 0.30
5 0.10 0.10

Since the highest value of k for which P (demand ≥ k) exceeds the critical ratio p =
0.75 is k = 2, the optimal decision is to prepare only two cakes.

19.6 POSTERIOR PROBABILITIES AND BAYESIAN ANALYSIS

The search and evaluation of decision alternatives often reveal new information. If such
information is regarding the identification of alternatives, it requires revision and ex-
pansion of the test of alternatives. But if it is regarding the effects of alternatives, conse-
quences are restated. When uncontrollable factors are involved, either  the states of
nature themselves are reconsidered or their likelihoods are revised. The value of new
information is evaluated in terms of its impact on the expected payoff. The expected
value and the cost of the new information are compared to determine whether it is worth
acquiring.

An initial probability statement to evaluate expected payoff is called a prior probability
distribution. The one which has  been revised in the light of new information is called a
posterior probability distribution. It will be evident that what is a posterior to one sequence
of state of nature becomes the prior to others which are yet to happen.

This section will be concerned with the method of computing posterior probabilities
from prior probabilities using a mathematical formula called Baye’s theorem. A further
analysis of problems using these probabilities with respect to new expected payoffs with
additional information is called prior-posterior analysis. The Baye’s theorem, in general
terms, can be stated as follows:

Let A1, A2, . . ., An be mutually exclusive and collectively exhaustive outcomes. Their
probabilities P(A1), P(A2), . . ., P(An) are known. There is an experimental outcome B for
which the conditional probabilities P(B | A1), P(B | A2), . . ., P(B | An) are also known.

Posterior analysis: A
procedure for determining
the optimal decision based
on states of nature resulting
from combining the prior
probability distribution with
information obtained from
an experimentation.
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Given the information that outcome B has occurred, the revised conditional probabili-
ties of outcomes Ai, that is, P(Ai | B), i = 1, 2, . . ., n are determined by using following
conditional probability relationship:

∩= =P(A and B) P(A B)|P(A B)
P(B) P(B)
i i

i

where    = ∩ + ∩ + + ∩1 2P(B) P(A B) P(A B) . . . P(A B)n

Since each joint probability can be expressed as the product of a known marginal
(prior) and conditional probability,

∩P(A B)i = × |P(A ) P(B A )i i

Thus |P(A B)i =
+ + +1 1 2 2

P(A ) P(B|A )
| | |P(A ) P(B A ) P(A ) P(B A ) . . . P(A ) P(B A )

i i

n n

Example 19.14: A company is considering the introduction of a new product to its
existing product range. It has defined two levels of sales as ‘high’ and ‘low’ on which to
base its decision and has estimated the changes that each market level will occur, to-
gether with their costs and consequent profits or losses. The information is summarized
below:

States of Nature Probability Courses of Action

Market the Product Do not Market the
(Rs in ’000) Product (Rs in ’000)

High sales 0.3 150 0

Low sales 0.7 1– 40 0

The company’s marketing manager suggests that a market research survey may be
undertaken to provide further information on which to base the decision. On past expe-
rience with a certain market research organization, the marketing manager assesses its
ability to give good information in the light of subsequent actual sales achievements as
follows:

Market Research Actual Sales
(Survey outcome) Market ‘high’ Market ‘low’

 ‘High’ sales forecast0.5 0.1

 Indecisive survey report 0.3 0.4

 ‘Low’ sales forecast0.2 0.1

The market research survey will cost Rs 20,000, state whether or not there is a case
for employing the market research organization. [Delhi Univ., MBA, 1996]
Solution: The expected monetary value (EMV) for each course of action is shown in
Table 19.23.

Table 19.23

States of Probability Courses of Action Expected Profit (Rs in ’000)

Nature Market Do not Market Market Do not Market

 High sales 0.3 150 0 45 0

 Low sales 0.7 – 40 0 – 28 0

EMV = 17 = 0

With no additional information, the company should choose course of action ‘mar-
ket the product’. However, if the company had the perfect information about the ‘low
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sales’ then it would not go ahead as the expected value is – Rs 28,000. Thus, the value of
perfect information is the expected value of low sales.

Let us define the outcomes of the research survey as: high sales (S1), indecisive
report (S2), and low sales (S3), and states of nature as: high market (N1) and low market
(N2)

The calculations for prior probabilities of forecast are given in Table 19.24.

Table 19.24

Outcome Sales Prediction

High Market ( N1 ) Low Market ( N2 )

High sales (S1) P(S1 | N1) = 0.5 P(S1 | N2) = 0.1

Indecisive report (S2) P(S2 | N1) = 0.3 P(S2 | N2) = 0.4

Low sales (S3) P(S3 | N1) = 0.2 P(S3 | N2) = 0.5

With this additional information, the company can now revise the prior probabili-
ties of outcomes to get posterior probabilities. These can be used to recalculate the EMV
and determine the optimal course of action given the additional information. Table
19.25 shows the calculation of the revised probabilities given the sales forecast.

Table 19.25: Revised Probabilities

States of Nature Prior Conditional Joint Probability
Probability Probability P(Si ∩ Ni) = P(Ni) P(Si | Ni)

P(Ni) P(Si | Ni)

High sales (N1) 0.3 P(S1 | N1) = 0.5 0.15 — —

P(S2 | N1) = 0.3 — 0.09 —

P(S3 | N1) = 0.2 — — 0.06

Low sales (N2) 0.7 P(S1 | N2) = 0.1 0.07 — —

P(S2 | N2) = 0.4 — 0.28 —

P(S3 | N2) = 0.5 — — 0.35

Marginal Probability 0.22 0.37 0.41

The posterior probabilities of actual sales given the sales forecast are:

Outcome Probability States of Nature Posterior Probability
(Si) P(Si) (Ni) P(Ni | Si) = P(Ni ∩ Si) / P(Si)

S1 0.22 N1 0.15/0.22 = 0.681

N2 0.07/0.22 = 0.318

S2 0.37 N1 0.09/0.37 = 0.243

N2 0.28/0.37 = 0.756

S3 0.41 N1 0.06/0.41 = 0.146

N2 0.35/0.41 = 0.853

For each outcome, the revised probabilities are now used to calculate the net ex-
pected value (EV) given the additional information supplied by that outcome as shown
in Table 19.26.
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Table 19.26

Sales Forecast

States of Nature Revised High Indecisive Low
Conditional
Profit (Rs) Prob. EV (Rs) Prob. EV (Rs) Prob. EV (Rs)

High sales → 130 0.681 88.53 0.243 31.59 0.146 18.98

Low sales → – 60 0.318 –19.08 0.756 – 45.36 0.853 –51.18

Expected value of sales forecast 69.45 – 13.77 – 32.20

Probability of occurrence 0.22 0.37 0.41

Net expected value

(Expected value × Probability) 15.279 – 5.095 13.202

Example 19.15: A farmer is attempting to decide which  of three crops he should plant
on his 100 acre farm. The profit from each crop is strongly dependent on the rainfall
during the growing season. He has categorized the amount of the rainfall as substantial,
moderate, or light. He estimates his profit for each crop to be as shown in the table
below:

Rainfall Estimated Profit (Rs)

Crop A Crop B Crop C

Substantial 7000 2500 4000
Moderate 3500 3500 4000
Light 1000 4000 3000

Based on the weather in previous seasons and the current projection for the coming
season, he estimates the probability of substantial rainfall as 0.2, that of moderate rainfall
as 0.3, and that of light rainfall as 0.5.

Furthermore, the services of forecasters could be employed to provide a detailed
survey of current rainfall prospects as shown in the table.

Rainfall Estimated Profit (Rs)

Crop A Crop B Crop C

Substantial 0.70 0.25 0.05

Moderate 0.30 0.60 0.10

Light 0.10 0.20 0.70

(a) From the available data, determine the optimal decision as to which crop to plant.
(b) Determine whether it would be economical for the farmer to hire the services of a

forecaster.
Solution: (a) Let Ni be the state of nature (i = 1, 2, 3) representing ‘substantial rainfall’,
‘moderate rainfall’, and ‘light rainfall’ respectively, and Sj be the course of action ( j = 1,
2, 3) representing ‘Crop A’, ‘Crop B’, and ‘Crop C’, respectively.

Table 19.27: Calculation of EMVs

   States of Prior Conditional Profit (Rs) Expected Profit (Rs)
  Nature Probability Courses of Action Courses of Action

S1 S2 S3 S1 S2 S3

N1 0.2 7000 2500 4000 1400 500 800
N2 0.3 3500 3500 4000 1050 1050 1200
N3 0.5 1000 4000 3000 500 2000 1500

                 EMV = 2950 3550 3500
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The maximum EMV is Rs 3550. Therefore, the optimal course of action is N2, that
is, plant crop B. However, it would make no sense to plant more than one kind of crop
because maximum EMV is obtained by planting all 100 acres with crop B.

(b) Let Bi (i = 1, 2, 3) denote the outcome forecast for ‘substantial rainfall’, ‘moderate
rainfall’, and ‘light rainfall’ respectively. The likelihood values are given in
Table 19.28.

Table 19.28

States of Forecast Likelihood

Nature (Ni) P(B1 | Ni) P(B2 | Ni) P(B3 | Ni)

N1 0.70 0.25 0.05

N2 0.30 0.60 0.10

N3 0.10 0.20 0.70

From the data of Table 19.27, where maximum profit for each state of nature is
written in bold, the expected profit with perfect information is given by

EPPI = 0.2(7000) + 0.3(4000) + 0.5(4000) = Rs 4600
Thus, we have EVPI = EPPI – EMV* = 4600 – 3550 = Rs 1050

For each of the three forecast results, the prior and posterior probabilities are given
in Tables 19.29 and 19.30.

Table 19.29

     States of Nature Prior Outcomes Conditional Joint Probability
Probability (Bi ) Probability P(Bi ∩ Ni) = P(Ni) P(Bi | Ni)

P(Bi|Ni)

N1 0.2 B1 0.70 0.14 — —
B2 0.25 — 0.05 —
B3 0.05 — — 0.01

N2 0.3 B1 0.30 0.09 — —
B2 0.60 — 0.18 —
B3 0.10 — — 0.03

N3 0.5 B1 0.10 0.05 — —
B2 0.20 — 0.10 —
B3 0.70 — — 0.35

 Marginal probability 0.28 0.33 0.39

Table 19.30

Outcome Probability States of Nature Posterior Probability
( Bi ) P( Bi ) ( Ni ) P(Ni | Bi) = P(Ni ∩ Bi) /P(Bi)

B1 0.28 N1 0.14/0.28 = 0.500
N2 0.09/0.28 = 0.321
N3 0.05/0.28 = 0.178

B2 0.33 N1 0.05/0.33 = 0.151
N2 0.18/0.33 = 0.303
N3 0.10/0.33 = 0.030

B3 0.39 N1 0.01/0.39 = 0.025
N2 0.03/0.39 = 0.076
N3 0.35/0.39 = 0.897
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For each outcome, the revised probabilities are now used to recalculate the EMVs,
given the additional information supplied by that outcome, as shown in Table 19.31.

Table 19.31

States of Forecast Outcome

Nature B1 B2 B3

(Ni) Prob. COL EOL Prob. COL EOL Prob. COL EOL

N1 0.500 0 0 0.151 500 75 0.025 3000 60
N2 0.321 4500 1440 0.303 500 275 0.076 0 0
N3 0.178 3000 540 0.030 0 0 0.897 1000 900

Posterior EOL 1980 350 960

The expected value of sample information can be obtained by multiplying posterior
EOLs with the revised probabilities as shown in Table 19.32.

Table 19.32

Outcome Probability Expected Opportunity Expected Value of Sample
(Bi) P(Bi) Loss (EOL) Information (EVSI )

B1 0.28 1980 554.4

B2 0.33 350 115.5

B3 0.39 960 374.4

1044.3

The EVSI Rs 1044.3 indicates the money which the farmer has to pay for hiring the
services of a forecaster.

S e l f-P r a c t i c e  P r o b l e m s  19B

19.6 You are given the following payoffs of three acts A1, A2,
and A3 and the events E1, E2, E3.

States of Three Acts

Nature A1 A3 A3

E1 25 – 10 – 125
E2 400 440 400
E3 650 740 750

The probabilities of the  states of nature are 0.1, 0.7,
and 0.2 respectively. Calculate and tabulate, EMV and
conclude which of the course of action can be chosen as
the best.

19.7 A management is faced with the problem of choosing
one of three products for manufacturing. The potential
demand for each product may turn out to be good,
moderate, or poor. The probabilities for each of the
states of nature were estimated as follows:

Product Nature of Demand

Good Moderate Poor

X 0.70 0.20 0.10

Y 0.50 0.30 0.20

Z 0.40 0.50 0.10

The estimated profit or loss in rupees under the three
states may be taken as:

Product Good Moderate Poor

X 30,000 20,000 10,000

Y 60,000 30,000 20,000

Z 40,000 10,000 – 15,000

Prepare the expected value table, and advise the man-
agement about the choice of product.    [CA, May 1986]

19.8 The marketing staff of a certain industrial organization
has submitted the following payoff table, giving profits
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in million rupees, concerning a certain proposal depend-
ing upon the rate of technology advance.

Technological Decision
Advance Accept Reject

Much 2 3
Little 5 2
None (–)1 4

The probabilities are 0.2, 0.5, and 0.3 for Much, Little,
and None technological advance respectively. What de-
cision should be taken?

19.9 A physician purchases a particular vaccine on Monday
of each week. The vaccine must be used within the fol-
lowing week, otherwise it becomes worthless. The vac-
cine costs Rs 2 per dose and the physician charges Rs 4
per dose. In the past 50 weeks, the physician has ad-
ministered the vaccine in the following quantities:

Doses per week : 20 25 40 60
Number of weeks : 5 15 25 5

Determine how many doses the physician should buy
every week.

19.10 A grocery with a bakery department is faced with the
problem of how many cakes to buy in order to meet the
day’s demand. The grocer prefers not to sell day-old
goods in competition with fresh products; leftover cakes
are, therefore, a complete loss. On the other hand, if a
customer desires a cake and all of them have been sold,
the disappointed customer will buy from elsewhere and
the sale will be lost. The grocer has, therefore, collected
information on the past sales on a selected 100-day
period as shown in table below:

Sales per Day No. of Days Probability
25 10 0.10
26 30 0.30
27 50 0.50
28 10 0.10

Construct the payoff table and the opportunity loss table.
What is the optimal number of cakes that should be
bought each day? Also find and interpret the EVPI (Ex-
pected Value of Perfect Information). A cake costs Re
0.80 and sells for Re 1.

H i n t s  a n d  A n s w e r s

19.10 Conditional profit value
= MP × cake sold – ML × cake not sold
= (1 – 0.80) × cake sold – 0.80 × cake not sold

0.20D ; D S
0.20D 0.80 (S D) ; D S

≥
=  − − <

where D is the number of units demanded and S is the
number of units stocked
EMV* = Rs 5 ; EOL* = 0.22 (stock 26 units of cake)

19.6 EMV(Ai) = 412.5, EMV(Ai) = 455, EMV(A3) = 417.5
19.7 EMV(X ) = 26, EMV(Y ) = 43, EMV(Z) = 19.5;

Company should manufacture product Y.
19.8 EMV (accept) = 2.6, EMV (reject) = 2.8; reject.
19.9 Conditional profit value

= MP × units sold – ML × units unsold

(4 2)D 2D ; D S
(4 2)D 2(S D) 4D 2S ; D S

− = ≥
=  − − − = − <
where D is the number of units demanded and S is the
number of units stocked

EMV* = EMV (Purchase 40 dozen) = Rs 54.

19.7 DECISION TREE ANALYSIS

The decision-making problems discussed so far are referred to as single stage decision
problems, because the payoffs, states of nature, courses of action, and probabilities asso-
ciated with the occurrence of states of nature are not subject to change.

However, situations may arise when a decision-maker needs to revise his previous
decisions on getting new information and make a sequence of other decisions. Thus, the
problem becomes a multi-stage decision problem because the consequence of one deci-
sion affects future decisions. For example, in the process of marketing a new product,
the first decision is often test marketing and the alternative courses of action might be
either intensive testing or gradual testing. Given various possible consequences—good,
fair, or poor, the decision-maker may be required to decide between redesigning the
product, an aggressive advertising campaign, or complete withdrawal of product, and
so on. Given that decision, there will be an outcome which will lead to another decision
and so on.

Decision tree analysis involves the construction of a diagram showing all the possible
courses of action, states of nature, and the probabilities associated with the states of
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nature. The decision diagram looks very much like a drawing of a tree, therefore also
called decision-tree.

A decision tree consists of nodes, branches, probability estimates, and payoffs. There are
two types of nodes: decision nodes and chance nodes. A decision node is usually represented
by a square and indicates places where a decision-maker must make a decision. Each
branch leading away from a decision node represents one of the several possible courses
of action available to the decision-maker. The chance node is represented by a circle and
indicates a point at which the decision-maker will discover the response to his decision,
that is, different possible outcomes occurring from a chosen course of action.

Branches emanate from and connect various nodes and are either decisions or states
of nature. There are two types of branches: decision branches and chance branches. Each
branch leading away from a decision node represents a course of action or strategy that
can be chosen at a decision point, whereas a branch leading away from a chance node
represents the state of nature of a set of chance factors. Associated probabilities are
indicated alongside of the respective chance branch. These probabilities are the likeli-
hood that the chance outcome will assume the value assigned to the particular branch.
Any branch that makes the end of the decision tree, that is, it is not followed by either
another decision or chance node, is called a terminal branch. A terminal branch can
represent either a course of action or a chance outcome. The terminal points of a deci-
sion tree are said to be mutually exclusive points so that exactly one course of action will
be chosen.

The payoff can be positive (i.e., revenue or sales) or negative (i.e., expenditure or
cost) and they can be associated either with decisions or chance branches.

An illustration of a decision tree is shown in Fig. 19.1. It is possible for a decision
tree to be deterministic or probabilistic and it can be further divided into single stage (a
decision under condition of certainty) and a multistage (a sequence of decisions).

The optimal sequence of decisions in a tree is found by starting at the right-hand
side and rolling backward. The aim of this operation is to maximize the return from the
decision situation. At each node, an expected return is calculated (called the position
value). If the node is a chance node, then the position value is calculated as the sum of
the products of the probabilities or the branches emanating from the chance node and
their respective position values. If the node is a decision node, then the expected return
is calculated for each of its branches and the highest return is selected. The procedure
continues until the initial node is reached. The position values for this node correspond
to the maximum expected return obtainable from the decision sequence.

RRRRRemaremaremaremaremarkkkkks:s:s:s:s: Decision Trees Versus Probability Trees: Decision trees are basically an extension
of probability trees. However, there are several basic differences:
1. The decision tree utilizes the concept of ‘rollback’ to solve a problem. This means

starting at the right-hand terminus with the highest expected value of the tree and
working back to the current or beginning decision point to determine the decision
or decisions that should be made. Most decisions require trees with numerous
branches and more than one decision point. It is the multiplicity of decision points
that make the rollback process necessary.

2. The probability tree is primarily concerned with calculating the correct probabili-
ties, whereas the decision tree utilizes probability factors as a means of arriving at a
final answer.

3. A most important feature of the decision tree, not found in probability trees, is that
it takes time differences of future earnings into account. At any stage of the decision
tree, it may be necessary to weigh the differences in immediate cost or revenue
against differences in value at the next stage.

Decision tree: A graphical
presentation for displaying
acts and events in a decision
problem in the form of a
tree diagram.
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Example 19.16: You are given the following estimates concerning a research and
development programme:

Decision Probability of Decision Outcome Probability of Payoff Value
Di Di Given Research R Number Outcome xi Given Di of Outcome, xi

P(Di | R ) P(xi|Di ) (Rs in ’000)

Develop 0.5 1 0.6 600
2 0.3 – 100
3 0.1 0

Do not develop 0.5 1 0.0 600
2 0.0 – 100
3 1.0 0

Construct and evaluate the decision tree diagram for the above data. Show your
workings for evaluation.
Solution: The decision tree of the given problem along with necessary calculations is
shown in Fig. 19.2.

Figure 19.1
Decision Tree
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Example 19.17: A glass factory specializing in crystal is developing a substantial back-
log and the firm’s management is considering three courses of action: Arrange for sub-
contracting (S1), begin overtime production (S2 ), and construct new facilities (S3). The
correct choice depends largely upon future demand which may be low, medium, or
high. By consensus, management ranks the respective probabilities as 0.10, 0.50, and
0.40. A cost analysis reveals the effect upon the profits that is shown in the table below:

      Demand Probability Course of Action

S1 S2 S3
(Subcontracting) (Begin Overtime) (Construct Facilities)

Low (L) 0.10 10 – 20 – 150
Medium (M ) 0.50 50 60 20
High (H) 0.40 50 100 200

Show this decision situation in the form of a decision tree and indicate the most
preferred decision and the corresponding expected value.

Solution: A decision tree which represents possible courses of action and states of na-
ture are shown in Fig. 19.3. In order to analyze the tree, we start working backward
from the end branches.

The most preferred decision at the decision node 0 is found by calculating the
expected value of each decision branch and selecting the path (course of action) with
high value.

Since node 3 has the highest EMV, therefore, the decision at node 0 will be to choose
the course of action S3, that is, construct new facilities.

Example 19.18: A businessman has two independent investment portfolios A and B
available to him, but he lacks the capital to undertake both of them simultaneously. He
can choose A first and then stop, or if A is not successful, then take, B or vice versa. The
probability of success of A is 0.6, while for B it is 0.4. Both investment schemes require
an initial capital outlay of Rs 10,000 and both return nothing if the venture is unsuccess-
ful. Successful completion of A will return Rs 20,000 (over cost) and successful comple-
tion of B will return Rs 24,000 (over cost). Draw a decision tree and determine the best
strategy. [CA, May 1988; Delhi Univ., MBA, 1997]

Figure 19.2
Decision Tree
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Solution: The decision tree corresponding to the given information is depicted in the
Fig. 19.4.

Table 19.33: Evaluation of Decision and Chance Nodes

Decision Point Outcome Probability Conditional Value Expected Value
(Rs) (Rs)

D3 (i) Accept A Success 0.6 20,000 12000
Failure 0.4 –10,000 – 4000

8000
(ii) Stop — — — 0

D2 (i) Accept B Success 0.4 24,000 9600
Failure 0.6 –10,000 – 6000

3600
(ii) Stop — —          — 0

D1 (i) Accept A Success 0.6 20,000 + 3600 14,160
Failure 0.4 –10,000 – 4000

10,160
(ii) Accept B Success 0.4 24,000 + 8000 12,800

Failure 0.6 –10,000 – 6000
6800

(iii) Do nothing — — — 0

Figure 19.3
Decision Tree
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Since the EMV = Rs 10,160 at node 1 is the highest, therefore, the best strategy at
node D1 is to accept course of action A first and if A is successful, then accept B.

Example 19.19: The Oil India Corporation (OIC) is considering whether to go for an
offshore oil drilling contract to be awarded in the Bombay High. If OIC bids, the value
would be Rs 600 million with a 65 per cent chance of gaining the contract. OIC may set
up a new drilling operation or move their already existing operation, which has proved
successful, to a new site. The probability of success and expected returns are as follows:

Outcome New Drilling Operation Existing Operation

Probability Expected Revenue Probability Expected Revenue
(Rs in million) (Rs in million)

 Success 0.75 800 0.85 700

 Failure 0.25 200 0.15 350

If the Corporation does not bid or lose the contract, they can use Rs 600 million to
modernize their operations. This would result in a return of either 5 per cent or 8 per
cent on the sum invested with probabilities 0.45 and 0.55. (Assume that all costs and
revenue have been discounted to present value.)
(a) Construct a decision tree for the problem showing clearly the courses of action.
(b) By applying an appropriate decision criterion recommend whether or not the Oil

India Corporation should bid for the contract.
[ICWA, June 1989; Delhi Univ., MBA, 1997, 2001]

Solution: The decision tree based on the given information in the problem is depicted
in the Fig. 19.5.

Figure 19.4
Decision Tree
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Table 19.34: Evaluation of Decision and Chance Nodes

Decision Point Outcome Probability Conditional Value Expected Value
(Rs) (Rs)

D3 (i) Modernize 5% return 0.45 600×0.05 = 30 13.5

8% return 0.55 600×0.08 = 48 26.4

 39.9

D2 (i) Undertake new Success 0.75 800 600
drilling operation Failure 0.25 200 50

 650

(ii) Move existing Success 0.85 700 595
operation Failure 0.15 350 52.5

647.5

D1 (i) Do not bid but 5% return 0.45 600×0.05 = 30 13.5
modernize 8% return 0.55 600×0.08 = 48 26.4

 39.9

(ii) Bid Success 0.65 650 422.50

Failure 0.35 39.9 13.96

436.46
Figure 19.5
Decision Tree

Since the EMV = Rs 257.34 at node 2 is highest, therefore, the best decision at node
D2 is to bid and, if successful, establish a new drilling operation.

Example 19.20: Matrix Company is planning to launch a new product which can be
introduced initially in Western India or in the whole country. If the product is intro-
duced only in Western India, the investment outlay will be Rs 12 million. After two
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years, company can evaluate the project to determine whether it  should cover the whole
country. For such an expansion it will have to incur an additional investment of Rs 10
million. To introduce the product in the whole country right in the beginning would
involve an outlay of Rs 20 million. The product, in any case, will have a life of 5 years,
after which the plant will have zero net value.

If the product is introduced only in Western India, demand would be high or low
with the probabilities of 0.8 and 0.2 respectively, and annual cash inflow of Rs 4 million
and Rs 2.5 million, respectively.

If the product is introduced in the whole country right in the beginning the de-
mand would be high or low with the probabilities of 0.6 and 0.4, respectively and annual
cash inflows of Rs 8 million and Rs 5 million, respectively.

Based on the observed demand in Western India, if the product is introduced in the
entire country the following probabilities would exist for high and low demand on an
all-India basis:

Western  India Whole Country

High Demand Low Demand

 High demand 0.90 0.10
 Low demand 0.40 0.60

The hurdle rate applicable to this project is 12 per cent.
(a) Set up a decision tree for the investment situation.
(b) Advise Matrix Company on the investment policy it should follow. Support your

advice with appropriate reasoning. [ICWA, June 1990]
Solution: The decision tree based on the information given in the problem is depicted
in the Fig. 19.6.

Table 19.35: Evaluation of Decision and Chance Nodes

         Decision Point Outcome Probability Conditional Value Expected Value
(Rs in million) (Rs in million)

D3 (i) Expansion High demand 0.9 8 7.2
Low demand 0.1 5 0.5

7.7 × 3 years = 23.1
(ii) Stop Less: Cost   10.0

13.1
0

 13.1

D2 (i) Expansion High demand 0.4 8 3.2
Low demand 0.6 5 3.0

6.2 × 3 years = 18.6
 Less: Cost 10.0

8.6
(ii) No Expansion 0

8.6

D1 (i) Introduction in High demand 0.6 8 4.8
whole country Low demand 0.4 5 2.0

6.8 × 5 years = 34
Less: Cost  20

 14
(ii) Introduction in High demand 0.8 (4 + 13.1) = 13.68

Western India Low demand 0.2 (2.5 + 8.6) =  2.22
  15.90

(iii) Do nothing Less: Cost 12.00
  3.90
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C o n c e p t u a l  Q u e s t i o n s  19A

1. Discuss the difference between decision-making under
certainty, uncertainty and risk.

2. What techniques are used to solve decision-making
problems under uncertainty? Which technique results
in an optimistic decision? Which technique results in a
pessimistic decision?

3. Explain the various quantitative methods which are
useful for decision-making under uncertainty.

4. What is a scientific decision-making process? Discuss
the role of the statistical method in such a process.

5. Give an example of a good decision you made that
resulted in a bad outcome. Also give an example of a
good decision you made that had a good outcome. Why
was each decision good or bad?

6. Given the complete set of outcomes in a certain situa-
tion, how is the EMV determined for a specific course of
action? Explain in your own words.

7. Explain the difference between expected opportunity
loss and expected value of perfect information.

8. Indicate the difference between decision-making under
risk, and uncertainty in statistical decision theory.

9. Briefly explain ‘expected value of perfect information’
with examples. [CA, May 1992]

10. Describe a business situation where a decision-maker
faces a decision under uncertainty and where a decision
based on maximizing the expected monetary value can-
not be made. How do you think the decision-maker
should make the required decision?

Figure 19.6
Decision Tree

Since the EMV at node 2 is largest, make a decision to launch the product in the
whole country.
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19.11 Raman Industries Ltd. has a new product which they
expect has great potential. At the moment they have
two courses of action open to them: To test market (S1)
or to drop the product (S2).
If they test it, it will cost Rs 50,000 and the response
could be positive or negative with probabilities 0.70
and 0.30, respectively. If it is positive, they could either
market it with full effort or drop the product. If they
market on a full scale, then the result might be low,
medium, or high demand and the respective net pay-
offs would be—Rs 1,00,000, Rs 1,00,000, or Rs
5,00,000. These outcomes have probabilities of 0.25,
0.55, and 0.20, respectively. If the result of the test mar-
keting is negative they may decide to drop the product.
If, at any point, they drop the product there is a net gain
of Rs 25,000 from the sale of scrap. All financial values
have been discounted to the present. Draw a decision
tree for the problem and indicate the most preferred
decision.

19.12 A manufacturing company has just developed a new
product. On the basis of past experience, a product such
as this will either be successful, with an expected gross
return of Rs 1,00,000, or unsuccessful, with an expected
gross return of Rs 20,000. Similar products manufac-
tured by the company have a record of being successful
about 50 per cent of the time. The production and mar-
keting costs of the new product are expected to be
Rs 50,000.

The company is considering whether to market this
new product or to drop it. Before making its decision, a
test marketing effort can be conducted at a cost of
Rs 10,000. Based on past experience, test marketing
results have been favourable about 70 per cent of the
time. Furthermore, products favourably tested have
been successful 80 per cent of the time. However, when
the test marketing result has been unfavourable, the
product has been successful only 30 per cent of the
time. What course of action should the company
pursue?

19.13 The XYZ Company manufactures guaranteed tennis
balls. At present time, approximately 10 per cent of the
tennis balls are defective. A defective ball leaving the
factory costs the company Re 0.50 to honour its guar-
antee. Assume that all defective balls are returned. At a
cost of Re 0.10 per ball, the company can conduct a test,
which always correctly identifies both good and bad
tennis balls.
(a) Draw a decision tree and determine the optimal course
of action and its expected cost.
(b) At what testing cost should the company be indiffer-
ent to testing?

19.14 The Ore Mining Company is attempting to decide
whether or not a certain piece of land should be pur-
chased. The land cost is Rs 3,00,000. If there are com-
mercial ore deposits on the land, the estimated value of
the property is Rs 5,00,000. If no ore deposits exist,

S e l f-P r a c t i c e  P r o b l e m s  19C

however, the property value is estimated at Rs 2,00,000.
Before purchasing the land, the property can be cored
at a cost of Rs 20,000. The coring will indicate if condi-
tions are favourable or unfavourable for ore mining. If
the coring report is favourable the probability of recov-
erable ore deposits on the land is 0.8, while if the coring
report is unfavourable the probability is only 0.2. Prior
to obtaining any coring information, management esti-
mates that the odds are 50–50 that ore is present on the
land. Management has also received coring reports on
pieces of land similar to the one in question and found
that 60 per cent of the coring reports were favourable.
Construct a decision tree and determine whether the
company should purchase the land, decline to purchase
it, or take a coring test before making its decision.
Specify the optimal course of action and the EMV.

19.15 XYZ company, dealing with a newly invented telephone
device, is faced with the problem of selecting one of the
following courses of action available:
(a) manufacture the device itself; or
(b) be paid on a royalty basis by another manufac-

turer; or
(c) sell the rights for its invention for a lump sum.
The profit (Rs in ’000s) which can be expected in each
case and the probabilities associated with the level of
sales are shown in the following table:

Outcome Prob Manufacture Royalties Sell all
Itself Rights

High sales 0.1 75 35 15
Medium sales 0.3 25 20 15
Low sales 0.6 – 10 10 15

Represent the company’s problem in the form of a de-
cision tree. Redraw the decision tree further by intro-
ducing the following additional information:
(a) If it manufactures itself and sales are medium or

high, then company has the opportunity of devel-
oping a new version of the telephone;

(b) From past experience the company estimates that
there is a 50 per cent chance of successful develop-
ment,

(c) The cost of development is Rs 15 and returns af-
ter deduction of development cost are Rs 30 and
Rs 10 for high and medium sales, respectively.

19.16 An automobile owner faces the decision as to what de-
ductible amount of comprehensive insurance coverage
to select. Comprehensive coverage includes losses due
to fire, vehicle theft, vandalism, and the forces of na-
ture. The possible choices are zero deductible coverage
for Rs 60 per year or Rs 50 deductible coverage for
Rs 45 per year. (The owner pays the first Rs 50 of any
loss of at least Rs 500.) Considering accidents covered
by the comprehensive portion of the policy, some of the
owner’s utility values are given below:
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Amount (Rs) : – 95 – 60 – 50 – 45 0
Utility : 0.2 0.4 0.45 0.47 0.5
(a) Sketch the owner’s utility curve. Is the owner a risk

avoider, an EMV’er, or a risk taker?

(b) On the basis of the utility curve drawn in part (a),
should the owner take the zero deductible or the
Rs 50 deductible comprehensive coverage?

H i n t s  a n d  A n s w e r s

19.11 The company should test market rather than drop the
product. If the test market result is positive, the com-
pany should market the product otherwise drop it.

19.12 Test marketing should be done; EMV = Rs 13,800.
19.13 (a) Do not test, Rs 0.05; (b) Rs 0.05
19.14 Test: If favourable—purchase; If not—do not purchase;

Rs 64,000

19.15 Royalties; IMV = Rs 15.5
If p is the probability of high sale, then
(a) manufacture itself when p > 0.24
(b) pay on royalty basis when 0.07 < p < 0.24
(c) sell all rights for lump sum when p < 0.071

19.16 (b) Rs 50 deductible.

F o r m u l a e  U s e d

1. Expected monetary value EMV(Sj) = p pij i
i

m

=
∑
1

pi = probability of occurrence of state of nature
i (i = 1, 2, . . ., m)

pij = payoff associated with state of nature, Ni and
decision alternative, Sj

2. Expected opportunity loss EOL(Ni) = l pij i
i

m

=
∑
1

lij = opportunity loss due to state of nature Ni and
decision alternative Sj

3. Expected value of perfect information

EVPI = pij i
i

m
( )N Max EMV−

=
∑
1

4. Expected profit with perfect information
EPPI = EVPI + EMV

5. Baye’s rule P(Ai | B) = 
P(A P(B|A
P(A P(B|A
i i

i i

) )
) )∑

 for all i

C h a p t e r  C o n c e p t s  Q u i z

True or False
5. Acts are referred to as the strategies available to the

decision-maker. (T/F)
6. The expected payoff criterion identifies the best deci-

sion alternative for which the payoff is the highest.
(T/F)

7. The minimum EOL value is also the act that has the
maximum expected payoff. (T/F)

8. EVPI = EP (with perfect information) + EP (under un-
certainty). (T/F)

9. EVPI ≠ EOL (best act under uncertainty). (T/F)
10. Maximin criterion is reversed if the consequences are in

terms of opportunity loss. (T/F)

1. Classical methods of statistical inference are based on
the use of sample data and the objective interpretation
of probabilities. (T/F)

2. Techniques of statistical decision analysis have been de-
veloped with continuous as well as discrete variables.

(T/F)
3. The expected payoff criterion is based on the use of

probability values as well as economic consequences.
(T/F)

4. A payoff table cannot include the probability value for
each event. (T/F)

Multiple Choice
11. A type of decision-making environment is:

(a) certainty (b) uncertainty
(c) risk (d) all of the above

12. Decision theory is concerned with:

(a) methods of arriving at an optimal decision
(b) selecting an optimal decision in sequential manner
(c) analysis of information that is available
(d) all of the above
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13. Which of the following criteria is not used for decision-
making under uncertainty?
(a) maximin (b) maximax
(c) minimax (d) minimize expected loss

14. Which of the following criteria is not applicable to deci-
sion-making under risk?
(a) maximize expected return
(b) maximize return
(c) minimize expected regret
(d) knowledge of likelihood occurrence of each state of

nature
15. The minimum expected opportunity loss (EOL) is:

(a) equal to EVPI (b) minimum regret
(c) equal to EMV (d) both (a) and (b)

16. The expected value of perfect information (EVPI) is:
(a) equal to the expected regret of the optimal decision

under risk
(b) the utility of additional information
(c) the maximum expected opportunity loss
(d) none of the above

17. The value of the coefficient of optimism (α) is needed
while using the criterion of:

(a) equally likely (b) maximin
(c) realism (d) minimax

18. The decision-maker’s knowledge and experience may in-
fluence the decision-making process when using the crite-
rion of:
(a) maximax (b) minimax regret
(c) realism (d) maximin

19. The difference between the expected profit under condi-
tions of risk and the expected profit with perfect informa-
tion is called:
(a) expected value of perfect information
(b) expected marginal loss
(c) expected opportunity loss
(d) none of the above

20. The concept of utility is used to:
(a) measure the utility of money
(b) take into account aversion of risk
(c) both (a) and (b)
(d) none of the above

Concepts Quiz Answers

1. T 2. T 3. T 4. F 5. T 6. T 7. T 8. F 9. F
10. T 11. (d) 12. (d) 13. (d) 14. (b) 15. (d) 16. (a) 17. (c) 18. (c)
19. (a) 20. (c)

R e v i e w  S e l f-P r a c t i c e  P r o b l e m s

19.17 A producer of boats has estimated the following distri-
bution of demand for a particular kind of boat:
No. demanded : 0 1 2 3 4 5 6
Probability : 0.14 0.27 0.27 0.18 0.09 0.04 0.01

Each boat costs him Rs 7000 and he sells them for
Rs 10,000 each. Boats left unsold at the end of the
season must be disposed of for Rs 6000 each. How
many boats should be in stock so as to maximize his
expected  profit? [Delhi Univ., MCom, 1988]

19.18 A small industry finds from past data that the cost of
making an item is Rs 25, the selling price is Rs 30 if it is
sold within a week, and it could be disposed of at Rs 20
per item at the end of the week:
Weekly sales : <  3 4 5 6 7 ≥ 8
No. of weeks : 0 10 20 40 30 0
Find the optimum number of items per week the indus-
try should produce. [CA, May 1986]

19.19 A firm makes pastries which it sells at Rs 8 per dozen in
special boxes containing one dozen each. The direct
cost of pastries for the firm is Rs 4.50 per dozen. At the
end of the week the stale pastries are sold off at a lower
price of Rs 3.50 per dozen. The overhead expenses
attributable to pastry production are Rs 1.25 per dozen.
Fresh pastries are sold in special boxes which cost 50
paise each and the stale pastries are sold wrapped in

ordinary paper. The probability distribution of demand
per week is as under:
Demand (in dozen) : 0 1 2 3 4 5
Probability : 0.01 0.14 0.2 0.5 0.1 0.05
Find the optimal production level of pastries per week.

[Delhi Univ., MCom, 1986]
19.20 The local football club wants your advice on the num-

ber of programmes that should be printed for each
game. The cost of printing and production of
programmes for each game, as quoted by the local
printer, is Rs 1000 plus 4 paise per copy. Advertising
revenue which has been agreed upon for the season
represents Rs 800 for each game.

Programmes are sold for 15 paise each. A review of
sales during the previous season indicates that the fol-
lowing pattern is expected to be repeated during the
coming season of 50 games:
Number of Programmes Sold Number of Games

10,000 5
20,000 20
30,000 15
40,000 10

Programmes not sold at the game are sold as waste
paper to a paper manufacturer at one paisa per copy.
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Assuming that the four options listed are the only pos-
sibilities,
(a) prepare a payoff table;
(b) determine the number of programmes that would

provide the largest profit, if a constant number of
programmes were to be printed for each game;

(c) calculate the profit which would arise from a perfect
forecast of the number of programmes which would
be sold at each game.

19.21 The probability distribution of monthly sales (units) of
an item is as follows:
Monthly sales : 0 1 2 3 4 5 6

Probability : 0.01 0.06 0.25 0.30 0.22 0.10 0.06

The cost of carrying inventory (unsold during the
month) is Rs 30 per unit per month and the cost of unit
shortage is Rs 70. Determine the optimum stock to
minimize expected cost.     [CA, May 1987]

19.22 A modern home appliances dealer finds that the cost of
holding a mini cooking range in stock for a month is Rs
200 (insurance, minor deterioration, interest on bor-
rowed capital, etc.). Customers who cannot obtain a
cooking range immediately tend to go to other dealers
and he estimates that for every customer who cannot
get immediate delivery, he loses an average of Rs 500.
The probabilities of a demand of 0, 1, 2, 3, 4, 5 mini
cooking ranges in a month are 0.05,  0.10, 0.20, 0.30,
0.20, and 0.15 respectively. Determine the optimal stock
level of cooking ranges. Also find the EVPI.

[Delhi Univ., MBA, 1990]
19.23 A TV dealer finds that the cost of holding a TV in stock

for a week is Rs 50. Customers who cannot obtain new
TVs immediately tend to go to other dealers and he
estimates that for every customer who cannot get im-
mediate delivery he loses an average of Rs 200. For one
particular model of TV the probabilities of a demand of
0, 1, 2, 3, 4 and 5 TVs in a week are 0.05, 0.10,  0.20,
0.30,  0.20, and 0.15, respectively.
(a) How many televisions per week should the dealer

order? Assume there is no time lag between order-
ing and delivery.

(b) Compute the EVPI.
(c) The dealer is thinking of spending on a small mar-

ket survey to obtain additional information regard-
ing demand levels. How much should he be willing
to spend on such a survey?  [Delhi Univ., MBA, 1988]

19.24 XYZ Co. Ltd wants to go in for a public share issue of
Rs 10 lakh (1 lakh shares of Rs 10 each) as a part of its
efforts to raise capital needed for its expansion
programme. The company is optimistic that if the issue
were made now it would be fully taken up at a price of
Rs 30 per share.

However, the company is facing two crucial situa-
tions both of which may influence the share prices in the
near future. These are:
(a) An impending wage dispute with assembly workers

which could lead to a strike in the whole factory and
could have an adverse effect on the share price.

(b) The possibility of substantial business in the export
market which would increase the share price.

The four possible events and their expected effect on
the company’s share prices are envisaged as:
E1 : No strike, and no export business obtained—share

price stays at Rs 34.
E2 : Strike, and export business obtained—share price

stays at Rs 30.
E3 : No strike, and export business lost—share price

hovers around Rs 32.
E4 : Strike, and export business lost—share price drops

to Rs 16.
And the management has identified three possible strat-
egies that the company could adopt, namely
S1 : Issue 1,00,000 shares now.
S2 : Issue 1,00,000 shares only after the outcome of (i)

and (ii) above are known.
S3 : Issue 50,000 shares now and 50,000 shares after

the outcome (i) and (ii) are known.
You are required to:
(a) Draw up a payoff table for the company and deter-

mine the minimax regret solution.What alternative
criteria might be used?

(b) Determine the optimum policy for the company
using the criterion of maximizing expected payoff,
given the estimate that the probability of a strike is
55 per cent and there is a 65 per cent chance of
getting the export business, these probabilities be-
ing independent.

(c) Determine the expected value of perfect informa-
tion for the company. [ICWA, June 1989]

19.25 A company manufacturing large electrical equipment is
anticipating the possibility of a total or a partial copper
strike in the near future. It is attempting to decide
whether to stockpile a large amount of copper, at an
additional cost of Rs 50,000; a small amount, costing
an additional Rs 20,000: or to stockpile no additional
copper at all. The stockpiling costs, consisting of excess
storage, holding and handling costs and so forth, are
over and above the actual material costs.
If there is a partial strike, the company estimates that an
additional cost of Rs 50,000 for delayed orders will be
incurred if there is no stockpile at all. If a total strike
occurs, the cost of delayed orders is estimated at Rs
1,00,000 if there is only a small stockpile and Rs 2,00,000
with no stockpile. The company estimates the probabil-
ity of a total strike as 0.1 and that of a partial strike as 0.3.
(a) Develop a conditional cost table showing the cost

of all outcomes and course of action combinations.
(b) Determine the preferred course of action and its

cost. What is the EPPI?
(c) Develop a conditional opportunity loss table.
(d) Without calculating the EOL, find the EVPI.

19.26 A well-known departmental store advertises female fash-
ion garments from time to time in the Sunday press.
Only one garment is advertised on each occasion. Ex-
perience of garments in the price range Rs 30–40 leads
the management to assess the statistical probability of
demand at various levels after each advertisement as
follows:
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Demand After Advertising in After Advertising in
(No. of garments) One Newspaper Two Newspapers

30 0.10 0.00
40 0.25 0.15
50 0.40 0.35
60 0.25 0.40
70 0.00 0.10

The next garment to be advertised at Rs 35 will cost
Rs 15 to make and can be disposed of to the trade, if
unsold, for Rs 10. The store’s advertising agents will
charge Rs 37.50 for artwork and blockmaking for the
advertisement and each newspaper will charge Rs 50
for the insertion of the advertisement. You are required
to:
(a) Calculate how many garments to the nearest 10

should be purchased by the store in order to maxi-
mize expected gross profit, after advertising in:
(i) one newspaper (ii) two newspapers.

(b) Calculate the amount, if any, of the expected net
profit after advertising: (i) in one newspaper
(ii) two newspapers.

19.27 A car manufacturer uses a special control device in each
car he produces. Two alternative methods can be used
to detect and avoid a faulty device. Under the first
method, each device is tested before it is installed. The
cost is Rs 2 per test. Alternatively, the control device can
be installed without being tested, and a faulty device can
be detected and rendered after the car has been as-
sembled, at a cost of Rs 20 per faulty device.

Regardless of which method is used, faulty devices
cannot be repaired and must be discarded.
A manufacturer purchases the control devices in batches
of 10,000. Based on past experience, he estimates the
proportion of defective components and the associated
probability to be:

Proportion of Faulty Devices Probability
0.08 0.20
0.12 0.70
0.16 0.10

(a) Which inspection method should the manufacturer
adopt?

(b) What is the expected value of perfect information
(EVPI)?

19.28 Suppose a company has several independent invest-
ment opportunities each of which has an equal chance
of gaining Rs 1,00,000 or losing Rs 60,000. What is the
probability that the company will lose money on two
such investments? On three such investments? On four
such investments?
If a company has a number of independent investment
opportunities, in each of which the financial risk is rela-
tively small compared to its overall asset position, why
should the company try to maximize EMV, rather than
expected utility?

19.29 An oil drilling company is considering the purchase of
mineral rights on a property of Rs 100 lakh. The price
includes tests to indicate whether the property has type
A geological formation or type B  geological formation.
The company will be unable to tell the type of geologi-

cal formation until the purchase is made. It is known,
however, that 40 per cent of the land in this area has
type A formation and 60 per cent type B formation. If
the company decides to drill on the land it will cost
Rs 200 lakh. If the company does drill it may hit an oil
well, gas well or a dry hole. Drilling experience indicates
that the probability of striking an oil well is 0.4 on type
A and 0.1 on type B formation. Probability of hitting
gas is 0.2 on type A and 0.3 on type B formation. The
estimated discounted cash value from an oil well is Rs
1000 lakh and from a gas well is Rs 500 lakh. This
includes everything except cost of mineral rights and
cost of drilling. Use the decision-tree approach and rec-
ommend whether the company should purchase the
mineral rights? [ICWA, June 1987]

19.30 The Sensual Cosmetic Co. has developed a new per-
fume which management feels has a tremendous po-
tential. It not only interacts with the wearer’s body chem-
istry to create a unique fragrance but is also especially
long-lasting. A total of Rs 10 lakh has already been
spent on its development. Two marketing plans have
been devised:
(a) The first plan follows the company’s usual policy of

giving small samples of the new products when
other items in the company’s product lines are pur-
chased and placing advertisements in women’s
magazines. The plan would cost Rs 5 lakh and it is
believed that it might result in a high, moderate, or
low market response with probability of 0.2, 0.5,
and 0.3, respectively. The net profit excluding de-
velopment and promotion costs in these cases
would be Rs 20 lakh, Rs 10 lakh, and Rs 1 lakh,
respectively. If it later appears that the market re-
sponse is going to be low it would be possible to
launch a TV advt. campaign. This would cost an-
other Rs 7.5 lakh. It would change the market re-
sponse to high or moderate as previously described
but with probability of 0.5 each.

(b) The second marketing plan is much more aggres-
sive than the first. The emphasis would be heavily
upon TV advertising. The total cost of this plan
would be Rs 15 lakh, but the market response would
be either excellent or good, with probabilities of
0.4 and 0.6, respectively. The profit excluding de-
velopment and promotion costs would be Rs 30
lakh and Rs 25 lakh for the two outcomes.

Advise on the sequence of strategy to be fol-
lowed by the company. [ICWA, Dec. 1987]

19.31 The investment staff of TNC Bank is considering four
investment proposals for a client: shares, bonds, real
estate and saving certificates. These investments will be
held for one year. The past data regarding the four
proposals are given below:
Shares: There is a 25 per cent chance that shares will
decline by 10 per cent, a 30 per cent chance that they
will remain stable and a 45 per cent chance that they will
increase in value by 15 per cent. Also the shares under
consideration do not pay any dividends.
Bonds: These bonds stand a 40 per cent chance of in-
crease in value by 5 per cent and 60 per cent chance of
remaining stable and yield 12 per cent.
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Real estate: This proposal has a 20 per cent chance of
increasing 30 per cent in value, a 25 per cent chance of
increasing 20 per cent in value, a 40 per cent chance of
increasing 10 per cent in value, a 10 per cent chance of
remaining stable and a 5 per cent chance of losing 5 per
cent of its value.
Savings certificates: These certificates yield 8.5 per cent
with certainty.
Use a decision tree to structure the alternatives to the
investment staff, and using the expected value crite-
rion, choose the alternative with the highest expected
value. [CA, Nov. 1990]

19.32 The corporation has recently got leasehold drilling rights
on a large area in the western part of the country. No
seismic coverage is available and to conduct a detailed
survey Rs 3 million is required. If oil is struck, a large
reserve may result in a net profit of Rs 30 million,
whereas a smaller marginal reserve may result in a net
profit of Rs 18 million. Cost of drilling wildcast well is
Rs 7 million.

Seismic is thought to be quite reliable in this area.
Uncertainty involved is whether or not a structure ex-
ists. The  company assesses probability that the test
producing good, fair or bad result is 0.40, 0.30 and
0.30, respectively. On the basis of past drilling records
and experiences indicating the probabilities of striking
oil in large reserve, smaller marginal reserve or dry hole
even in the presence of good, fair and bad reading of
seismic study are as under:

Seismic Probability of Yield
Study Large Reserve Marginal Reserve Dry Hole

Good 0.50 0.25 0.25
Fair 0.30 0.30 0.40
Bad 0.10 0.20 0.70

Exploratory group has suggested two possible explo-
ration strategies:
(a) Drill at once on the basis of present geologic

intepretation and extrapolations.
(b) Conduct a seismic study and defer drilling till seis-

mic data is reviewed.
As a member of strategic group of the company

evaluate the two strategies suggested by the ex-
ploratory group.

19.33 A company has developed a new product in its R&D
laboratory. The company has the option of setting up
production facility to market this product straightaway.
If the product is successful, then over the three years
expected product life, the returns will be Rs 120 lakh
with a probability of 0.70. If the market does not re-
spond favourably, then the returns will be only Rs 15
lakh with probability of 0.30.

The company is considering whether it should test
market this product building a small pilot plant. The
chance that the test market will yield favourable response
is 0.80. If the test market gives favourable response,
then the chance of successful total market improves to
0.85.

If the test market gives poor response, then the
chance of success in the total market is only 0.30.

As before, the returns from a successful market
will be Rs 120 lakh and from an unsuccessful market
only Rs 15 lakh. The installation cost to production is
Rs 40 lakh and the cost of test marketing pilot plant is
Rs 5 lakh. Using decision-tree analysis, draw a decision
tree diagram, carry out necessary analysis to determine
the optimal decisions. [Delhi Univ., MBA, 1999]

19.17 Conditional profit value
= MP × boats sold – ML × boats unsold
= (10,000 – 7,000) boats sold

– (7,000 – 6,000) boats unsold

≥
=  − − = − <

300 D ; D S
3000 D 1000 (S D) 4000D 1000S; D S

where D is the number of boats sold and S is the num-
ber of boats produced

EMV* = 4,080, stock 3 boats.
19.18 Conditional profit value

= MP × item sold – ML × item unsold
= (30 – 25) item sold – (25 – 20) item unsold

− ≥
=  − − − − = − <

(30 25) D ; D S
(30 25) D (25 20) (S D) 10D 5S; D S

where, D is the number of item sold; S is the number of
item produced.

EMV = Rs 26, produce 6 items.

H i n t s  a n d  A n s w e r s

19.19 Conditional profit value
= MP × boxes sold – ML × boxes unsold
= (8 – 4.50 – 1.25 – 0.50) boxes sold

– (4.50 + 1.125 – 5.50) boxes unsold

= 
≥

 − − = − <

1.75 D ; D S
1.75 D 0.25 (S D) 2 D 0.25 S; D S

EMV* = Rs 4.28, produce 4 dozen pastries.
19.20 (a) Conditional profit = Sales revenue – Cost

= {0.15D + 800 + (P – D) × 0.101} – (1,000 + 0.04P)

− − <
=  − ≥

0.14 D 0.03 P 20; D P
0.11 D 200 ; D P

where P is the number of programmes printed and D is
the demand for programmes.
(b) largest expected profit = Rs 2260 accrues for

P = 30,000 copies per game
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(c) In case of perfect forecast, expected profit is:
900 × 0.1 + 2000 × 0.4 + 3,100 × 0.3

+ 4200 × 0.2 = Rs 2660
EVPI = Rs 2660 – Rs 2260 = Rs 400

19.21 Cost function 
70 (D S) ; D S
200 (S D); D S

− ≥
=  − <

where D = monthly demand (or sales); S = number of
units purchased.

Since expected cost Rs 46 is minimum for course of
action 4, optimum stock to minimize the cost is 4 units
per month.

19.22 Cost function 
500 (D S); D S
200 (S D); D S

− ≥
=  − <

Since expected cost Rs 315 is minimum for course
of action 4, optimum stock to minimize the cost is 4
cooking ranges.

19.23 Cost function 
+ − ≥

=  + − <

50 S 200 (D S); D S
50 D 50 (S D) ; D S

where D = number of TV sets demanded; S = number
of TV sets ordered (or stored)

Since expected cost Rs 230 is minimum, therefore,
dealer must order 4 TV sets per week.
EVPI = Minimum expected cost – Expected cost under

perfect information = 230 – 147.5 = Rs 82.5
19.24 (a) S1; Rs 4; Alternative: Maximum criterion; S1,

Rs 30.

(b) Adopt S1; Rs 30.075 lakh
(c) EVPI = EPPI – Optimal EMV = 31.48 – 30.075

= Rs 1.40 lakh.
19.25 (b) small stockpile; Rs 30,000 – Rs 11,000; (d) Rs 19,000
19.26 Marginal profit (MP) = Rs (35 – 15) = Rs 20

Marginal loss (ML) = Rs (15 – 10) = Rs 5
Conditional payoff =MP × garments sold – ML × gar-

ments unsold
(a) EMV (S) = Rs 600; EMV (S2) = Rs 775;

EMV (S3) = Rs 887.5;
EMV (S4) = Rs 900; EMV (S5) = Rs 850
Max. EMV is corresponding to course of action S4,
i.e. purchase 60 garments.

(b) EMV (S2 ) = Rs 800;
EMV (S3) = Rs 962.5; EMV (S4) = Rs 1,037.5;
EMV (S5 ) = Rs 1,012.5.
Max. EMV is corresponding to course of action S4,
i.e. purchase 60 garments.

19.27 (a) First alternative, Rs 20,000
(b) EVPI = Expected cost under uncertainty – Ex-

pected cost with perfect information
= 20,000 – (16,000 × 0.2 + 20,000 × 0.7
    + 20,000 × 0.1)
= 20,000 – 19,200 = Rs 800 per batch.

19.28 0.25; 0.50; 0.3125

19.29  Decision Point Outcome Probability Conditional Value Expected Value
(Rs) (Rs)

D3 (i) Drill Oil well 0.1 1000 100
Dry hole 0.6 0 0
Gas 0.3 500 150

250
Less: Cost  200

50
(ii) Do not drill 0

Total 50

D2 (i) Drill Oil well 0.4 1,000 400
Dry hole 0.4 0 0
Gas 0.2 500 100

500
Less: Cost  200

300
(ii) Do not drill 0

Total  300

D1 (i) Type A formation 0.4 300 120
(ii) Type B formation 0.6 50 30

150
Less: Cost 100

Total 50

The company should purchase the mineral rights.
19.30 Aggressive Plan.
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Appendices

Table A1: Poission Probabilities

λ

x 0.005 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0 .9950 .9900 .9802 .9704 .9608  .9512 .9418 .9324 .9231 .9139
1 .0050 .0099 .0196 .0291 .0384 .0476 .0565 .0653 .0738 .0823
2 .0000 .0000 .0002 .0004 .0008 .0012 .0017 .0023 .0030 .0037
3 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0001 .0001 .0001

x 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0 .9048 .8187 .7408 .6703 .6065 .5488 .4966 .4493 .4066 .3679
1 .0905 .1637 .2222 .2681 .3033 .3293 .3476 .3595 .3659 .3679
2 .0045 .0164 .0333 .0536 .0758 .0988 .1217 .1438 .1647 .1839
3 .0002 .0011 .0033 .0072 .0126  .0198 .0284 .0383 .0494 .0613
4 .0000 .0001 .0003 .0007 .0016 .0030 .0050 .0077 .0111 .0153
5 .0000 .0000 .0000 .0001 .0002 .0004 .0007 .0012 .0020 .0031
6 .0000 .0000 .0000 .0000 .0000 .0000 .0001 .0002 .0003 .0005
7 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0001

x 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0

0 .3329 .3012 .2725 .2466 .2231 .2019 .1827 .1653 .1496 .1353
1 .3662 .3614 .3543 .3452 .3347 .3230 .3106 .2975 .2842 .2707
2 .2014 .2169 .2303 .2417 .2510 .2584 .2640 .2678 .2700 .2707
3 .0738 .0867 .0998  .1128 .1155 .1378 .1496  .1607 .1710 .1804
4 .0203 .0260 .0324 .0395 .0471 .0551 .0636 .0723 .0812 .0902
5 .0045 .0062 .0084 .0111 .0141 .0176 .0216 .0260 .0309 .0361
6 .0008 .0012 .0018 .0026 .0035 .0047 .0061 .0078 .0098 .0120
7 .0001 .0002 .0003 .0005 .0008 .0011 .0015 .0020 .0027 .0034
8 .0000 .0000 .0001 .0001 .0001 .0002 .0003 .0005 .0006 .0009
9 .0000 .0000 .0000 .0000 .0000 .0000 .0001 .0001 .0001 .0002

715

Contd.
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x 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9 3.0

0 .1225 .1108 .1003 .0907 .0821 .0743 .0672 .0608 .0550 .0498
1 .2572 .2438 .2306 .2177 .2052 .1931 .1815 .1703 .1596 .1496
2 .2700 .2681 .2652 .2613 .2565 .2510 .2450 .2384 .2314 .2240
3 .1890 .1966 .2033 .2090 .2138 .2176 .2205 .2225 .2237 .2240
4 .0992 .1082 .1169 .1254 .1336 .1414 .1488 .1557 .1622 .1680
5 .0417 .0476 .0538 .0602 .0668 .0735 .8004 .0872 .0940 .1008
6 .0146 .0174 .0206 .0241 .0278 .0319 .0362 .0407 .0455 .0504
7 .0044 .0055 .0068 .0083 .0099 .0118 .0139 .0163 .0188 .0216
8 .0011 .0015 .0019 .0025 .0031 .0038 .0047 .0057 .0068 .0081
9 .0003 .0004 .0005 .0007 .0009 .0011 .0014 .0018 .0022 .0027

10 .0001 .0001 .0001 .0002 .0002 .0003 .0004 .0005 .0006 .0008
11 .0000 .0000 .0000 .0000 .0000 .0001 .0001 .0001 .0002 .0002

x 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9 4.0

0 .0450 .0408 .0369 .0334 .0302 .0273 .0247 .0224 .0202 .0183
1 .1397 .1304 .1217 .1135 .1057 .0984 .0915 .0850 .0789 .0733
2 .2165 .2087 .2008 .1929 .1850 .1771 .1692 .1615 .1539 .1459
3 .2237 .2226 .2209 .2186 .2158 .2125 .2987 .2046 .2001 .1954
4 .1733 .1781 .1823 .1858 .1888 .1912 .1931 .1944 .1951 .1954
5 .1075 .1140 .1203 .1265 .1322 .1377 .1429 .1477 .1522 .1563
6 .0555 .0608 .0662 .0716 .0771 .0826 .0881 .0936 .0989 .1042
7 .0246 .0278 .0312 .0348 .0385 .0425 .0466 .0508 .0551 .0595
8 .0095 .0111 .0129 .0148 .0169 .0191 .0225 .0241 .0269 .0298
9 .0033 .0040 .0047 .0056 .0066 .0076 .0089 .0102 .0116 .0132

10 .0010 .0013 .0016 .0019 .0023 .0028 .0033 .0039 .0045 .0053
11 .0003 .0004 .0005 .0006 .0007 .0009 .0011 .0013 .0016 .0019
12 .0001 .0001 .0001 .0002 .0002 .0003 .0003 .0004 .0005 .0006
13 .0000 .0000 .0000 .0000 .0001 .0001 .0001 .0001 .0002 .0002
14 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .00001

x 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9 5.0

0 .0166 .0150 .0136 .0123 .0111 .0101 .0191 .0082 .0074 .0067
1 .0679 .0630 .0583 .0540 .0500 .0462 .0427 .0395 .0365 .0337
2 .1393 .1323 .1254 .1188 .1125 .1063 .1005 .0948 .0894 .0842
3 .1904 .1852 .1798 .1743 .1687 .1631 .1574 .1517 .1460 .1404
4 .1951 .1944 .1933 .1917 .1898 .1875 .1849 .1820 .1789 .1755
5 .1600 .1633 .1662 .1687 .1708 .1725 .1738 .1747 .1753 .1755
6 .1093 .1143 .1191 .1237 .1281 .1323 .1362 .1398 .1432 .1462
7 .0640 .0686 .0732 .0778 .0824 .0869 .0914 .0959 .1002 .1044
8 .0328 .0360 .0393 .0428 .0463 .0500 .0537 .0575 .0614 .0653
9 .0150 .0168 .0188 .0209 .0232 .0255 .0281 .0307 .0334 .0363

10 .0061 .0071 .0081 .0092 .0104 .0118 .0132 .0147 .0164 .0181
11 .0023 .0027 .0032 .0037 .0043 .0049 .0056 .0064 .0073 .0082
12 .0008 .0009 .0011 .0013 .0016 .0019 .0022 .0026 .0030 .0034
13 .0002 .0003 .0004 .0005 .0006 .0007 .0008 .0009 .0011 .0013
14 .0001 .0001 .0001 .0001 .0002 .0002 .0003 .0003 .0004 .0005
15 .0000 .0000 .0000 .0000 .0001 .0001 .0001 .0001 .0001 .0002
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Table A2: Binomial Coefficients

n nC0
nC1

nC2
nC3

nC4
nC5

nC6
nC7

nC8
nC9

nC10

0 1
1 1 1
2 1 2 1
3 1 3 3 1
4 1 4 6 4 1
5 1 5 10 10 5 1
6 1 6 15 20 15 6 1
7 1 7 21 35 35 21 7 1
8 1 8 28 56 70 56 28 8 1
9 1 9 36 84 126 126 84 36 9 1

10 1 10 45 120 210 252 210 120 45 10 1
11 1 11 55 165 330 462 462 330 165 55 11
12 1 12 66 220 495 792 924 792 495 220 66
13 1 13 78 286 715 1287 1716 1716 1287 715 286
14 1 14 91 364 1001 2002 3003 3432 3003 2002 1001
15 1 15 105 455 1365 3003 5005 6435 6435 3005 3003
16 1 16 120 560 1820 4368 8008 11440 12870 11440 8008
17 1 17 136 680 2380 6188 12376 19448 24310 24310 19448
18 1 18 153 816 3060 8568 18564 31824 43758 48620 43758
19 1 19 171 969 3876 11628 27132 50388 75582 92378 92378
20 1 20 190 1140 4845 15504 38760 77520 125970167960 184756
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Table A3: Area of Standard Normal Distribution

Value of
z First

Second Decimal

decimal
place x 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 .0000 .0040 .0080 .0120 .0160 .0199 .0239 .0279 .0319 .0359

0.1 .0398 .0438 .0478 .0517 .0557 .0596 .0636 .0675 .0714 .0753
0.2 .0793 .0832 .0871 .0910 .0948 .0987 .1026 .1064 .1103 .1141
0.3 .1179 .1217 .1255 .1293 .1331 .1368 .1406 .1443 .1480 .1517
0.4 .1554 .1591 .1628 .1664 .1700 .1736 .1772 .1808 .1844 .1879
0.5 .1915 .1950 .1985 .2019 .2054 .2088 .2123 .2157 .2190 .2224

0.6 .2257 .2291 .2324 .2357 .2389 .2422 .2454 .2486 .2518 .2549
0.7 .2580 .2611 .2642 .2674 .2704 .2734 .2764 .2794 .2823 .2852
0.8 .2881 .2910 .2939 .2967 .2995 .3023 .3051 .3078 .3106 .3133
0.9 .3159 .3186 .3212 .3238 .3264 .3289 .3315 .3340 .3365 .3389
1.0 .3413 .3438 .3461 .3485 .3508 .3531 .3554 .3577 .3599 .3621

1.1 .3643 .3665 .3686 .3708 .3729 .3749 .3770 .3790 .3810 .3830
1.2 .3849 .3869 .3888 .3907 .3925 .3944 .3962 .3980 .3997 .4015
1.3 .4032 .4049 .4066 .4082 .4099 .4115 .4131 .4147 .4162 .4177
1.4 .4192 .4207 .4222 .4236 .4251 .4265 .4279 .4292 .4306 .4319
1.5 .4332 .4345 .4357 .4370 .4382 .4394 .4406 .4418 .4429 .4441

1.6 .4452 .4463 .4474 .4484 .4495 .4505 .4515 .4525 .4535 .4545
1.7 .4554 .4564 .4573 .4582 .4591 .4599 .4608 .4616 .4625 .4633
1.8 .4641 .4649 .4656 .4664 .4671 .4678 .4686 .4693 .4699 .4706
1.9 .4713 .4719 .4726 .4732 .4738 .4744 .4750 .4756 .4761 .4767
2.0 .4772 .4778 .4783 .4788 .4793 .4798 .4803 .4808 .4812 .4817

2.1 .4821 .4826 .4830 .4834 .4838 .4842 .4846 .4850 .4854 .4857
2.2 .4861 .4865 .4868 .4871 .4874 .4878 .4881 .4884 .4887 .4890
2.3 .4893 .4896 .4898 .4901 .4904 .4906 .4909 .4911 .4913 .4916
2.4 .4918 .4920 .4922 .4925 .4927 .4929 .4931 .4932 .4934 .4936
2.5 .4938 .4940 .4941 .4943 .4945 .4946 .4948 .4949 .4951 .4952

2.6 .4953 .4955 .4956 .4957 .4959 .4960 .4961 .4962 .4963 .4964
2.7 .4965 .4966 .4967 .4968 .4969 .4970 .4971 .4972 .4973 .4974
2.8 .4974 .4975 .4976 .4977 .4977 .4978 .4979 .4979 .4980 .4981
2.9 .4981 .4982 .4982 .4983 .4984 .4984 .4985 .4985 .4986 .4986
3.0 .4986 .4987 .4987 .4988 .4988 .4989 .4989 .4989 .4990 .4990

 Areas under the standard normal prob-
ability distribution  between normal vari-
ate z = 0 and a positive value of z. Areas
for negative value of z are obtained by
symmetry.
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Table A4: Critical Values of Student’s t-Distribution

Level of Significance for One-tailed Test

d.f. 0.10 0.05 0.025 0.01 0.005

Level of Significance for One-tailed Test

d.f. 0.20 0.10 0.05 0.02 0.01

1 3.078 6.314 12.706 31.821 63.657
2 1.886 2.920 4.303 6.965 9.925
3 1.638 2.353 3.182 4.541 5.841
4 1.533 2.132 2.776 3.747 4.604
5 1.476 2.015 2.571 3.365 4.032
6 1.440 1.943 2.447 3.143 3.707
7 1.415 1.895 2.365 2.998 3.499
8 1.397 1.860 2.306 2.896 3.355
9 1.383 1.833 2.262 2.821 3.250

10 1.372 1.812 2.228 2.764 3.169
11 1.363 1.796 2.201 2.718 3.106
12 1.356 1.782 2.179 2.681 3.055
13 1.350 1.771 2.160 2.650 3.012
14 1.345 1.761 2.145 2.624 2.977
15 1.341 1.753 2.131 2.602 2.947
16 1.337 1.746 2.120 2.583 2.921
17 1.333 1.740 2.110 2.567 2.898
18 1.330 1.734 2.101 2.552 2.878
19 1.328 1.729 2.093 2.539 2.861
20 1.325 1.725 2.086 2.528 2.845
21 1.323 1.721 2.080 2.518 2.831
22 1.321 1.717 2.074 2.508 2.819
23 1.319 1.714 2.069 2.500 2.807
24 1.318 1.711 2.064 2.492 2.797
25 1.316 1.708 2.060 2.485 2.787
26 1.315 1.706 2.056 2.479 2.779
27 1.314 1.703 2.052 2.473 2.771
28 1.313 1.701 2.048 2.467 2.763
29 1.311 1.699 2.045 2.462 2.756
30 1.310 1.697 2.042 2.457 2.750
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Table A5: Critical Values of Chi-Square (χχχχχ2)

Degree of
freedom 0.100 0.050 0.025 0.010 0.005 0.001

1 2.71 3.84 5.02 6.63 7.88 10.8
2 4.61 5.99 7.38 9.21 10.6 13.8
3 6.25 7.81 9.35 11.3 12.8 16.3
4 7.78 9.49 11.1 13.3 14.9 18.5
5 9.24 11.1 12.8 15.1 16.7 20.5
6 10.6 12.6 14.4 16.8 18.5 22.5
7 12.0 14.1 16.0 18.5 20.3 24.3
8 13.4 15.5 17.5 20.1 22.0 26.1
9 14.7 16.9 19.0 21.7 23.6 27.9

10 16.0 18.3 20.5 23.2 25.2 29.6
11 17.3 19.7 21.9 24.7 26.8 31.3
12 18.5 21.0 23.3 26.2 28.3 32.9
13 19.8 22.4 24.7 27.7 29.8 34.5
14 21.1 23.7 26.1 29.1 31.3 36.1
15 22.3 25.0 27.5 30.6 32.8 37.7
16 23.5 26.3 28.8 32.0 34.3 39.3
17 24.8 27.6 30.2 33.4 35.7 40.8
18 26.0 28.9 31.5 34.8 37.2 42.3
19 27.2 30.1 32.9 36.2 38.6 43.8
20 28.4 31.4 34.2 37.6 40.0 45.3
21 29.6 32.7 35.5 38.9 41.4 46.8
22 30.8 33.9 36.8 40.3 42.8 48.3
23 32.0 35.2 38.1 41.6 44.2 49.7
24 33.2 36.4 39.4 43.0 45.6 51.2
25 34.4 37.7 40.6 44.3 46.9 52.6
26 35.6 38.9 41.9 45.6 48.3 54.1
27 36.7 40.1 43.2 47.0 49.6 55.5
28 37.9 41.3 44.5 48.3 51.0 56.9
29 39.1 42.6 45.7 49.6 52.3 58.3
30 40.3 43.8 47.0 50.9 53.7 59.7
35 46.1 49.8 53.2 57.3 60.3 66.6
40 51.8 55.8 59.3 63.7 66.8 73.4
45 57.5 61.7 65.4 70.0 73.2 80.1
50 63.2 67.5 71.4 76.2 79.5 86.7
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Table A7: Critical Values for Sign Test

a 0.10 0.05 0.01 Two-sided  tests a 0.10 0.05 0.01 Two-sided tests
n 0.05 0.025 0.005 One-sided tests n 0.05 0.025 0.005 One-sided tests

5 0 23 7 6 4
6 0 0 24 7 6 5
7 0 0 25 7 7 5
8 1 0 0 26 8 7 6
9 1 1 0 27 8 7 6

10 1 1 0 28 9 8 6
11 2 1 0 29 9 8 7
12 2 2 1 30 10 9 7
13 3 2 1 31 10 9 7
14 3 2 1 32 10 9 8
15 3 3 2 33 11 10 8
16 4 3 2 34 11 10 9
17 4 4 2 35 12 11 9
18 5 4 3 36 12 11 9
19 5 4 3 37 13 12 10
20 5 5 3 38 13 12 10
21 6 5 4 39 13 12 11
22 6 5 4 40 14 13 11

Table A.8: Critical Values for the Wilcoxon Signed-Rank Test

a 0.10 0.05 0.01 Two-sided  tests
 n* 0.05 0.025 0.005 One-sided tests

4
5 0
6 2 0
7 3 2 0
8 5 3 1 0
9 8 5 3 1

10 10 8 5 3
11 13 10 7 5
12 17 13 9 7
13 21 17 12 9
14 25 21 15 12
15 30 25 19 15
16 35 29 23 19
17 41 34 27 23
18 47 40 32 27
19 53 46 37 32
20 60 52 43 37
21 67 58 49 42
22 75 65 55 48
23 83 73 62 54
24 91 81 69 61
25 100 89 76 68

* If n > 25, W+ (or W–) is approximately normally distributed with mean n(n + 1)/4
and variance n(n + 1) (2n +1)/24.
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Table A.9: Critical Values for the Wilcoxon Rank-Sum Test (λλλλλ = 0.05)

n1*
 n2 4 5 6 7 8 9 10 11 12 13 14 15

4 10
5 11 17
6 12 18 26
7 13 20 27 36
8 14 21 29 38 49
9 15 22 31 40 51 63

10 15 23 32 42 53 65 78
11 16 24 34 44 55 68 81 96
12 17 26 35 46 58 71 85 99 115
13 18 27 37 48 60 73 88 103 119 137
14 19 28 38 50 63 76 91 106 123 141 160
15 20 29 40 52 65 79 94 110 127 145 164 185
16 21 31 42 54 67 82 97 114 131 150 169
17 21 32 43 56 70 84 100 117 135 154
18 22 33 45 58 72 87 103 121 139
19 23 34 46 60 74 90 107 124
20 24 35 48 62 77 93 110
21 25 37 50 64 79 95
22 26 38 51 66 82
23 27 39 53 68
24 28 40 55
25 28 42
26 29
27
28

* For n1 > 8, W1 is approximately normally distributed with mean 1/2
n1 (n1 + n2 + 1) and varience n1 n2 (n1 + n2 + 1)/12.

Critical Values for the Wilcoxon Rank-Sum Test (λλλλλ = 0.01)

n1
 n2 4 5 6 7 8 9 10 11 12 13 14 15

5 15
6 10 16 23
7 10 17 24 32
8 11 17 25 34 43
9 11 18 26 35 45 56

10 12 19 27 37 47 58 71
11 12 20 28 38 49 61 74 87
12 13 21 30 40 51 63 76 90 106
13 14 22 31 41 53 65 79 93 109 125
14 14 22 32 43 54 67 81 96 112 129 147
15 15 23 33 44 56 70 84 99 115 133 151 171
16 15 24 34 46 58 72 86 102 119 137 155
17 16 25 36 47 60 74 89 105 122 140
18 16 26 37 49 62 76 92 108 125
19 17 27 38 50 64 78 94 111
20 18 28 39 52 66 81 97
21 18 29 40 53 68 83
22 19 29 42 55 70
23 19 30 43 57
24 20 31 44
25 20 32
26 21
27
28
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Table A.10: Critical Values of R for the Runs Test (Lower Tail)

n2 α = 0.026

n1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

2 2 2 2 2 2 2 2 2 2
3 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3
4 2 2 2 3 3 3 3 3 3 3 3 4 4 4 4 4
5 2 2 3 3 3 3 3 4 4 4 4 4 4 4 5 5 5
6 2 2 3 3 3 3 4 4 4 4 5 5 5 5 5 5 6 6
7 2 2 3 3 3 4 4 5 5 5 5 5 6 6 6 6 6 6
8 2 3 3 3 4 4 5 5 5 6 6 6 6 6 7 7 7 7
9 2 3 3 4 4 5 5 5 6 6 6 7 7 7 7 8 8 8

10 2 3 3 4 5 5 5 6 6 7 7 7 7 8 8 8 8 9
11 2 3 4 4 5 5 6 6 7 7 7 8 8 8 9 9 9 9
12 2 2 3 4 4 5 6 6 7 7 7 8 8 8 9 9 9 10 10
13 2 2 3 4 5 5 6 6 7 7 8 8 9 9 9 10 10 10 10
14 2 2 3 4 5 5 6 7 7 8 8 9 9 9 10 10 10 11 11
15 2 3 3 4 5 6 6 7 7 8 8 9 9 10 10 11 11 11 12
16 2 3 4 4 5 6 6 7 8 8 9 9 10 10 11 11 11 12 12
17 2 3 4 4 5 6 7 7 8 9 9 10 10 11 11 11 12 12 13
18 2 3 4 5 5 6 7 8 8 9 9 10 10 11 11 12 12 13 13
19 2 3 4 5 6 6 7 8 8 9 10 10 11 11 12 12 13 13 13
20 2 3 4 5 6 6 7 8 9 9 10 10 11 12 12 13 13 13 14

Critical Values of R  for the Runs Test (Upper Tail)

n2 α = 0.025

n1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

2
3
4 9 9
5 9 10 10 11 11
6 9 10 11 12 12 13 13 13 13
7 11 12 13 13 14 14 14 14 15 15 15
8 11 12 13 14 14 15 15 16 16 16 16 17 17 17 17 17
9 13 14 14 15 16 16 16 17 17 18 18 18 18 18 18

10 13 14 15 16 16 17 17 18 18 18 19 19 19 20 20
11 13 14 15 16 17 17 18 19 19 19 20 20 20 21 21
12 13 14 16 16 17 18 19 19 20 20 21 21 21 22 22
13 15 16 17 18 19 19 20 20 21 21 22 22 23 23
14 15 16 17 18 19 20 20 21 22 22 23 23 23 24
15 15 16 18 18 19 20 21 22 22 23 23 24 24 25
16 17 18 19 20 21 21 22 23 23 24 25 25 25
17 17 18 19 20 21 22 23 23 24 25 25 26 26
18 17 18 19 20 21 22 23 24 25 25 26 26 27
19 17 18 20 21 22 23 23 24 25 26 26 27 27
20 17 18 20 21 22 23 24 25 25 26 27 27 28
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Table A.11: p-Values for Mann-Whitney U Statistic Small Samples (n1 ≤≤≤≤≤ n2)
n1

n2 = 3 U0 1 2 3

0 .25 .10 .05
1 .50 .20 .10
2 .40 .20
3 .60 .35
4 .50

n1

n2 = 4 U0 1 2 3 4

0 .2000 .0667 .0286 .0143
1 .4000 .1333 .0571 .0286
2 .6000 .2667 .1143 .0571
3 .4000 .2000 .1000
4 .6000 .3143 .1714
5 .4286 .2429
6 .5714 .3429
7 .4429
8 .5571

n1

n2 = 5 U0 1 2 3 4 5

0 .1667 .0476 .0179 .0079 .0040
1 .3333 .0952 .0357 .0159 .0079
2 .5000 .1905 .0714 .0317 .0159
3 .2857 .1250 .0556 .0278
4 .4286 .1964 .0952 .0476
5 .5714 .2857 .1429 .0754
6 .3929 .2063 .1111
7 .5000 .2778 .1548
8 .3651 .2103
9 .4524 .2738

10 .5476 .3452
11 .4206
12 .5000

n1

n2 = 6  U0 1 2 3 4 5 6

0 .1429 .0357 .0119 .0048 .0022 .0011
1 .2857 .0714 .0238 .0095 .0043 .0022
2 .4286 .1429 .0476 .0190 .0087 .0043
3 .5714 .2143 .0833 .0333 .0152 .0076
4 .3214 .1310 .0571 .0260 .0130
5 .4286 .1905 .0857 .0411 .0206
6 .5714 .2738 .1286 .0628 .0325
7 .3571 .1762 .0887 .0465
8 .4524 .2381 .1234 .0660
9 .5476 .3048 .1645 .0898

10 .3810 .2143 .1201
11 .4571 .2684 .1548
12 .5429 .3312 .1970
13 .3961 .2424
14 .4654 .2944
15 .5346 .3496
16 .4091
17 .4686
18 .5314
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N7 = 7 U0 1 2 3 4 5 6 7

0 .1250 .0278 .0083 .0030 .0013 .0006 .0003
1 .2500 .0556 .0167 .0061 .0025 .0012 .0006
2 .3750 .1111 .0333 .0121 .0051 .0023 .0012
3 .5000 .1667 .0583 .0212 .0088 .0041 .0020
4 .2500 .0917 .0364 .0152 .0070 .0035
5 .3333 .1333 .0545 .0240 .0111 .0555
6 .4444 .1917 .0818 .0366 .0175 .0087
7 .5556 .2583 .1152 .0530 .0256 .0131
8 .3333 .1576 .0745 .0367 .0189
9 .4167 .2061 .1010 .0507 .0265

10 .5000 .2636 .1338 .0688 .0364
11 .3242 .1717 .0903 .0487
12 .3939 .2159 .1117 .0614
13 .4636 .2652 .1474 .0825
14 .5364 .3194 .1830 .1043
15 .3775 .2226 .1297
16 .4381 .2669 .1588
17 .5000 .3141 .1914
18 .3654 .2279
19 .4178 .2675
20 .4726 .3100
21 .5274 .3552
22 .4024
23 .4508
24 .5000
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Index

A
Absolute measures, 135
Acceptable quality level (AQL), 658
Acceptance sampling plans, 658
Acceptance sampling, 657

advantages of, 658
types of, 659

Adjusted exponential smoothing, 552
Algebra of events, 205

addition rules, 205
multiplication rules, 208

Alternative hypothesis, 329
Analysis of variance (ANOVA), 421

approach of, 423
assumptions for, 423
One-way classification, 423
Two-way classification, 433

Anova summary table, 427, 434
Arithmetic mean, 86

advantages of, 94
disadvantages of, 95

Auto correlation coefficient, 469
Average deviation measures, 142
Average outgoing quality (AOQ), 665
Average price relative index, 594

B
Baye’s theorem, 221
Bayesian analysis, 692
Bernoulli process, 243
Beta distribution, 269
Binomial distribution, 243

characteristic of, 244
Blocking, Variable 434
Bowley coefficient of skewness, 173

C
Cartograms, 71
Central limit theorem, 288
Central tendency, 81
Measures of, 81, 83
requisites of, 82
Circular test, 613
Chain index numbers, 614
Chebyshev’s theorem, 152

empirical rusk, 154
Chi-square test, 382, 3,84

applications of, 383, 385
population variance for, 397
properties of, 383

Chi-Square tast of or goodness of fib, 391
Cluster sampling, 282
Coefficient of contingency, 399
Coefficient of correlation, 450

hypothesis testing for, 471
probable error and standard error of, 455
Speafic features of 452
types of, 450

Coefficient of determination, 455, 504, 521
inter pretation of 456
pertitioning of total variation 504

Coefficient of multiple determination, 525
Coefficient of variation, 135
Collectively exhaustive events, 197
Complementary events, 198
Compound events, 198
Conditional probability, 209
Confidence interval, 308
Consumer price index, 626
Construction of, 626

uses of, 626
Consumers risk, 662
Contingency table, 385
Continuous probability distributions, 235, 259

729
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Control charts, 643, 645, 648, 552
Convenience sampling, 283
Correlation analysis, 447

methods of, 450
significance of, 448
types of, 449

Correlation and causation, 448
Critical region, 330
Cumulative Probility distribution function, 235
Cyclical variations, 577

measurement of, 577

D
Data, 11

classification of, 27, 29, 33
graphical presentation of, 55
need for, 11
organizing of, 30
sources of, 16
tabulation of, 44
type of, 11

Deciles, 86, 112
Decision tree analysis, 698
Degree of freedom, 290
Delphi method, 540
Dependent events, 209
Description statistics, 5
Diagrams, 57

types of, 57
Discrete probability distributions, 234, 243
Disperson, 133

measures of, 133
Distance measures, 136

E
Equally likely events, 198
Erlang distribution, 268
Estimeting Sample Size, 317, 319, 320
Error of type I and II, 333
Estimation, 305
Events, 197

elgabra of 205
types, 197

Expected monetary value (EMV), 681
Expected opportunity loss (EOL), 684
Expected value of perfect information (EVPI), 686
Expected value, 237

random variable of, 237
Exponential distribution, 268
Exponential smoothing methods, 550
Exponential trend model, 561

F
F-distribution, 367

properties of, 368
Finite correction factor, 290
Forecasting, 537

methods of, 539
step of, 561
timing of, 538
types of, 538

Frequency curve, 64
Frequency distribution, 31, 39

type of, 40
Frequency polygon, 63

G
Gamma distribution, 268
Geometric mean, 86,101

advantages of, 104
applications of, 105
Calculation of, 102
combined G.M., 103
disadvantages of, 105
weighted G.M., 103

Graphic rating Scale, 15
Gaussian distribution, 260

H
Harmonic mean, 86, 107

advantages of, 107
applications of, 108
disadvantages of, 108

Histograms, 58
Hurwicz criterion, 677
Hypergeometric distribution, 255
Hypothesis testing, 327, 336, 350, 353

errors in, 332, 333
formats of 328
general procedure for, 329
p-value for, 340
rationale for, 328

I
Independent events, 208
Index numbers, 587

base shifting and deflation of, 618
characteristics and uses of, 590
definitions of, 588
problems in the construction of, 629
types of, 588
uses of 590

Inferential statistics, 5
Intemized rating scale, 15
Interquartile range, 138

coefficient of, 138
Interval estimation, 308
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population mean of, 309, 311
population  porportion of,  314

Interval scale, 14
Irregular variations, 577

measurement of, 577

J
Joint events, 206
Joint probability, 209
Judgement sampling, 283

K
Karl pearson’s coefficient of skewness, 173
Karl Pearson’s correlation coefficient, 454
Kelly’s coefficient of skewness, 173
Kurtosis, 171, 186

measures of, 186
Kruskel-Walle’s tests, 409

L
Laplace criterion, 676
Least-squares method, 496, 484, 515
Leptokurtic, 186
Level of significance, 333
Link relative method, 574
Linear regression models, 483
Lot tolerance percent defective (LTPD), 663

M
Mann-Whitney U-test, 405
Margin of error 307
Marginal probability, 409
Mathematical averages, 86
Mean absolute deviation, 142

coefficient of, 143
Measures of central tendency, 81

comparison between, 122
relationship between, 121
requisites of, 82

Measures of skewness, 172
Measures of variation, 133

classification of, 135
essential requisites for, 135
significance of, 134

Median, 86, 109
advantages of, 111
applications of, 111
disadvantages of, 111

Mesokurtic, 186
Mode, 86, 118

advantages of, 121
disadvantages of, 121

Moments about mean, 181
Moments, 171, 181

Multinominal distribution, 255
Multiple correlation analysis, 526
Multiple regression models, 513

assumptions in, 514
estimating parameters of, 515
standard error of estimate for, 523
significance test of, 524

Multistage sampling, 282
Mutually exhaustive events, 205

N
Negative binomial distribution, 254
Nominal scale, 13
Non-linear regression models, 483
Normal distribution, 260

area under the, 262
characteristics of, 260

Normal equations, 587, 516
Null hypothesis, 329

O
Ogive, 65
One-tailed test, 332
One-way analysis of variance, 423
Operating characteristics (OC) curve, 661

construction of, 661
Ordinal scale, 13
Over-lapping events, 206

P
Paired sample sign test, 401
Partial correlation analysis, 450, 527

limitations of, 527
standard error of, 527

Partial regression analysis, 513
Partial regression coefficients, 516
Percentiles, 86, 112
Pictograms, 71
Pie diagram, 66
Platykurtic, 186
Point estimation, 306

properties of, 306
Poisson distribution, 250

characteristics of, 251
Posterior probability, 221, 692
Power of statistical test, 333
Price index numbers, 592

methods for construction of, 592
Principle of Measurement, 12
Principle of inertia of large numbers, 280
Principle of sampling, 279
Principle of statistical regularity, 280
Probability distributions, 233

distribution fundation of, 234
Probability tree diagram, 216
Probability, 195, 198

concepts of, 195
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definition of, 198
fundamental rules of, 200

Producer’s risk, 662
Purposive sampling, 283

R
Random experiment, 196
Random variable, 237

expected value of, 237
variance of, 238

Range, 136
application of, 137
coefficient of, 136

Ratio scale, 14
Regression analysis, 481

advantages of, 482
Regression coefficients, 586

methods to determine, 587
properties of, 586

Regression models, 482
types of, 482

Rejection region, 330
Relative measures, 135
Residuals, 501
Run test fro randommers, 403
Rank sum test, 405

S
Sample space, 196
Sample statistic, 279
Smaple survey, 278

bias during, 278
Sampling 277
Method of 280
Sampling distribution, 285
Sampling error, 278
Seasonal index, 566
Semantic differential scale, 16
Sheppard’s corrections of moments, 183
Simple linear regression model, 482

assumptions for, 485
parameters of, 485

Skewness, 171
measures of, 172
relative measures of, 172

Spearman’s rank correlation coefficient, 462, 475
Standard deviation, 148

advantages of, 148
disadvantages of,
properties of, 150

Standard error of estimate, 285, 501
Standard error, 285, 501
Standard normal distribution, 262
Stapel scale, 16
State of nature, 674
Statistical decision theory, 673
Statistical methods, 5

types of, 5

Statistical quality control, 637, 640
advantages and limitations of, 666
Quality control, 638
cost of, 639
costs of, 639
definitions of, 641
techniques of, 641

Statistical thinking, 3
Statistics, 1

defined, 3
growth and development of, 2
importance and scope of, 6
limitations of, 8

stem and leaf displays, 72
Stratified sampling, 281
Students’s t-distribution, 353

properties of, 353
uses of, 354

Systematic sampling, 283

T
Test of homogeneity, 399
Time-series analysis, 537, 541

objectives of, 541
components of, 542

Time-series decomposition models, 542
Total quality control, 637
Trend projection methods, 557
Two-tailed test, 336
Two-way analysis of variance, 433
Time reversal test, 611

U
Uniform distribution, 267
Union of events, 205
Unweighted price indexes, 592

limitations of, 594

V
Value index numbers, 608
Variance, 146

coefficient of,
Venndiagram, 205
Variance ratio distribution, 368
Volume indexes, 606

W
Weighted A.M., 97
Weighted G.M., 101
Weighted moving averages, 547
Weighted price indexes, 599
Wilcoxon rank sum test, 405
Wilcoxon matched pairs test, 407

Y
Yate’s correction for continuity, 394
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